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Similarity with evaluation and interpolation

reduction == evaluation
reconstruction == interpolation

Compare Garner’s reconstruction and Newton interpolation…



Selection of different evaluation points was studied extensively.
See for example
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Selection of different moduli is not that popular, but still deserves investigation.



Requirements to the moduli
- relative primality

- “fast” reduction

- “fast” reconstruction 

- balance in size

- scalability



Most ”complex” arithmetic operations involved 
in reduction/reconstruction:

- integer division with remainder (red)
- computation of modular inverses (rec)
- multiplication by moduli (rec)
- multiplication by the inverses (rec)

Some variations of reconstruction use



How to chose the moduli making both 
conversion to RNS and reconstruction 
as efficient as possible?
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Mersenne type of moduli
- relative primality

- reduction is fast

- reconstruction is fast (multiplications by moduli are fast, 
multiplication by “precomputed” inverses are not)

- balance in size

- scalability
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- reduction is fast

- reconstruction is fast (multiplications by moduli are fast, 
multiplication by “precomputed” inverses are not)

- balance in size

- scalability



Mersenne type of moduli (scalability)
One of the earliest (semi-successful use of Mersenne type of moduli in modular arithmetic):
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Mersenne type of moduli (scalability)
One of the earliest (semi-successful use of Mersenne type of moduli in modular arithmetic):



Mersenne type single modulus
Side note (from 1960): 
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Fermat type of moduli
Block strategy Shift strategy

Space complexity comment …



Fermat type of moduli (shift strategy)
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Fermat type of moduli (other bases)



Fermat type of moduli

- relative primality

- reduction is fast

- reconstruction is fast (same as 
Mersenne)

- balance in size

- scalability ?

- relative primality

- reduction is fast

- reconstruction is fast

- balance in size

- scalability

Block strategy Shift strategy
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Sparse balanced binary numbers

Fermat type moduli scale (preserve relative primality under scaling), Mersenne type moduli do not scale



Sparse balanced binary numbers
“Some other interesting property” is computed inverses preserve sparsity under scaling operation



Sparse balanced binary numbers
“Some other interesting property” is computed inverses preserve sparsity under scaling operation

… start with i>1 and sparsity of inverses will be preserved under scaling 
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Sparse balanced binary numbers
“Some other interesting property” is computed inverses preserve sparsity under scaling operation



Sparse balanced binary numbers
Repeat for scaled numbers:

… or use Maple to choose ”satisfactory” group of moduli…



Notes:

Moduli size grow fast with the number of moduli required.

Block Fermat numbers not perfectly balanced in size.



Three-term moduli 
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Balance is guaranteed by default
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Three-term moduli 
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Three-term moduli 

Reduction is fast for both – original arbitrary large input and in RNS (1st line in the table above).
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Many small primes
Choose many moduli that fit machine word and use hardware arithmetic for the simultaneous reduction/reconstruction 



Many small primes (FFLAS-FFPACK)
Choose many moduli that fit machine word and use hardware arithmetic for the simultaneous reduction/reconstruction 

- relative primality

- reduction is fast

- reconstruction is fast

- balance in size

- scalability



Two-level RNS (application) 
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Two-level RNS (application) 
Benchmark is matrix multiplication with  large integer entries



Preprocessing
Simultaneous conversion to RNS
Multiplication in all RNS
Reconstruction of result from modular images

FFLAS-FFPACK timing
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Preprocessing
Simultaneous conversion to RNS
Multiplication in all RNS
Reconstruction of result from modular images

Saved time

Upper layer conversion to RNS
Upper layer reconstruction

FFLAS-FFPACK timing



Two-level RNS (application) 
Benchmark is matrix multiplication with  large integer entries



Two-level RNS (application) 
1st level arithmetic comparison
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