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Abstract

Let V be a Cs-cofinite vertex operator algebra without nonzero elements of nega-
tive weights. We prove the conjecture that the spaces spanned by analytic extensions
of pseudo-g-traces (¢ = €2™7) shifted by —g3 of products of geometrically-modified
(logarithmic) intertwining operators among grading-restricted generalized V-modules
are invariant under modular transformations. The convergence and analytic exten-
sion result needed to formulate this conjecture and some consequences on such shifted
pseudo-g-traces were proved by Fiordalisi in [F'1] and [F2] using the method developed
in [H2]. The method that we use to prove this conjecture is based on the theory of
the associative algebras AN (V) for N € N, their graded modules and their bimodules
introduced and studied by the author in [H8] and [H9]. This modular invariance result
gives a construction of Cy-cofinite genus-one logarithmic conformal field theories from

the corresponding genus-zero logarithmic conformal field theories.

1 Introduction

The modular invariance of (logarithmic) intertwining operators was conjectured by the au-
thor almost twenty years agd' It is a conjecture on logarithmic conformal field theories.

In this paper, we prove this conjecture. In the language of conformal field theory, this
modular invariance result says that in the Cs-cofinite case, genus-one logarithmic conformal
field theories can be constructed by sewing the corresponding genus-zero logarithmic confor-
mal field theories. We expect that this modular invariance result will play an important role
in the study of problems and conjectures on Cs-cofinite logarithmic conformal field theories.

Modular invariance plays a crucial role in the construction and study of conformal field
theories. In 1988, Moore and Seiberg [MS1] [MS2] conjectured that for rational conformal
field theories, the space spanned by g-traces (¢ = ¢*™7) shifted by —5; of products of n chiral
vertex operators (intertwining operators) is invariant under modular transformations for each
n € N. (For simplicity, we shall use “shifted (pseudo-)g-traces” below to mean “(pseudo-)g-
traces (q = €*™7) shifted by —35;- ) Based on this conjecture in the most important case of
n = 2 and the conjecture that intertwining operators have operator product expansion, they

IThe conjecture appeared first in some grant proposals by the author and later in [F1].



derived the Verlinde formula [V] and discovered a mathematical structure now called modular
tensor category (see [I] for a precise definition and its connection with three-dimensional
topological quantum field theories).

In 1990, Zhu [Z] proved a special case of the modular invariance conjecture of Moore and
Seiberg under suitable conditions formulated precisely also in [Z]. Let V' be a vertex operator
algebra satisfying the conditions that (i) V' has no nonzero elements of negative weights, (ii)
V is Cy-cofinite (that is, dim V/Cy(V') < oo, where Cy(V) = (Res,z2Yy (u, x)v | u,v € V)),
and (iii) every lower-bounded generalized V-module is completely reducible. Zhu proved in
[Z] that for each n € N and each subset {vy,...,v,} of V| the space spanned by the analytic
extensions of shifted g-traces of products of suitably modified vertex operators associated
to vy, ...,v, for V-modules is invariant under modular transformations. In particular, the
space spanned by the vacuum characters of irreducible V-modules is invariant under modular
transformations. In 2000, using the the method developed by Zhu in [Z], Miyamoto in [Mil]
generalized this modular invariance result of Zhu to the space spanned by the analytic
extensions of shifted g-traces of products of suitably modified vertex operators associated to
vy, ...v,_1 for V-modules and one suitably modified intertwining operator of a special type
associated to an element w € W for each n € Z,, each subset {vy,...,v,_1} of V, each
V-module W and each w € W. Unfortunately, the method used in [Z] and [Mil] cannot be
used to prove the modular invariance conjecture of Moore and Seiberg in the most important
case n = 2 and the important cases n > 2,

In 2002, Miyamoto [Mi2] proved a nonsemisimple generalization of Zhu's theorem. It
was observed in [Mi2] that in the nonsemisimple case, the space of shifted g-traces of suit-
ably modified vertex operators for grading-restricted generalized V-modules is in general not
modular invariant and one needs shifted pseudo-g-traces of suitable operators on grading-
restricted generalized V-modules introduced and studied in [Mi2]. Let V' be a vertex operator
algebra satisfying Conditions (i) and (ii) above and also satisfying an additional condition
that (iv) there are no finite-dimensional irreducible V-modules. Miyamoto proved that for
each n € N and each subset {vy,...,v,} of V, the space spanned by the analytic extensions
of shifted pseudo-g-traces of products of suitably modified vertex operators associated to
vy, ..., U, for grading-restricted generalized V-modules is invariant under modular transfor-
mations. The fact that Condition (iv) above is needed in [Mi2] was pointed out explicitly in
Remark 3.3.5 in [ArN]. There are examples of vertex operator algebras satisfying Conditions
(i) and (ii) above but not Condition (iv) (for example, W, 3; see Remark 3.3.5 in [ArN| and
[A3)).

In 2003, the author proved in [H2] the modular invariance conjecture of Moore and
Seiberg under the same conditions as in [Z]. The precise statement of the modular invariance
theorem in [H2] is that for a vertex operator algebra V' satisfying the same conditions (i)E],

ZNote that the statement of the modular invariance theorem in [H2] also has an additional condition
V(o) = C1. This condition is added in [H2] because Theorem 7.2 in [H2] needs some results of [ABD], which
are in turn proved using a result of Buhl [B] giving a spanning set of a weak V-module. It is this result in
[B] that needs the condition V(gy = C1. But in Lemma 2.4 in [Mi2], Miyamoto obtained such a spanning set
of a weak module without using the condition V(gy = C1. So the modular invariance theorem in [H2] in fact
does not need this condition.



(ii) and (iii) above as in [Z] and for each n € N, each set of n grading-restricted generalized
V-modules Wy,..., W, and each set {wy,...,w,} for wy € Wy,...,w, € W,, the space
spanned by the analytic extensions of shifted g-traces of products of geometrically-modified
intertwining operators associated to wy, ..., w, is invariant under modular transformations.
As is mentioned above, the method used by Zhu and Miyamoto cannot be used to prove this
conjecture of Moore and Seiberg in the main important cases n > 2. A completely different
method was developed in [H2] to prove this conjecture in these cases, including the most
important case n = 2. Using this modular invariance and the associativity of intertwining
operators proved in [HI], the author proved the Verlinde conjecture and Verlinde formula in
[H3] and the rigidity and modularity of the braided tensor category of V-modules in [H4].

Around 2003, after the work of Miyamoto [Mi2] and the proof in [H2] of the modular in-
variance conjecture of Moore and Seiberg, the following modular invariance was conjectured
by the author: For a Cs-cofinite vertex operator algebra V' without nonzero elements of
negative weights and for each n € N, each set of n grading-restricted generalized V-modules
Wi, ...,W, and each set {ws,...,w,} for w; € Wy,...,w, € W,, the space of analytic
extensions of shifted pseudo-g-traces of products of geometrically-modified (logarithmic) in-
tertwining operators associated to wq,...,w, is invariant under modular transformations.
We put the word “logarithmic” in parenthesis before “intertwining operators” since both in-
tertwining operators without logarithm and logarithmic intertwining operators are needed.
In the main body of this paper, we shall omit “(logarithm)” so that intertwining operators
in general might have the logarithms of the variables involved.

In fact, in the original version of this conjecture, the convergence and analytic extension of
shifted pseudo-g-traces of products of geometrically-modified (logarithmic) intertwining op-
erators is also part of the conjecture. In 2015, using the method developed in [H2], Fiordalisi
[E'1] [E2] proved that such shifted pseudo-g-traces are convergent absolutely in a suitable re-
gion and can be analytically extended to multivalued analytic functions on a maximal region.
He also proved that these multivalued analytic functions satisfy the genus-one associativity,
genus-one commutativity and other properties using the associativity and commutativity of
(logarithmic) intertwining operators and other properties for a Ch-cofinite vertex operator
algebra proved in [H5]. In addition, he proved in [F'1] [F2] that the solution space of the dif-
ferential equations used to prove the convergence and analytic extension property of shifted
pseudo-g-traces discussed above is invariant under the modular transformations. As in the
proof in [H2] of the modular invariance conjecture of Moore and Seiberg, by the genus-one
associativity proved in [F1] and [E2], the modular invariance conjecture in the case n > 2
can be reduced to the modular invariance conjecture in the case n = 1. Here the author
would like to emphasize the importance of the convergence and analytic extension results
proved in [H2], [F1] and [F2]. Without the convergence and analytic extension results in
[H2], [F1] and [F2], we could not even formulate the modular invariance conjecture of Moore
and Seiberg and the modular invariance conjecture for (logarithmic) intertwining operators
above. See [HI10] for a survey on the convergence and analytic extension results and con-
jectures in the approach to conformal field theory using the representation theory of vertex
operator algebras.



To prove the modular invariance conjecture for (logarithmic) intertwining operators
above, we need to show that the modular transformations of the multivalued analytic func-
tions obtained from shifted pseudo-g-traces of geometrically-modified (logarithmic) inter-
twining operators are sums of the multivalued analytic functions obtained from such shifted
pseudo-g-traces. In [Z], [Mil] and [H2], Zhu algebra A(V) = Ay(V) associated to V, its
modules and its bimodules are needed to prove the modular invariance. In [Mi2], the gener-
alizations A, (V') for n € N of Zhu algebra by Dong, Li and Mason [DLMI] and their modules
are needed to prove the modular invariance. On the other hand, the additional condition
(Condition (iv) above) in [Mi2] that there are no finite-dimensional irreducible V-modules is
needed exactly because the associative algebras A, (V') for n € N cannot be used to handle
the case that there exist finite-dimensional irreducible V-modules. More importantly, to
study general (logarithmic) intertwining operators using the theory of associative algebras,
the associative algebras A, (V') for n € N are not enough. Therefore, even if Condition (iv)
above is satisfied, we will not be able to prove this modular invariance using only A, (V') for
n € N and their bimodules introduced and studied in [HY].

In [HS], the author introduced new associative algebras A>°(V) and AN (V) for N € N
associated to a vertex operator algebra V. These associative algebras contain A, (V) for
n € N as (very small) subalgebras. In fact, A, (V') for n € N are all algebras of zero modes
but acting on different homogeneous subspaces of lower-bounded generalized V-modules.
On the other hand, the associative algebras A*(V) and AY (V) for N € N introduced by
the author in [H8] are algebras of all modes, including all nonzero modes. In [H9], the
author introduced bimodules A*(W) and AN (W) for N € N for these new associative
algebras associated to a lower-bounded generalized V-module W and proved that the spaces
of (logarithmic) intertwining operators are linearly isomorphic to the corresponding spaces
of module maps between suitable modules for these associative algebras. In Section 3 of
the present paper, we also introduced associative algebras A*(V) and AN (V) for N € N
isomorphic to A%(V) and AV (V) for N € N, respectively, and the corresponding bimodules
/TOO(W) and AV (W) for N € N associated to a lower-bounded generalized V-module W. We
then transport the results on the associative algebras A>°(V) and AV (V) for N € N, their
graded modules and bimodules obtained in [H§| and [H9] to the corresponding results on
A>(V) and AN(V) for N € N, their graded modules and bimodules.

In this paper, using the results of Fiordalisi in [F1] and [F2] and the results on these new
associative algebras, their modules and bimodules in [HE|, [H9] and Section 3 of the present
paper, we prove the modular invariance conjecture for (logarithmic) intertwining operators
discussed above. For the precise statement, see Theorem Note that all the modular
invariance theorems mentioned above are special cases of Theorem [5.5] In particular, in the
special case studied in [Mi2] that the intertwining operators involved are vertex operators
for grading-restricted generalized V-modules, we obtain a proof of the modular invariance
result in [Mi2] without Condition (iv) above requiring that there are no finite-dimensional
irreducible V-modules. Also, as special cases of the proofs of and (4.37)), we recover
the proof by McRae [Mc| of Propositions 4.4 in [Mi2] and obtain a proof of Proposition 4.5

in [Mi2] (see Remarks [4.7 and [4.9).



Here we give a sketch of the proof of this modular invariance conjecture: As is mentioned
above, we need only prove the modular invariance conjecture in the case n = 1. To prove
the modular invariance conjecture in this case, we introduce a notion of genus-one 1-point
conformal block labeled by a grading-restricted generalized V-module W. Then the conjec-
ture follows from the following two results: (1) For grading-restricted generalized V-modules

W and W, the modular transformation of the analytic extension of the shifted pseudo-g-

trace of a geometrically-modified intertwining operator of type (WWW) is a genus-one 1-point

conformal block labeled by W (see Proposition [5.2). (2) Every genus-one 1-point confor-

mal block labeled by W is the sum of the analytic extensions of the shifted pseudo-g-traces
W;
- WW;
restricted generalized V-modules W; (see Theorem . The proof of (1) can be obtained
easily from the properties of the shifted pseudo-g-traces of (logarithmic) intertwining op-

erators in [F1] and [F2]. To prove (2), we first prove that a genus-one 1-point conformal

of geometrically-modified intertwining operators of type ( ) for finitely many grading-

block labeled by W gives a symmetric linear function on AN (W) satisfying some additional
properties for each N € N. This proof is technically the most difficult part of this paper.
Then using the results on symmetric linear functions and pseudo-traces proved by Miyamoto
[Mi2], Arike [Ar] and Fiordalisi [F1] [F2], we prove that for N sufficiently large, these sym-
metric linear functions on AN (W) are in fact finite sums of pseudo-traces of suitable linear
operators on AN (V)-modules. Next we use a main result in [H9] to show that for N suffi-
ciently large, pseudo-traces of such linear operators on AN (V)-modules are in fact obtained
from shifted pseudo-g-traces of geometrically-modified (logarithmic) intertwining operators.
Finally we show that when NN is sufficiently large, the genus-one 1-point conformal block
labeled by W that we start with is equal to the sum of the analytic extensions of the shifted
pseudo-g-traces of these geometrically-modified (logarithmic) intertwining operators.

The present paper is organized as follows: In Section 2, we recall some basic definitions
and results needed in this paper. In Subsection 2.1, we recall the definition of pseudo-traces
and the results about pseudo-traces and symmetric linear functions obtained by Miyaomoto
[Mi2], Arike [Ax] and Fiordalisi [F'1]. In Subsection 2.2, we recall the results of Fiordalisi
in [F1] and [F2] on the convergence and analytic extensions of shifted pseudo-g-traces of
products of intertwining operators and their properties. In Section 3, for a vertex operator
algebra V', we study further the A% (V')-bimodule A% (W) and the AN (V)-bimodules AY (W)
for N € N constructed from a lower-bounded generalized V-module W in [H9]. Then
we introduce and study new associative algebras A°(V) and AN(V) N € N, the A (V)-
bimodule A*(W) and AN (V)-bimodules AN(W) for N € N in this section. In Section
4, we give two constructions of symmetric linear functions on AN (V)-bimodules AN (W)
for a grading-restricted generalized V-module W. The first construction is given by shifted
pseudo-g-traces of intertwining operators. The second construction is given by suitable maps
satisfying properties involving the Weierstrass p- and (-functions. In Section 5, we prove
our modular invariance theorem (Theorem by proving Proposition and Theorem
(the two results (1) and (2) discussed above). We also have two appendices. In Appendix A,
we recall some basic facts on the Weierstrass p-function go(z;7) the Weierstrass ¢-function



©1(2z;7) and the Eisenstein series G1(7). In Appendix B, we prove and collect a number of
identities involving the binomial coefficients. The proof of the modular invariance theorem
in this paper depends heavily on these identities.
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2 Pseudo-traces, symmetric linear functions and pseu-
do-¢-traces

We recall some basic definitions and results in this section. In Subsection 2.1, we recall the
basic definitions and results on pseudo-traces and symmetric linear functions introduced and
obtained by Miyamoto [Mi2], Arike |A1] and Fiordalisi [F'1]. In Subsection 2.2, we recall the
results obtained by Fiordalisi [F1] [F2] on genus-one correlation functions constructed using
shifted pseudo-g-traces of products of (logarithmic) intertwining operators.

2.1 Pseudo-traces and symmetric linear functions

In this subsection, we first recall the definition of pseudo-traces for a finitely generated right
projective module M for a finite-dimensional associative algebra A introduced by Miyamoto
[Mi2] and further studied by Arike [Ar]. Then we recall a result on symmetric linear functions
on A obtained by Miyamoto [Mi2] and Arike [Ar| and a result on symmetric linear functions
on finite-dimensional A-bimodules obtained by Fiordalisi [F'1]. See [Ar] and Fiordalisi [E'1]
for details.

Let A be a finite-dimensional associative algebra. Recall that a right A-module M is said
to be projective if every short exact sequence

0O K—=P—-M=—=0

for right A-modules K and P splits.



Let M be a finitely generated right A-module. A projective basis for M is a pair of sets
{m;}1-, € M, {a;}}; C Homy (M, A) such that for all m € M,

n
m = Z mia;(m).
i=1

A finitely generated right A-module M has a projective basis if and only if it is projective.
Let M be a right A-module. Then Hom 4 (M, A) has a left A-module structure given by

(aa)(m) = aa(m)
for a € A, € Homa(M, A) and m € M. We also have a contraction map

v M @4 Homa (M, A) — A
m®aa— a(m)

For right A-modules M; and Ms, let
TM;, M, MQ XA HOI’I]A(Ml,A) — HOIHA(Ml, Mg)
Mo @4 & — Tagy ap, (M2 @4 )

be the natural linear map defined by (7as ap,(me ® a))(my) = mea(my) for my € My,
me € My and o € Hom4(M;, Ms). In the case that My = My = M, let 7ap = Tpr 01

For a finitely generated right A-module M, the map 7p; : M ® 4 Homu (M, A) — Enda M
is an isomorphism so that 7, : EndaM — M ®4 Hom4 (M, A) exists. The Hattori-Stallings
trace of an endomorphism o € End4 M is the element

Trya = WM(TA_/[I(Oz)) + [A, A]

of A/[A, A]. For finitely generated projective right A-modules M, My, f € Homa(M;, Ms)
and g € Homu(Ms, M), we have

Trap fog="Trygo f.

A linear function ¢ : A — C is said to be symmetric if ¢p(ab) = ¢(ba) for all a,b € A.
We denote the the space of symmetric linear functions on A by SLF(A). Then SLF(A) is
linearly isomorphic to (A/[A, A])*. Any symmetric linear function on A defines a symmetric
bilinear form

(,):AxA—=C

by (a,b) = ¢(ab). A symmetric linear function ¢ on A is said to be nondegenerate if the
corresponding bilinear form is nondegenerate. The radical of a symmetric linear function on
A is defined to be the two sided ideal

rad g ={a€ A | (a,b) =0 forallbe A}

7



of A. A symmetric function ¢ is nondegenerate if and only if rad ¢ = {0}.

Let M be a finitely generated projective right A-module and {m;} ,,{a;}", a projective
basis. The pseudo-trace function ¢,; on End4M associated to a linear symmetric function
¢ on A is the map ¢y = ¢ o Try : EndyM — C. We can express the pseudo-trace of
a € Ends M in terms of the projective basis as

du(e) = ¢ (Z ai(a(mi))> :

For right projective A-modules M; and My, a € Homy(M;, Ms) and 5 € Homa (Mo, M),
we have

¢M1(ﬁoa) = ¢M2<aoﬁ>'

A symmetric algebra (or Frobenius algebra) is an associative algebra equipped with a
nondegenerate symmetric linear function. A basic algebra is an associative algebra A such
that A/J(A) is isomorphic to C™ for some n € N, where J(A) is the Jacobson radical of A.
For an associative algebra A, we have a complete set of orthogonal primitive idempodents.
Each idempodent in this set gives a right A-module of A. But these right A-modules might be

equivalent. Then we can find a complete set {e;; |i=1,...,n, j =1,...,n;} of orthogonal
primitive idempodents such that the right A-modules e;; A ~ e;A for ¢, k,l =1,...,n; and
eirA # eyAfori # 5, k=1,...,n;, l = 1,...,n;, where ~ means equvalence of right

A-modules. Since this set is complete, we have

n

1A:ZZZ€U

i=1 j=1

Let e = e;; + - 4+ e,1. The algebra eAe is called a basic algebra of A.

Theorem 2.1 (Miyamoto [Mi2], Arike [Ar]) Let A be a finite-dimensional associative
algebra and ¢ € SLF(A). Let A = Ay & --- & A, be a decomposition of A as a di-
rect sum of indecomposable A-bimodules. Let ¢; = ¢|a, for i = 1,...,n. For each i, let
P, = e;(A/Rad(¢;))e; and M; = (A/Rad(¢;))e; be a basic algebra of A/Rad(¢;) and the

corresponding A-P;-bimodule, where &; = €;11 + -+ + €; 5,1 and
{éi,jk |j: 1,...,ni,k‘: 1,...,7’Lij}

is a complete set of orthogonal primitive idempodents of A/Rad(¢;) such that

LA/Rad(¢:) = Z Z €i jk
j=1 k=1
éz,]l(A/Rad(qbz)) ~ éz,]m(A/Rad(qbz)) and éz’jl(A/Rad(gzﬁl)) ~ ézjkm(A/Rad(gbZ)) fO’I”l 7£ m.
Then foriv=1,...,n, P; are basic symmetric algebras with symmetric linear functions given



by ¢; (still denoted by ¢;), and M; are A-P;-bimodules , finitely generated and projective as
right P;-modules, such that

o(a) =Y (), (a)
i=1
where in each term in the right-hand side, a € A is viewed an element of Endp, M; given by
the left action a on M;. Furthermore, if v is an element of rad ¢, that is,

d(va) = 0
for all a € A, then vM; = 0.

Let A be an associative algebra and M an A-bimodule. A linear function ¢ : M — C is
said to be symmetric if for all m € M and a € A,

¢(am) = ¢(ma).

Let P be another associative algebra and U an A-P-bimodule. Then the endomorphism ring
EndpU is an A-A-bimodule with the actions given by (a7)(u) = a(7(u)) and (7a)(u) = 7(au)
fora € A, 7 € EndpU and u € U.

Now assume that P is finite dimensional and U is finitely generated and projective as
a right P-module. Then for ¢ € SLF(P), the pseudo-trace ¢y on EndpU is a symmetric
linear function on the A-bimodule EndpU.

Let M be an A-bimodule and let Homa p(M ®4 U,U) be the set of all A-P-bimodule
maps from M ®4 U to U. Let f € Homy p(M ®4 U,U). Then for any m € M, the map

U—-U
urr f(m®u)

is an element of EndpU. Define Ty : M — EndpU by Ty(m) = (u — f(m ® u)). Then the
map 717 is an A-bimodule homomorphism. Let gb{] : M — C be the linear function on M
defined by ¢f,(m) = ¢y (Ty(m)). Then the linear function ¢, is symmetric.

We have obtained a map SLF(P)® Homy p(M ®4 U, U) — SLF(M). We now want to
give an “inverse” map in a suitable sense.

We consider the trivial square-zero extension A = A @ M of A by M with the product
given by

(a1, mq)(ag, ma) = (araz, aymse + myas)

for (ai,m1), (ag,ms) € A. Let ¢ € SLF(M). We extend ¢ to a linear function ¢ on A by

¢(a,m) = ¢(m). Then

o((ar,m1)(az, m2)) = ¢p(araz, ayms + myaz)
= ¢(a1m2 + m1a2)
=¢

(m2a1 + agml)



(agay, moay + agmy)

=¢
= ¢((az, mz)(ar, my)),
which says that ¢ is in fact symmetric.

Let 14 = dy + --- + d,, where 1, is the identity of A and dy,...,d, are orthogonal
primitive central idempotents. Then A = A; & --- @ A,, be a decomposition of A as a direct
sum of indecomposable A-bimodules, where A; = Ae; for : = 1,...,n. Then we also have a
decomposition A = A+ M = A, & ---® A, as a direct sum of indecomposable A-bimodules,
where A; = Ae; for i =1,...,n. Let ¢; = ¢|5, fori=1,...,n

Theorem 2.2 (Fiordalisi [F'1]) Let A be a finite-dimensional associative algebra and M
a finite-dimensional A-bimodule, and let ¢ € SLEF(M). Let 14 = dy + -+ + d,,, where 14
is the identity of A and dy,...,d, are orthogonal primitive central idempotents such that
A=A & - DA, is a decomposition of A as a direct sum of A-bimodules, where A; = Ad;
fori=1,....n,and A=A+M=A,®---® A, is a decomposition of A, where A; = Ad,
fori = 1,...,n. For each i, let P, = &;(A/Rad(¢;))e; and U; = (A/Rad(¢;))e;, where
€; = éi711 + -+ éi,nil and

{émk|j:1,,nz,k:1,,nw}

is a complete set of orthogonal primitive idempodents of A/Rad(¢;) such that

Uz Nij

1 4/Rad(:) = La/Rad(e; Z Z €i jk>
7=1 k=1
;. i1(A/Rad(¢;)) =~ éi,jg(/_l/Rad(&i)) and & 1(A/Rad(¢;)) ~ & rp(A/Rad(ey)) for I # p.
Then fori=1,...,n, P; are basic symmetric algebras with symmetric linear functions given

by ¢;, U; are A-P;-bimodules, finitely generated and projective as right Pi-modules. For each
i, let f; € Hom(M ® Uy, U;) be defined by fi(m ® u;) = (0,m)u; for m € M and u; € Uj.
Then f; € Homy p(M ®4 U;,U;) and for any m € M,

n

p(m) =Y (¢:)f; (m).

i=1

Moreover, if v is an element in A such that ¢(vm) =0 for all m € M, then the modules U;
can be chosen in such a way that vU; =0 fori=1,.

Proof. The proof of this result is essentially in [F1]. But since we need to give P, ¢;, U;
and f; explicitly, we give a complete proof here.

We apply Theorem to the algebra A. Then P, for i = 1,...,n are basic symmetric
algebras with symmetric linear functions given by ¢; (still denoted by ¢;), and U; for i =
1,...,n are A-P-bimodules, finitely generated and projective as right P,-modules, such that

n

o@) =) (¢ (a)

n=1

10



for @ € A, where in each term in the right-hand side, a € A is viewed as an element of
Endp U; given by the left action of @ on U;. By definition, we have ¢(a, m) = ¢(m) for a € A
and m € M. Then we have

n

92_5(07 m) = Z(¢2)Uz(07 m)

n=1

¢(m)

for m € M. Since A is a subalgebra of A, U; is also a left A-module. By the definition of f;,
we have

fi(ma ® u) = (0, ma)u; = ((0,m)(a,0))u; = (0,m)(au;) = fi(m ® au;),
filam @ u) = (0,am)u; = ((a,0)(0,m))u; = a((0,m)u;) = af;(m ® u),
film @ w)p; = ((0,m)u;)p; = (0, m)(wip;) = film @ wip;)

forac A, me M, u; €U;and p; € P,. So f; € Homy p, (M ®4 U;, U;). Then

(6:)v,(0,m) = (¢)f; (m).

Thus we obtain .

o(m) = (9:),(m).

n=1

2.2 Genus-one correlation functions from shifted pseudo-g-traces

In this subsection, we recall the results on genus-one correlation functions constructed from
shifted pseudo-g-traces of products of intertwining operators obtained by Fiordalisi in [F1]
and [F2].

Let V be a vertex operator algebra. In this section, though some of the results hold
for more general vertex operator algebras, we assume that V' has no nonzero elements of
negative weights (that is, V() = 0 for n < 0) and satisfies the Cy-cofiniteness conditions
(that is, dim V/Cy(V) < oo, where Cy(V) = (Res,z2Yy (u, x)v | u,v € V)).

Let P be a finite-dimensional associative algebra equipped with a symmetric linear func-
tion ¢. A grading-restricted (or lower-bounded) generalized (or ordinary) V-module W
equipped with a right P-module structure such that the the vertex operators on W com-
mute with the right actions of elements of P is called a grading-restricted (or lower-bounded)
generalized (or ordinary) V-P-bimodule.

In this section, we shall consider mostly grading-restricted generalized V-modules and
grading-restricted generalized V-P-bimodules. We shall also consider intertwining operators
without logarithm and logarithmic intertwining operators. For simplicity, starting from now
on, we shall call all these simply intertwining operators, no matter whether they contain or
do not contain the logarithm of the variable.

11



Let W7y, W5 and W3 be grading-restricted generalized V- P-bimodules. For an intertwining
operator ) of type (WZVSVQ) and w; € Wy, we say that Y(ws,x) is compatible with P or
Y(wq,x) is P-compatible if

(V(wr, 2)wse)p = Y(w1, ) (wap)

for wy € W5 and p € P. An intertwining operator of type (W1W2
P-intertwining operator of type (WZVSVQ) is an intertwining operator ) of type (W‘ﬁ;@) such

that Y(wy,z) is compatible with P for every w; € Wj. More generally, let Wy, ..., W,

Ws ) compatible with P or a

Wi, ..., W,_1 be grading-restricted generalized V-modules and let W, and W,, be grading-
restricted generalized V-P-bimodules. Let )i,...,), be intertwining operators of type

(WIT/O/WV1)7 cee (MVZLV%)’ respectively. For wy, € Wy,...,w, € W,, we say that the product

Vi(wy, z1) -+ Yo(wp, x,) is compatible with P or is P-compatible if
(yl(wl, 1'1) et yn(wru xn)wn)p = yl(wla 1’1) T yn(wna xn)(wnp>

for w, € Wn and p € P. We say that the product of )y,...,), is compatible with P
if Vi(wy,x1) - Yolwy, x,) is compatible with P for all wy € Wy,...,w, € W,. If for
wy € Wi, oo w, € Wy, Vi(wy,x1) -+ - Yo(wy, x,) is compatible with P, then the coefficients
of Vi(wy,x1) -+ Vo(wy, x,) are elements of HOIHP(/_V\V/,,“ WO).

From [H5], we know that the conditions to apply the results in [HLZ1] and [HLZ2] are
satisfied. In particular, the associativity and commutativity of intertwining operators hold.
In [F'1] and [F2], Fiordalisi studied these properties in the case of grading-restricted general-
ized V-P-bimodules and intertwining operators compatible with P. But the main results in
[E1] and [F2] also hold in such more general settings with the same proofs except that the
associativity and commutativity of intertwining operators compatible with P should be re-
placed by the versions of the associativity and commutativity below. For these associativity
and commutativity of intertwining operators, we give complete proofs.

For simplicity, we use

<w£1, yl<w1; 21)y2(w2, 22)w3>

to denote

(wy, V1(wr, 21) Va(ws, z2)ws) ,
Ty =e" logzy | xh=e" log 23 Jog x1=log 21, log x2=log 22

where for z € C*, log z = log |z| + i arg z for 0 < arg z < 27. Similarly, we have the notation
(wy, Vs(Va(wy, 21 — 20)ws, z0)ws).
We shall use these and similar notations throughout the present paper.

Proposition 2.3 Let Wi, Wy, W3, Wy, W5, Ws be grading-restricted generalized V -modules
and Y1, Yo, V3 and Y, intertwining operators of types (WVIV;G), (WVQVI;,‘%), (WI;V;,J) and (W‘;VS%),
respectively, such that

<wﬁ1, yl(wl, z1>y2(w27 Zz)w3> = (wfp y3(y4(w17 Z1 — 22)102, 22)w3>
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for wy € Wi, wy € Wy, wy € W3 and w) € W, in the region |z1| > |z| > |z —
2o| > 0. Assume that W3 and W, are grading-restricted generalized V -P-bimodules. Then
Vi(wy, 21)Va(wa, x2) is compatible with P if and only if the coefficients of Ys(Va(w, xo)wa, x3)
as a formal series in powers of xq and nonnegative powers of log xy is compatible with P. In
particular, in the case that the product of Y1 and Ys is compatible with P and W is spanned
by the coefficients of YVy(wy,x)wy for wy € Wy and wy € Wy, the product of Yy and Vs is
compatible with P if and only if V3 is compatible with P.

Proof. Tt Yy (wq,x1)Ya(ws, x5) is compatible with P, then in the region |z1| > |2z2| > |21 —
29| > 0, we have

<7~Uip (V3(Va(wy, 21 — z2)w2, 22)w3)p>
pwfp Va(Va(wr, 21 — 22)ws, 22)ws)
pwy, Vi(wy, 21) Va(ws, 22)ws)
wﬁp (V1 (wr, 21)3}2(102, Z2)w3)p>
w, Vi (wy, 21)Va(wa, 22) (wsp))

1 Va3(Va(wr, 21 — 22)ws, 22) (w3p)) (2.1)

=
=
= {
=
= (w

for wy € Wy, wy € Wy, wy € Wi, w) € Wj and p € P. Since both sides of (2.1)) are
convergent in the region |zs| > |21 — 29| > 0, the left-hand and right-hand sides of are
equal in this larger region. In this region, we can take the coefficients of Vy(wy, 21 — 29)ws in
both sides of (2.1)). Thus the coefficients of V3(Vu(wr, zg)ws, 22) as a formal series in powers
of z¢ and nonnegative powers of log z( is compatible with P. If the product of }; and ) is
compatible with P and Wj is spanned by the coefficients of YV,(wy, zg)ws for w; € Wi and
wy € Ws, then we obtain

(W), (Vs(we, 22)ws)p) = (Wi, Vs(we, 2z2) (wsp))

for wy € Wi, wg € Ws, wy € Wi and p € P in the region z; # 0. This shows that )s is
compatible with P.

Conversely, if the coefficients of Ys(Yy(wq, xg)ws, x2) as a series in powers of xg and
nonnegative powers of log z are compatible with P, then in the region | 21| > |23] > |21 —22| >
0, we have

(wi, (Vri(wr, z1) Vo (w2, z2)ws)p)

pwy, Y1 (wy, 21) Va(wa, 22)ws)

pwfp Va(Va(wr, 21 — 22)ws, 22)ws)
wy, (Vs(Va(wi, 21 — 2z9)wa, 22)w3)p)
wy, Yi(wr, 21)Va(ws, 22)(wsp))

wy, Y1 (wi, 21) Ya(wa, 22)(wsp))

=
=
=
=
= (2:2)

for wy € Wy, wy € Wy, wy € Wi, wy € Wj and p € P. Since both sides of (2.2)) are
convergent in the region |z;| > |z2| > 0, the left-hand and right-hand sides of (2.1 are
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equal in this larger region. This shows that Y (wq,x1)Ya(we, z2) is compatible with P. If
Y5 is compatible with P, then the coefficients of Vs(YV,(w1, zo)ws, r2) as a series in powers
of xy and nonnegative powers of logxy are compatible with P. Thus Y (wy, z1)Ya(wa, x2)
is compatible with P for all w; € W; and wy € W, that is, the product of Yy and ) is
compatible with P. [ |

For two analytic functions f and g on two regions, we shall use f ~ g to mean that f
and ¢ are analytic extensions of each other.

Proposition 2.4 Let Wy, Wy, W3, Wy, W5, Ws be grading-restricted generalized V -modules
and Y1, Yo, Vs and Yg intertwining operators of types ( Ws ), ( Ws ) ( Ws ) and (

. W1Ws WaWs /7 \WaWsg W1W)
respectively, such that

<wip yl(wb Zl)yz(w2, 22)w3> ~ <w£1> y5(w2, 22)3}6(?111, 21)w3>

for wy € Wy, wy € Wy, wg € W3 and wy € Wj. Assume that W3 and Wy are grading-
restricted generalized V -P-bimodules. Then Yy (w1, z1)Va(wa, 22) is compatible with P if and
only if Ys(wa, 20)Ve(wn, 21) is compatible with P. In particular, the product of Yy and Vs is
compatible with P if and only if the product of Vs and Ye is compatible with P.

Proof. We need only prove the “if” part; the “only if” part is obtained by symmetry.
If Vs(wa, 29) Vs (w1, 21) is compatible with P, then we have

(wi, Vi (wr, 21) Vo (ws, z2)ws)p)
(pw4, Vi(wy, 21) Vo (w2, 22)ws)
(pw4, Vs(w2, 22) Vs(w1, 21)ws)
( (y5(w2, Zz)yﬁ(wh 1)w3)p>
= (wy, Vs(wr, 21) Vs (w2, 22) (w3p))

(w4, Vi(wi, 21)Va(ws, 20) (w3p)). (2.3)

Since both sides of are analytic functions in the same region |z;| > |z3] > 0, 0 <
arg z1, arg zo < 27, these two sides must be equal, proving that Y (wq, 21)Ya(ws, 29) is com-
patible with P. If the product of Vs and ) is compatible with P, then Y (wy, 21)Ya(w2, 29)
is compatible with P for all w; € Wi and wy € W5. Thus the product of ), and ) is
compatible with P. [ |

Let W be a grading-restricted generalized V-P-bimodules which is projective as a right
P-module. Then for each n € C, the homogeneous subspace W, of W of conformal weight
n is a finite-dimensional right projective P-module. Let ¢ be a symmetric linear function on
P. We have a pseudo-trace function qbw on EndpWy, (see Subsection 2.1). We also know
that W is of finite length. Let K be the length of W. Then we know that Ly (0)5™ is 0.
For f € Homp(W, W), define

o @ - NN L (0)% '
v}, fq DD owy (Tl (log q)*q
)

neC k=0

n]
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where for n € C, 7, is the projection from W to Wp,.
For a lower-bounded generalized V-module W, as in [H2|, let

Uy (x) = (QWix)LW(O)e_L‘tV(A) € (End W){z}[log ],

where (27i)tw () = elog2r+i3)Lw (0) "y Lw (0) — g Lw (0)s gllog@)Lw (O)n L (A) = ngﬁ ALy (5)
and A; for j € N are given by

1 : 0
5 log(1 + 2miy) = [ exp Z A]-yj“a—y Y.
JEL
For Y = Y, (1.5) in [H2] gives
1
(¥ (1 5 To(1+.0) ) = Yirl(1+ ) Ol (0l (1) (20

for v € V. Let Y be an intertwining operator of type (WW;/Q), where W5 and Wj are also
lower-bounded generalized V-modules. For z € C, let ¢, = €*™*. Then as in [H2], we call
Y(Uw, (q.)w1,q.) a geometrically-modified intertwining operator.

Let Wy, ..., W,, Wl, cee Wn_l be grading-restricted generalized V-modules and let WO =

Wn be a grading-restricted generalized V-P-bimodule which is projective as a right P-

module. Let )i,..., ), be intertwining operators of types <WV1VOW1)’ ey (VV;”% ), respectively.
We assume that o
yl<uW1 (q,zl)wlyxl) T yn(uWn(q,zn)wnamrJ (2’5)

is compatible with P. If the product of )y, ..., Y, is compatible with P, then this assumption
is true for any wy € Wy, ..., w, € W,,. Since the product

yl (uW1 (q,z1)w1a qzl) e yn(Z/{Wn (an)wn, an)

of geometrically-modified intertwining operators is absolutely convergent to an element of
Hom(W, W), it is in fact absolutely convergent to an element of Homp(W, W). Then we
have the pseudo-g,-trace shifted by —z7 or simply the shifted pseudo-g,-trace

LO)— &
Tl ViU, (42 )w1,02) -+~ VaUiw, (2,00, 02, ) > (2.6)

of products of n geometrically-modified intertwining operators.

We now state several results of Fiordalisi in [F1] and [F2] generalizing the corresponding
results in [H2] in the semisimple case. As we discussed above, our statements of these results
are slightly more general than those in [F1] and [F2] but the proofs there in fact already
gave these results.

Theorem 2.5 (Convergence and analytic extension [F1] [F2]) Forw, € Wi,..., w,
e W, such that 1s compatible with P, the series (@ 1s absolutely convergent in the
region 1 > |q,| > -+ > |¢..| > lg-| > 0 and can be analytically extended to a multivalued
analytic function in the region (1) > 0, z; # z; + kT + 1 fori # j, k,l € Z.
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For wy € Wy, ..., w, € W, we denote the multivalued analytic function in Theorem
by
—¢
Fyl,...,yn(wh"'7wn;217"'7zn;7—>- (27)

Note that the multivalued analytic function has a particular branch (usually called a
preferred branch by the author) in the region |g.,| > -+ > |g.,| > |¢;| > 0 given by (2.6).
Such a function of 2, ..., z, and 7 is called a genus-one n-point correlation function from a
shifted pseudo-¢.-trace.

Theorem 2.6 (Genus-one commutativity [F1] [F2]) For w, € Wy,...,w, € W, such
that 18 compatible with P and for 1 < k < n—1, there exist grading-restricted generalized

V-modules Wy and intertwining operators Ve and j}\k_l,_l of types (Wk%lwrl) and (W‘:zcl’%k),

respectively, such that

Vi(Uw, (g2 )wr, 1) -+ Vier (U, (45, )Wh—1, xk—l)j}\k+1(uwk+1 (@opsr) Wht 1, Thgr):
. yk’ (Z/[Wk (qzk)wkv xk)yk-&-? (Z/{Wk+2 (q2k+2)wk+2> xk-&-?) U yn (uWn (qzn)wm xn)

1s compatible with P and

=
Fyl,...,yn(wlu ‘7wn;217"'azna7—)

Fyl, Yk 1Ykt 15V Vir2-- ,yn( ) We—1, W1, Wiy Wk42; - -+, Wn;

21y ey Zho1y Zhaly Zhy Tty -+ o5 20 T)-

More generally, for any o € Sy, there exist grading-restricted generalized V-modules /V[Z for

1 =1,...,n — 1 and intertwining operators JAJZ of types (W W) fori =1,...,n (where
o (i)

Wo = /I/IZL = WO = Wn), respectively, such that

N2 (UWJ<1) (QZU(U )wa(l)7 xa(l)) “ Vn (UWU(M (qza(n) )wo(n)7 xa(n))

1s compatible with P and

¢
Fy oy (Wi, we 21,0, 20 T) = FJA,L 5,”( o(1)s - - -y Wa(n)} Zo(1)s - - - » Zo(n); T)-

Theorem 2.7 (Genus-one associativity [F1] [F2]) For wy € Wh,...,w, € W, such
that (-) is compatzble with P and for 1 < k < n — 1, there exist a gmdmg restricted

generalized V-module Wk and intertwining operators )Jk and ka of types (W:V“//Hl) and

(e
WiWk41
powers of log xy of

), respectively, such that the coefficients as a series in powers of xo and nonnegative

V1 (Uw, (qz,)wi, 1) -+ - Vi1 Uy, (G2, )Wh—1, xk—l)j}\k+1(uwk+1 (sz+1)j)\k(wka T0) Wkt 1, Tht1)-
Vo (U s Qe ) Wit 2, Tig2) - - VU, (4, ) Wn, 7))
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1s compatible with P and

_(Z) AN
F)h ----- Vi 1,Vk4+1,Vk425-Vn (wl’ > Wr—1, y<wk’ 2k Zk+1)wk+1’
Wht2y -« oy Wi 21y« w vy Zho1y Zhtly - oy 203 T)
_d) o~
- 2 :Fyl ,,,,, Vi—1,Vk4+1:Vi425-Vn (wl’ s Wh—1, ﬂ-r(y(wk’ %k~ zk+1)wk+1)’
reR
Wht2y -« oy Wi 21y v e vy ZhoTy Zhtly - o 23 T)

is absolutely convergent in the region 1 > |qu,| > -+ > |qz_ | > |@zpi| > - > 20| > a7 >
0 and 1 > [q(z,—z,,,) — 1| > 0 and is convergent to

~~~~~~

in the region 1> |q.,| > -+ > |gz,| > |ar] > 0, [qe—zo)| > 1> [Qzp—2 1) — 1| > 0.

3 Associative algebras, lower-bounded generalized V-
modules and intertwining operators

In [H2|, for a vertex operator algebra V', an associative algebra E(V) isomorphic to the
Zhu algebra A(V), A(V)-modules and A(V)-bimodules are introduced and used in the proof
in the same paper of the modular invariance conjecture of Moore and Seiberg for rational
conformal field theories. In [HS] and [H9], the associative algebras A<(V) and AN(V) for
N € N, their graded modules and their bimodules associated to a lower-bounded generalized
V-module W are introduced and studied. In this section, we first prove more results on
the A>(V)-bimodule A*(W) and the AY(V)-bimodules AN (W) for N € N, which will be
needed in Section 4. We then introduce associative algebras ZOO(V) and AN (V) for N € N
isomorphic to the associative algebras A®(V) and AN(V) for N € N. As in [H2], these
algebras and their modules can be obtained by using some operators corresponding to a
canonical conformal transformation from an annulus to a parallelogram on V' and on lower-
bounded generalized V-modules, respectively. We then transport the results obtained in [H§]
and [H9] using these operators to results on A®(V), AN(V) for N € N, their modules and
their bimodules. We refer the reader to [H8] and [H9] for the basic material and notations
on these associative algebras, their modules and bimodules.

In this section, we in general do not assume that V' is Cs-cofinite. But we will prove some
results needed in later sections when V' is Cs-cofinite.

Let W = [1,,cc Wim) be a lower-bounded generalized V-module, where Wi, for m € C
are generalized eigenspaces for Ly (0) with eigenvalues m. Let

I'(W) = {p € C/Z | there exist nonzero elements of W of weights in p},
h* € p such that Wiy # 0 but Wi,y = 0 for n € Z,, and

Wiy =TT Wines-

prer(W)
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Then we have

= I TIWeesm =TI Wins-

pel(W) neN neN

See [H9] for more details.

We first prove some results on A*(WW). Recall from [H9] that U (W) is the space of
column-finite infinite matrices with entries in W, but doubly indexed by N instead of Z,.
Recall also that for w € W and k,l € N, [w]y is the matrix with the (k,1)-entry being w
and all the other entries being 0. Elements of U (W) are suitable (possibly infinite) sums
of elements of the form [w]y for w € W, k,l € N.

Let O*(W) be the subspace of U*(W) spanned by infinite linear combinations of ele-
ments of the form

Res,z " 7P72(1 4+ ) [Yir (1 + )2 Qv 2)w]y

forve V,we W, k,l,peN, with each pair (k,[) appearing in the linear combinations only
finitely many times.

Let W2 and W3 be lower-bounded generalized V-modules and ) an intertwining operator
of type ( ) Then as we discussed above,

H H Wo) s yn) = H(WQ)[LTLJ_[7

nel(Ws) neN neN
= T TT"s)pgsn = JTWs)pny-
vel'(Ws) neN neN

For w € W, let Y°(w, z) be the constant term in Y (w, z) when Y(w, z) is viewed as a power
series in log . Then we have a linear map ¥y : U (W) — Hom(W5, W3) defined by

Oy ([w]g)we = Z Res, a2 ~hsti=k=130(y LW(O)Sw,x)wg

vel'(Ws)

for k,l € N, w € W and wy € Wy, Let Q> (W) be the intersection of ker )y for all lower-
bounded generalized V-modules W5 and W3 and all intertwining operators Y of type ( Ws )

Proposition 3.1 We have O (W) C Q> (W).

Proof.  From the definition of Q> (W), we need to prove 9y (O>*(V)) = 0 for every pair of
lower-bounded generalized V-modules W5, W3 and every intertwining operator ) of type

(WW ). For

Resg, P72 (1 4 20) [Yir (1 4 20) 2 v, 20)w]w € OF (W),

where v € V, w € W, k,l,p € N, and for € I'(Wy), wy € (Wa)peiy C (Wa)|uy, we have

Dy (Resg, g ¥ P 72(1 4 20) Yy (1 4 20) v, 20)w]i) [wa);
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hb—hY+l—k—1 —k:lp2 !
= E Coeff] log 1 NSz, To Res,,z, (1 + z)"

vel'(Ws)
Va5 Y (1 + 20)"Ov, zo)w, wa)ws)s
= Z Coe longesmxlg# PR lResxOka P21 4 o)l
vel'(Ws)

V(Y (25 O (1 + )2 O, xox2>xév<°>w, Z2) ok

o k—l—p—2 hg‘—h 1
= E Res,, Coeff) log 5 V€S2, Tg Resmlxlxl 4]

To + Qfoxg)
vel'(Ws)

T
) D}(YW(xf (0)%$0$2)$§V(0)w7$2)w2]k

. k—l—p—2 hh—h§—k—1 I 1 —15( %1 — T2
= g Res,, Coeff) log 5 €Sz, T Ty Res,, x50 :

Xol
veT (Ws) 02

’ [YWS (‘er(O)U7 xl)y(xQW(O)w, I’Q)U}Q]k

klp2h—h k—1 I -1 -1 To — X1
E Res,, Coeff} log 5 V€S2, T Res,, zjxy x50 :

—ToX
Vel (Ws) 02

Lw Ly (0
) D)(sz © )w,$2)YW2(33 v )Uaxl)wﬂk
— k—p—2 —1_. \—k—l-p—2_hh—hi+i+p
= Z Res,, Coeff) log 2 V€S2, L1 (1 — 27 29) P22 BT
vel'(Ws)
Ly (0 L (0
Y, (27 ( )U7131)y(552W( )w7$2)w2]k
AN —k—l—p—2 1 hE—hy—k—2
Z Res,, Coeffy,, ., Resg, (—1 + zyay ) F P20l a2 ™ .
vel W5

Y (5" O, $2)YW2($fV(O)U, T1)Walk- (3.1)

Since wy € (W) ey and the series (1 — xytag)TRl2

of x,,

To) contains only nonnegative powers

1 \—k—l—p—2 hh—hY+i+p Ly (0
Resy, (1 — x] "x9) P22 8 y(xQV()

So the first term in the right-hand side of (3.1)) is 0. Since wy € (Wa)puyy and the series
(=1 + 2125 ") 7%=1=P=2 contains only nonnegative powers of 1,

w, x9)wy = 0.

Resy, (—1 4 2125 1) 720t Vi, (21 D, 2y )w, = 0.

So the second term in the right-hand side of (3.1)) is also 0. Thus we have ¥y, (O>(W)) = 0.
|

Recall

UNN (V) = {Z[U]kk

k=0

v E V} cU=(V)
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and the subalgebra

N
ANN {Z Tk + Q™ (

k=0

UEV}

of A*(V) in Subsection 4.1 [HS|]. Let

UNN (W) = {Z[w]kk w e W} c US(W)
and v
ANN (W) = {Z[w]kk + Q> (V) ‘ w e V} C A= (W).

Also let QVN(W) = Q¥(W)NUNN (W) and ONN(W) = O®(W)NUNN(W). Then ANN (W)
is linearly isomorphic to UM (W) /QNN (W).

In the proof of the next result, we shall use the results on the Ay (V')-bimodule Ay (W)
introduced in [HY]. Here we briefly recall some basic definitions and results. For u € V and
w € W, we define

N
N
UXN W = Z(—l)m (m]—l\—[ )Reszx_N_m_lYW((l + 2)PO+Ny gy,

m=0

N
N
Wy U= Z(—l)m (m]—\i-] )Resxa:Nm1~

m=0

1+ x)—(LW(—l)'FLW(O))YWV/VV((l + x)L(O)'FNw’ T)u.
Let On(W) be the subspace of W spanned by elements of the form
Res, 2V "2V (1 4 )X O Ny, 2)w

forue Vand w € W. Let Ay(W) = W/On(W). Then it is proved in [HY] that Ay (W)
is an Ay (V)-bimodule with the left and right actions induced from %y above. For a lower-
bounded generalized V-module

W= 11 I W = [ Win:

py(W) neN neN

let Q% (W) = ]_[7]:[:0 Winy and Gn(W) = Wny. Then Q% (W) is a left Ay (V)-module and
Gy (W) is a left Ay (V)-submodule of Q% (W). Theorem 6.1 in [HY] give a construction of a
lower-bounded generalized V-module Sy (Gx(W)) from the left Ay (V)-module G (W) such
that Gn(Sy(Gn(W))) is equivalent to Gy (W) as Ay(V)-modules. See [HY] for details.

Proposition 3.2 For N € N, Q¥N(W) = ONN(W).
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Proof. By Proposition 3.1, OYN(W) ¢ QV¥(W). So we need only prove Q¥V(W) C
ONN(W).

For a lower-bounded generalized V-module W, by Theorem 6.1 in [HY], we have a lower-
bounded generalized V-module Sy(Gxn(WW)) such that Gy (Sn(Gn(W))) is equivalent to
Gn (W) as modules for Ax(V). In fact, in the construction in [HY], Gn(W) can be an
arbitrary Ay (V')-module M and we obtain a lower-bounded generalized V-module Sy (M)
such that Gn(Sy(M)) is equivalent to M as Ayn(V)-modules and satisfies the following
universal property: For any lower-bounded generalized V-module W and any Ay (V')-module
map ¢ : M — Gx(W), there is a unique V-module map ¢ : Sy(M) — W such that
¢layw) = ¢. Note that Sy (M) can also be constructed using the method in Section 5 of
[HE].

We view Ay (V) as a left Ayx(V)-module. Then we obtain a lower-bounded generalized
V-module Sy(An(V)). Let Wy = Sy(An(V)). From the construction, we have Gy (Ws) =
An(V).

We now construct a lower-bounded generalized V-module W3 such that Gy(W3) =
AN(W) ®@ay vy An(V) and an intertwining operator ) of type ( ) We have

W = Z H Winksn)

pel (W) neN

Z H <W2>[h12’+n] .

Vel (Wy) neN

and

Fix hs € C. Consider the space
M = 1T W @t~ ==t t7) @ W
pET(W),vel (Wa)

We shall write an element of M of the form w ® " ® wy as w(n,0)ws for w € W, n €
—(hs — h* — h¥) + Z and wy € W;. We define the weight of the element w(n,0)wy to be
wt w —n — 1+ wt wy when w and wy are homogeneous. We define Ly;(0)s be the operator
on M given by this weight grading. We also define an operator Ly;(0)y on M by

LM<0)NU}<TL, O)UJQ = (Lw<0)NUJ) (n, O)U)Q + w(n, O) (LW2 (0)]\[11)2)

Then we have an operator Ly (0) = Ly (0)s + La(0)n-

From M with the grading defined above and the operator Ly;(0), g = 1y and B = hg, we
obtain a universal generalized lower-bounded V-module /Wg =M }g/ using the construction
given in Subsection 4.2 of [HT7] based on the construction in Section 5 of [H6]. Let

ji\o(w, T)we = Z w(n, 0)wyr "1

€—(hg—hi—h5)+N
for w € T1,cy Winsgn)s wa € [1,,en Wing+n) and

V(w, z)wy = z Ly ( yo( w0, 1)z~ Ewa 0,
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for w € W and wy, € Wy. We define 037(w)w2 to be w(wt w + wt wy — hy — N — 1,0)w,
for homogeneous w € W and ws € Gn(W3) = Ay(V) and extend the definition linearly to

general w € W and wy € Ayx(V). Let J; be the generalized V-submodule of W, generated
by the elements of the forms og(w)w, for w € On(W) and wy € Ayn(V') and og(w oy v)wy —
o5(w)((v + On(V)) oy wy) for w € W, v € V and wy € Ay(V) and the coefficients of the
formal series of the following form

d ~ N
%y(w, x)wy — Y(Lw (—1)w, x)ws,

- - T2t w0\ o
Yip, (0, 21) V(w, 22)we—Y(w, x2) Y, (v, T1)wa — Resg, 27 ) (%) Y(Yw (v, x0)w, x2)ws
1
forv eV, w e W and wy € Wy. Then the lower-bounded generalized V-module Wg /Jp
is generated by the coefficients of formal series of the form Y(w,z)wy + J; for w € W and

wy € An(V). Moreover, elements of Wg/Jl of the form og(w)(v + On(V)) for w € W and
v € V can be written uniquely as og(w oy v)(1 + On(V)). From the definition of J;, we
see that og;(w)(1 + On(V)) is not in Jy if and only if w € W \ On(W), or equivalently,
o5(w)(1 4+ On(V)) is in Jy if and only if w € On(W).

We define a linear map from Ay(W) = An(W) @4,y An(V) to /V[73/J1 by

Then by the discussion above, we see that this map is injective. In particular, we can identify
the subspace D of W3/J;, consisting of elements of the form og(w)(1 + On(V)) + Ji with
An(W). Since by construction, elements of the form og;(w)(v+On(V)) + J; for w € W and

veEeVisin GN(Wg/Jl), we have D C GN(/Wg/Jl)

Let Jy be the generalized V-submodule of 171/\3/ J1 generated by the coefficients of the
formal series of the form

(20 + 22)"" "N Y (Vi (v, 2o)w, ma)ws — (z0 + 22)™ VY, (v, 20 + 22)V(w, w2 )ws + Jy

for homogeneous v € V, w € W and wy € Ax(V). Let W5 = (/Wg/Jl)/JQ. Then W3 is a
lower-bounded generalized V-module. Let
V:W e W, - Wsi{x}{log z]
w ® wy = Y(w, x)ws

be a linear map defined by

~

V(w, x)ws = (Y(w,x)ws + J1) + Ja

for w € W and wy € W,. By the definitions of J; and J;, we see that ) satisfies the
lower-truncation property, the L(—1) property, the commutator formula for one intertwin-
ing operator and the weak associativity for one intertwining operator when acting on Ay (V).

22



The commutativity for one intertwining operator and generalized rationality for one inter-
twining operator follows from the commutator formula for one intertwining operator. Using
this commutativity, we obtain the weak associativity for one intertwining operator acting
on W,. The weak associativity for one intertwining operator gives the associativity for one
intertwining operator. Since the lower-truncation property, the L(—1)-derivative property,
the generalized rationality, commutativity and associativity for one intertwining operator

holds for ), we see that ) is an intertwining operator of type (WWV?/Q).

We want to show that D N J, = 0 and then we can view D as a subspace of Gy (Ws).
We consider the graded dual space (/I/I73 /J1)" with respect to the N-grading of Ws /J1. Given
an element d* € D*, we extend it to an element of GN((/Wg/Jl),) as follows: For w € W,
v eV, wy € An(V) and 21, 25 satisfying |zo| > |21 — 22| > 0,

(d*, V(Y (v, 21 — 2)w, 2)ws + J;)

is well defined. On the other hand, since the commutator formula for Y3;; (v, 21) and y (w, 22)
holds modulo J;, Y- (v zl)y(w, z9)we + Jy is absolutely convergent to an element of the

algebraic completion of W3 /J1. We define
(d", Y, (v, 2)V(w, 2 ws + J1) = (d*, Y(Yy (v, 21 — 20)w, 2)ws + J1)

for z1,29 € C satisfying |z1| > |22| > |21 — 22| > 0. Since the homogeneous components
of Yo (v zl)y(w Zo)wy + Jy forv € V, w e W and wy € Ay(V) span W3/J1, d* gives an

element of GN((/Wg/Jl)’). Thus we can identify D* with a subspace of GN((Wg/Jl) ).
We define a subspace J3 of W3/J; to be the subspace annihilated by D*, that is

Js = {1s + Jy | i3 € Wy, (d*, 13 + Jy) = 0 for d* € D*}.
We now show that J, C J3. The space .J5 is spanned by the coefficients of the formal series
(zo + a2)" "TNY (u, )Y (Y (v, zo)w, z2)ws
— (w0 + 22)™ "NV (u, 2)Yep (v, 20 + )Y (w, z2)ws + Jy (3.2)

for u,v € V (with v being homogeneous), w € W and wy € Ax(V). When we substitute
z, 21 — 23 and 29 for x, xy and x,, where z, z; and z, are complex numbers satisfying
|z| > |z1| > |22| > |21 — 22| > 0, (3.2) is absolutely convergent to element

A NY g (u, V(Y (v, 21 — 22)w, zo)ws — 23 "Ny L (u, 2)Yip (v, 2)Y(w, 22)ws + (71 |
3.3

of the algebraic completion of /V[73 /J1, where .J; is the algebraic completion of .J;. Moreover,
the homogeneous components of these elements in the algebraic completion of W3/J; also

span Jy. For d* € D*, by the definition of d* as an element of Gy((W;/J;)') and the
associativity for the vertex operator map Yy and Yf;, , we have

(d", ZIVt HNY ( )y(YV(Uy 21— 22)W, 22)Wa + 71>
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~ 2N, D (Vi (u, 2 = 20)Yin (v, 21 = 20)w, 20)ws + 1)
Wt U+N<d*7 y(YW(Yv(U, 2 — 21U, 21 — Z2)W, Z9) Wy + 71)
~ zf’t N Yoy (Y (u, 2 = 21)v, zl)ji\(w, Zo)wy + J1)
Nwdﬁwm%mwmm%mﬂw@mﬁim (3.4)
where ~ means “can be analytically extended to.” Note that z, can be fixed for each of the
analytic extension step in (3.4). So the analytic extensions in (3.4) do not change the value
of log z5. Since the left-hand side and right-hand side of (3.4 are convergent absolutely in
the region |z| > |z2| > |21 — 22| > 0 and |z| > |z1| > |z2] > 0, respectively, we see that in the
region |z| > |2z1]| > |22] > |21 — 22| > 0, we have
*  _wt v+N ) 7
(d*, 2y Yip, (u, 2)Y(Yv (v, 21 — z0)w, 22)ws + J1)
<$Wwwﬁwwmmumﬂmww+1y (3.5)

For such z, z; and z,, we can rewrite (3.5)) as

(@, (230 Y, (0, )P (V0,21 = 22)w, 22)
—2)t VY (u, 2)Yep, (v, zl))A/(w, Z9)Wo +71>> =0. (3.6)

Since J, is spanned by the homogeneous components of elements of the form (3.3]), we see
from (3.6 that Jo C J3. Then DN Jy, C DN Js = 0. So we can view D as a subspace of
Gn(W3).

From Proposition 5.7 in [HY], we have an Ay (V)-module map

p(Y) : AN(W) ®ay vy Uy (Wa) = QX (W)

defined by
N
pY)(w + On(W)) @wz) = Y Respar™ "o Y0 (W O, )z 2O any
n=0
= Z Voot wetwt wa—hs—n—1,0(W)W2,
n=0

for homogeneous w € W, wesy € Q% (Ws). Note that Gy (Ws) is an Ay (V)-submodule of
Q¥ (W) and An(W) @4y vy Gy (Wa) is an Ay(V)-submodule of An(W) ®a, ) Q¥ (Wa).
Also the projection mg, wy) from QX (Ws) to Gy (Ws) is an Ax(V)-module map. Then we
obtain an Ay (V)-module map

[ =Taymws) 0 p(Y) o eaymmy) : ANW) @ayvy Gy (W2) — Gn(W3),

24



where eg, (w,) is the embedding map from Ay (W)® 4, )Gy (Wa) to AN(W)®@ 4, ) Q% (Wa).
Since Gy (Ws) = An(V), we see that

AN(W) @ayw) Gu(W2) = An(W) @ay(v) (14 On(V))

is equivalent as a left Ay(V)-module to Ax(W). In particular, f can be viewed as an
An(V)-module map from Ayx(W) to G (W3).
If f(w+ On(W)) = 0 for homogeneous w € W, by the definitions of o3, ¥, J and f, we
have in W3
(Oy(w)(l +ON(V))+ 1) + Jo
= (w(wt w+wt (L+On(V)) —h3 — N —1,0)(1 + On(V)) + J1) + Jo
= (j}\wt wHwt (1+ON(V))—h3—N—1,0<w)(1 + ON(V)) + Jl) + J2

= Yt wiwt (14+0x(V))—hg—N—-1,0(w) (1 + On(V))
N

= Taywy) O Yt wiwt (1405 (V))—hs—n—10(w) (1 + On(V))

n=0
= (Tayws) © P(V) 0 eaymy)) (W + On(W)) @ayw) (14 On(V))
= f(w+ On(W))

=0.

Since og(w)(1 + On(V)) + J1 € D and D N Jy = 0, we obtain og(w)(1 + On(V)) + J1 =0

in /Wg/Jl or equivalently, o5(w)(1 + On(V)) € J;. We have shown above that og(w)(1 +
On(V)) € Jy ifand only if w € On(W). In summary, we have shown that f(w+Oy(W)) =0
implies w € Oy (W).

By definition, Q>(W) C kerdy. In particular, for S0 [w]i € QYN (W),

fw+OnW)) = Vot wiwt 1+0x(V))—hg—N—-1,0(w)(1 + On(V))
= Res,z"" (1+ON(V))_h3_N_1yO(xLW(O)Sw, z)(1 4+ On(V))
= Jy([w]yn) (1 + On(V))

=1y (Z[Mkk) (1+0n(V))

k=0

=0.

Then we have w € Oy (W) € Ox(V) for k = 0,..., N or equivalently, S>> [w]i € OVN (W),
Thus QNN (W) = ONN(W). n

Theorem 3.3 The space ANN (W) is invariant under the left and right actions of UNN (V)
with the left and right actions of QNN (V) on ANN(W) equal to 0 and is thus an ANN(V)-
bimodule. Moreover, the linear map fNN : UNN (W) — An(W) defined by fan (3 ao[w]ir) =
w+ On(W) for w € W induces an invertible linear map, still denoted by fny, sending the
ANN(V)-bimodule structure on ANN (W) to the Ax(V)-bimodule structure on Ax(W).
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Proof. By the definitions of the left action and right action of U*(V) on U®(W) (see
Section 4 in [H9]), we have

() ()

- Z Res, Topr1((z 4+ 1) 7" (1 +2)" [Yir (1 + A z)w] "

— Z Res, Z <_k B 1)3:’“’”1(1 + o) (Yo (1 + 2)"Ou, 2)0]

k=0 m=0 m
N
= Z[U XL w]kk
k=0
N
= Z[v xn Wge mod Q% (W)
k=0

for v € V and w € W, where for the step given by =, we have used v *; w is equal to vy w
modulo O (W) which can be proved using the same argument as in the proof of Proposition
2.4 in [DLMI1] and the fact that [Ox(W)]g € O*(W) C Q*(W). Similarly, we have

() ()

[w]kk © [v]n

I
I MZ

ko

=0

I
M =

[W]kk © [V]kr

>
Il
<)

I
WE

Res, Topr1((x + 1) 7F (1 + 2)F [Vir (1 + 2) v Ou, —2(1 + 2) 7 H)w] "

i
o)

k
Res, Z

0 m=0

I
WE

(_km_ 1)ka1<1 + ) [V (1 +2) 2 Ou, (1 +2) ],

e
Il
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[
WE

[U} X[ U]k’k

e
I
o

Il
WE

[w *n V]ge  mod Q> (W)

e
Il

M)

m
3
=

for v € V and w € W, where for the step given by =, we have used w *; v is equal to w xx v

modulo Ok (W) which can be proved using a similar argument as in the proof of Proposition

2.4 in [DLMI] and the fact that [Ox(W)]g € O®(W) C Q> (W). Thus AVY (W) is invariant

under the left and right actions of UNY (V). By Proposition , we see that the left and right

actions of QVV (V) = ONN (V) on ANN(W) are 0. So ANN(W) is an ANVYN(V)-bimodule.
Let [N UNN(W) — Ax(W) be defined by

A (ZMM) =w+ On(W)

k=0

for w € W. Then by the definition of Oy (W), we have

™ <Z[Resxx_2N_p_2(l + )Y (1 + 2)2v Oy, x)w]kk>

k=0
= Res,z 2V P21 4+ 2)MYi (1 + 2) 2 Ou, 2)w + On (W)
= 0.

Thus by the definition of O®(W), we obtain ONN (W) = O°(W) N UMY (W) C ker f¥. On
the other hand, if w € On (W), then w € Ok (W) for k = 0,..., N since Oy(W) C Ok (W).
Hence [w]e € ONN(W) for k = 0,..., N and thus Y [w]w € OVN(W). Equivalently, if
S [wlke & ONN(W), then w & On(W). In particular, in this case, fNN(S20  [w]i) =
w+ On(W) # 0, that is, Yoo [w]r & ker fyn. Thus ker f¥V = ONN(W). By Proposition
, ker fVN = Qnn(W). It is clear that fVV is surjective. In particular, fN¥ induces a
linear isomorphism, still denoted by ¥V from Axn (W) to Ax(W).
ForveVand we W,

AR ((Z[U]kk + ONN(V)) o <Z[w]kk + ONN(W)>>

k=0 k=0
N
= (Z[v o Wik + ONN<W>)
k=0
=v*yw+ Oyn(W)

= (v+ On(V)) *n (w 4+ On(W)).

27



Therefore fyy sends the ANY(V)-bimodule structure on ANY (W) to the Ay (V)-bimodule
structure on Ax (). |

Corollary 3.4 For N € N, the space QNN (W) = Q¥ (W)NUNN (W) is spanned by elements

of the form
N

Z Res,z 2V P21 + o) [Yir (1 4 2)2V Ou, 2)w]i
k=0
forveV,weW and p € N.

We now introduce the associative algebras A (V) and AN(V) for N € N. Recall from
[H8] that U>°(V) is the space of column-finite infinite matrices with entries in V', but doubly
indexed by N instead of Z,. Recall also that for v € V, k,l € N, [v]y is the element of
U> (V) with the (k,[)-entry being v and all the other entries being 0. Elements of U (V)
are suitable (possibly infinite) sums of elements of the form [v]y for v € V., k, 1 € N.

In [HS], a product ¢ on U*°(V) is introduced. Here we define a new product ¢ on U (V)
by

[U]km &[] =0

for k,l,m,n € N and u,v € V when m # n and
[u]in # [V]n

1
= Resy Tparg1((z + 1)7F=20 (1 + 2)! [YV (u, 9 log(1 + x)) v]
Kl

" ktn—l—1 1
_ < +n )Resxxk+nlm1(1 + ) |:YV <u, —log(1 + :1:)> v}
2 m 2mi kl
_ ( +n )ReSy27i62pl(l+l)z(€27my _ 1>—k‘+n—l—m—1 [YV (U,, y) v]k:l
m
m=0

for k,l,n € N and u,v € V. Then U*(V) equipped with & is a nonassociative algebra.

For W =V, we have the invertible linear map Uy (1) = (2mi)2v©@e v . V 5 V (see
[H2] and Subsectipon 2.2). We extend the linear isomorphism Uy (1) : V' — V to a linear
isomorphism Uy (1) : U (V) — U>®(V) by

Uy (D)ol = Uy (1)v]k

for k,le Nand v e V. B
~ Recall the subspace Q>(V)) of U*(V) in [HS]. Let Q*(V) = Uy(1)7'Q*(V) and
AX(V) =U>(V)/Q>(V). Recall from [H8] that A>(V) = U>*(V)/Q>(V) with the product

induced by ¢ is an associative algebra.
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Proposition 3.5 The linear isomorphism Uy (1) from U (V) to itself is an isomorphism of
nonassociative algebras from U (V') equipped with the product & to U(V') equipped with
the product ¢ such that Z/{V(l)@‘x’(V) = Q>(V). In particular, & induces an associative
product, still denoted by & , on A (V) such that Uy (1) induces an isomorphism of associative
algebras from A=(V) to A=(V).

Proof. Using , we obtain
Uy (1) ([t]gm # [v]n) = 0 = [u]gm © [v]n
for k,l,m,n € N and u,v € V when m # n and
Uy (1) ([ulkn ® [v]n)
= Uy (1) (ReskaHH((m + 1) k== (1 4 g [YV (u, ZLm log(1 + ZL‘)) v] kl)

= Res, Thpr1 ((x + 1)) (1 + 2)' [V (14 2)2 Oy (1)u, 2)Uy (1)0]
= [Uy (1)ulgn o Uy (1))

kl

for k,I,n € N, u,v € V. These show that Uy (1) is an isomorphism of the nonassociative al-
gebras. By the definition of Q*°(V'), we have Uy (1)Q> (V') = Q>°(V'). The other conclusions
follow immediately. [ |

For a lower-bounded generalized V-module W, we have a graded A>(V')-module structure
on W given by dy : U*®(V) — End W (see [HI)]). Let ¢y : U®(V) — End W be defined by

D (0) = I Uy (1)v)
for v € U=(V).

Proposition 3.6 Let W be a lower-bounded generalized V-module. Then the linear map
Yw gives W an A*(V)-module structure.

Proof. For k,l,m,n € N and u,v € V,

Dw ([ulkm ® [v]u) = Dw Uy (1) ([W]km ® [v]0))

Thus W equipped with Jy is an E“(V)—module. |

From Theorem 5.1 in [H9], we know that the category of lower-bounded generalized
V-modules is isomorphic to the category of graded A*(V)-modules. We now define a
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graded A>(V)-module to be an A (V)-module obtained from a lower-bounded generalized
V-module as in Proposition . Or equivalently, a graded A*(V)-module is an A®(V)-
module W with the A (V)-module structure given by a linear map Oy : U®(V) — End W
such that Oy : U®(V) — End W defined by 9y (v) = Oy (Uy (1)~ 'o) gives a graded A>(V)-
module structure to W.

Recall the subalgebras ANY (V) for N € N in [HS] which are proved in [H8] to be isomor-
phic to the associative algebras Ay (V') introduced in [DLMI]. In this paper, we need the
following subalgebras ANN (V) for N € N: For N € N, let

AVN (VY = {Z[v]kk +O®(V) |ve v} .

Proposition 3.7 For N € N, ANN(V) is a subalgebra of A®(V) and Uy (1) induces an
isomorphism of associative algebras from ANN(V) to ANN(V). For a lower-bounded gen-
eralized V-module W, Q% (W) = H,eram | Winsyny 1s invariant under the action of

ANN(VY and thus is a ANN(V)-module.

Proof. By definition, Uy (1)ANN (V) = ANN(V). Since Uy (1) is an isomorphsim from the
associative algebra A (V) to the associative algebra A (V) and ANY (V) is a subalgebra of
A=(V), ANN(V) is a subalgebra of A(V) and Uy (1) restricted to ANN (V) is an isomor-
phism from ANY (V) to ANN(V).

By the definition of Jyy, Q% (W) is invariant under the action of Ay (V). n

We also introduce another associative algebra A ~ (V) generalizing the associative algebra
A(V) in [H2]. Define a product ey of V' by

1
uweyv=Res,Toy1((z+ 1)V (1 +2)VY (u, 5 log(1 + :c)) v
v
for u,v € V. Let 6N(V) be the subspace of V' spanned by elements of the form
1
Res,z V" 27"(1 + 2)VYy, <u, 5 log(1 + :B)) v
i

for n € N and u,v € V and of the form Ly (—1)v. Let Ay (V) = V/Ox(V).

Proposition 3.8 The product ey induces an associative algebra structure on A/]X(V) i50-
morphic to Ax(V'). The operator Uy (1) on V' induces an isomorphism from An(V) to
An(V). In particular, Uy (1) rw + O>(V) is in the center of Ax(V)

Proof. For n € N and u,v € V, by (2.4)),
1
Uy (DRes,z V271 4+ 2)VYy, (u, " log(1 + :17)) v
i
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= Res,z > "1+ 2) Yy (1 + )5 Oy, (1)u, z) Uy (1)v.
Also for v € V| we have
Z/{V(l)Lv(—l)’U = 27TZ(Lv(—1) + Lv(O))U

(this is (1.15) in [H2]). These shows Uy (1)On(V) = On(V). Therefore Uy (1) induces a
linear isomorphism from Ay (V) to Ax(V).
By (2.4) again, we have

Z/lv(l)(u o U) = uV(l)RQSITQN_;_l((JT + 1>_N_1)(1 + JI)NYV <u, % log(l + I)) v

= Res, Ton+1((z+ 1)V (1 4+ 2)"Yy ((1+ z) v Oy, T)v

=UXNV

for u,v € V. So Uy (1) induces an isomorphism of associative algebras.
Since w + On(V) is in the center of Ax (V) andMle(l)’l is an isomorphism from Ay (V)
to An(V), Uy (1) *w + O=(V) is in the center of Ay (V). |

Proposition 3.9 The associative algebras An(V) and ANN (V) are isomorphic. The map
given by v+ On(V) = S0 [0l + Q=(V) is an isomorphism from Ax (V) to ANN(V).

Proof. This result follows from Propositions [3.7] [3.8) and Theorem 4.2 in [H2]. |

We now introduce the main subalgebras of EOO(V) needed in this paper. Recall from [HS]
the subspaces UN (V) for N € N of U*(V') spanned by elements of the form [v]y for v € V|
k,1=0,...,N. These subspaces are invariant under the operator Uy (1) on U*(V). Let

ANV)={o+Q>(V)|ve UNWV)}

Note that AN (V) is spanned by elements of the form [v] + Q> (V) for v € V and k,1 =
0,...,N.

Proposition 3.10 For N € N, AN(V) is a subalgebra of A°(V) and Uy (1) induces an
isomorphism of associative algebras from AN (V') to AN(V'). For a lower-bounded generalized

V-module W, Q% (W) is invariant under the action of AN(V) and thus is a AN (V)-module.

Proof. This proposition follows from the invariance of U™ (V') under U;/(1) and Proposition

3.5 [

We now construct an Z“(V)—bimodule from a lower-bounded generalized V-module W.
We define a left action of U>(V') on U*(W) by

[V]km ® [W]n =0
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forve V,weW and k,m,n,l € N when m # n and
[V]kn ® (W]t

1
= Resy Tyrrs1 ((z + 1)7F 20 (1 + 2)! [YW (v, by log(1 + x)) w]
ki

g -1 !
_ Z ( - )Reszx]”"lml(l +a) [YW (U’ gmi 08T x>> w}
™

—k —1—-1 ‘ '
-y ( o >Resy2m62ma+l>y<62w = 1) Yy (0,) wly

m

kl

m=0

forve V,we W and k,n,l € N. We define a right action of U* (V') on U* (W) by
[W]krm ¢ [V] =0
forveV,weW and k,m,n,l € N when m # n and
W]k # [V]ni

1
= Res, Ty ((x + 1)7F 0 (1 4 2)P {YW (v, 5 log(1 + x)) w}
ki

—1-1 1
B Z ( k+n-—1 )Reszx_km—z—m—l(l + x)k [YW (1)7 5 log(1 + :1:)) w]
e

—k -1 i
= Z < n )Resﬂmezm(kﬂ) (€2 — 1)~ H Yy (v, —y) wlyy - (3.7)
m=0

kl

m

We extend the invertible linear map Uy (1) : W — W to an invertible linear map Uy, (1) :
U(W) — U*(W) by
U (1)[wle = [Uw (1wl
for k,l € Nand w € W. Let Q®°(W) = Uy (1)2Q>(W) and A®(W) = U>(W)/Q>=(W).
In [H9], a left action and a right action (denoted by ¢), a subspace Q> (W) of U (W)
and an A*(V')-bimodule A>(W) are introduced.

Proposition 3.11 The linear isomorphism Uy (1) from U>(W) to itself sends the left and
right actions of U (V') on U®(W) given by ¢ to the left and right actions given by & such
that Uy (1)Q>(W) = Q*(W). In particular, & induces left and right actions, still denoted
by o, of A°(V) on A®(W) such that A®(W) becomes an A®(V)-bimodule and Uy (1)

mduces an invertible linear map sending the A>(V')-bimodule structure on A>(W) to the

A(V)-bimodule structure on A (W).
Proof. Using (2.4)), we have
U (1) ([v]km # [wln) = 0 = [V]em o [w]n
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for k,I,m,n € Nyv eV and w € W when m # n and
Uy (1) ([0]kn ® W)
1
=Uw (1) (ReskaHH((x + 1)7F T (1 4 ) [YW (v, 50 log(1 4+ x)) w] )
Kkl

= Res, Tyi1 ((z + 1) (1 + ) [Yir (1 + )5 Orf, (1), z)U (1)w]
= [Uy (1) v]gn o U (1w

kl

for k,l,n € N, u,v € V. This shows that Uy (1) sends the left action of U* (V') on U*(W)
given by & to the left action given by o.

Using ([2.4)) again, we have
_ 1
Uw (1)Res,z " Y (v, 5 log(1 + x)) w
)

1
= uW(l)R,eSmI'_nYW <U, 2— log(l — .73(]. + I)_l)) w
Yy’

= Res,z Yy (1 —z(1+ ) HEv Oy, (1w, —z(1 + ) U (1)w
= Res,z "Yir (1 + 2) 2Oy (1)v, —2(1 4 2) " (1w

for n € Z, v € V and w € W. Then we have
U (1) ([w]em ® [v]n) = 0 = [w]ikm © [v]w
for k,l,m,n € N,v € V and w € W when m # n and
Uy (1) ([w]kn & [0]n)
= Uy (1) (ReskaHH((x + 1) (1 4 ) {YW (v, _QLM log(1 + x)) w} kl)
= Res, T (2 + )7 (L 2)! [Yir (1 +2) 5 Oy (Lo, —2(1 + )"t (Dw],,
= [Uw (Dwlpn o Uy (1) 0]

for k,l,n € N, u,v € V. This shows that Uy (1) sends the right action of U*(V) on
U>(W) given by e to the right action given by ¢. By the definition of Q> (W), we have

U (1)Q* (W) = Q=(W).

The other conclusions follow from these. |

For N € N| let

k=0
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Proposition 3.12 For N € N, AVNN(W) is closed under the left and right actions of the
subalgebra ANN (V') of A%(V) and thus has an ANN(V)-bimodule structure. The map Uy (1)

induces an invertible linear map sending the ANN(V')-bimodule structure on ANN (W) to the
ANN (V) -bimodule structure on ANN(W).

Proof.  This result follows immediately from the definitions of the left and right actions of
A>(V) on A* (W) and Proposition |

Corollary 3.13 The map given by w+On(W) = S0 [w]ie+Q® (W) is an invertible linear
map sending the Ay(V')-bimodule structure on An(W) to the ANN(V)-bimodule structure
on ANN(W).

Corollary 3.14 The space é"o(W) NUNN(W) is spanned by the coefficients of
Z Resme%i(NH)x(e%m _ 1)_2N_p_2[YW (U, x)w]kk
k=0

forpeN, veV andweW.

Recall from [H9] the subspaces UV (W) for N € N of U (V) spanned by elements of the
form [w]g, for w € W, k,1=0,...,N. Let

ANW) = {w +Q*(W) |0 € UN(W)}.

Note that AN(W) is spanned by elements of the form [w]y + QOO(V[O for w € W and
k,0 =0,...,N. Also note that AN(W) is an AY(V)-subbimodule of A*(W) viewed as a
AN (V)-bimodule.

Proposition 3.15 The subspace EN(W) of ﬁoi(W) is in variant under the left and right
actions of AN(V) c A®(V). In particular, AN(W) is an AN(V)-bimodule. Moreover,
Uy (1) induces an invertible linear map sending the AN (V)-bimodule structure on AN (W) to

the AN(V)-bimodule structure on AN(W).

Let Wi, W5 and W35 be lower-bounded generalized V-modules and ) an intertwining

operator of type (WZV‘;“’VQ) In [HI, a linear map dy : UN(W;) — Hom(Ws, W3) is defined.

Since Q>*(V) C kerdy, we can view ¥y as a map from A*(V') to Hom (W5, W3). Now we
define ¥y : UN(W;) — Hom(W,, W3) by

Dy (ro1)ws = Dy (U, (1)1 )ws
for ro; € U(W;) and we € Wy, In [HI], for N € N, a linear map
PN Vi, — Hom(AN (W) @ QR (W2), QX (W3))
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is defined by
(P (V) ((v01 + Q% (W1)) @an(v) w2) = Iy(r01)wy

for to; € UN(Wy) and wy € Q%(W>). Here we define a linear map

AN Vi, — Hom (AN (W) @ Q% (Wa), Q% (W)
Y M)

(Y (V) (101 + Q(W1)) @an () w2)

= (PN (V) (U, (1)1 + Q®(W1)) @ ax(v) w2)

for vy € UN(W;) and wy € Q% (Ws). The definition of 5% () can also be simply written as
PYY) = (") o U, (1) @ Log ) (3.8)

where we use the same notation Uy, (1) to denote the map from AN (W) to AN (W;) induced
from the operator Uy, (1) on UN(W).

Proposition 3.16 The linear map p~ is in fact from VW W, 1O HomgN(V)(EN(Wl) ® An (1)
QX (W), Q}(W3)).

Proof. Let Y be an intertwining operator of type (Wvlv‘;c,%) For v € U®(V), o € U*(W)
and wy € Q% (W),

y(Uw, (1)(0 & 101))w,
1)v) o (Uw, (1)101))ws

ws (Uy (1)0) 0y (U, (1)101)w2
Y((r0y + Q= (1)) ® wy),

This shows that the image of 5V is in HomgN(V)(AvN(Wl) ® Q% (W), Q% (W3)).
On the other hand, for v € U®(V), v € U>(W) and wy € QY (W),

(AN (V) (101 & 0+ Q> (W1)) ® w)
= U5 (o) ® v)wy
= Oy (U, (1)(to1 & v))wy
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= Jy((Uw, (1)r01) o (U (1)0))w,
= Vy (U, (1)r01) I, Uy (1)0)ws
= Y (01 + Q= (1)) ® Jw, (0)ws).

This shows that the image of pV is in HomgN(V)(KN(Wl) ® zn ) U (Wa), Q3 (W3)). |

In Proposition 6.3 in [H9], given a graded AN (V')-module M, a lower-bounded generalized
V-module S¥ (9% (M) satisfying a universal property is constructed.

voa

Theorem 3.17 Let V be a vertex operator algebra. Assume that Wy and W3 are equiva-
lent to SN_(Q%(W2)) and SN _(Q%(W3)), respectively. Then the linear map p~ is a linear

voa voa
1somorphism.

Proof. We know that Uy, (1) from AN (W) to AN(W,) is an isomorphism. By Theorem
6.7 in [HI, p" is a linear isomorphism. Then by (3.8), we see that pV is also a linear
isomorphism. [ |

Note that in Theorem [3.17}, one condition is that Wj is equivalent to S¥_(Q% (W3)). But
in applications, for example in the proof of the modular invariance that we shall give later,
what we have is often that W3 is equivalent to SY_(Q%(W5)). In these cases, we need the

following result to use Theorem [3.17}

Proposition 3.18 Let W be a lower-bounded generalized V -module of finite length equiva-
lent to SN_(Q%(W)). Assume that W is of finite length such that the lowest weight vectors of

voa

the wrreducible V -modules in the composition series are given by cosets containing elements

of Q% (W). Then W' is equivalent to SN_(Q%(W")).

voa

Proof. By definition, S¥_(Q% (W’)) is generated by Q% (W’). By the universal property of

voa

SPa (2 (W), there is a unique V-module map f : ST, (Q%(W')) — W’ such that flgo ) =

voa voa

Lag (w).- Since W is of finite length such that the lowest weight vectors of the irreducible
V-modules in the composition series are given by cosets containing elements of Q% (W), the
same is also true for W’. Then W’ is also generated by Q% (W’). So f is surjective.

We still need to prove that f is injective. If ker f # 0, then it is a nonzero generalized
V-submodule of S¥_(Q% (W’)). Since W’ is of finite length, T'(W’) must be a finite set. Then

since SN (Q% (W) is generated by Q% (W’), T(SY, (2% (W'))) is a finite set. Since ker f is a

voa

generalized V-submodule of S _(Q% (W), T'(ker f) is also a finite set. In particular, there
exists a lowest weight vector wy, # 0 of ker f. Let W; be the generalized V-module generated
by w(. Applying Zorn’s lemma to the generalized V-submodules of Wy not containing wy,
we know that Wy has a maximal generalized V-submodule My not containing wj. Thus the
quotient Wy /My is an irreducible lower-bounded generalized V-module with a lowest weight

vector wy + My. Since W’ is also of finite length, by Property 6 in Proposition [3.19, I'(W')
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is finite and for each p € I'(W’), there exist h* € p equal to a lowest weight of an irreducible

V-module such that N
Q(])V(W/) = H H W[2#+n]-

pel(W’) n=0

Since SN (Q% (W) is generated by Q% (W’), the weight of every element of SN (Q% (W)
is also congruent to h* modulo Z for some p € I'(W’). In particular, wt wy is congruent to
h*o modulo Z for some py € I'(W'). But h*° is also the weight of a lowest weight vector
of an irreducible V-module. Since the difference between lowest weights of two irreducible

V-modules is less than or equal to N, wt w{, — h** < N. Hence

N
wh € [T Wiisosn € (W),
n=0

Since w), € ker f, we have f(w}) = 0. On the other hand, since wj, € Q% (W’), we have
flwg) = 19%(W,)(w6) = wj. This contradicts with w{, # 0. Thus ker f = 0 and f is injective.
|

Finally, we give several results on AN (V), AN(W), AN(W) and suitable generalized or
ordinary V-modules when V' has no nonzero elements of negative weights and is Cs-cofinite.

A lower-bounded generalized V-module W is said to be of finite length if there are
generalized V-submodules W = W; D --- D Wiy = 0 such that W;/W,;; fori =1,...,1
are irreducible lower-bounded generalized V-modules. A generalized V-module W is said to
be quasi-finite dimensional if ]_[ER(”) <~ Wiy is finite dimensional for N € Z.

Our first proposition is in fact a collection of results from [H5] and [HS8|] together with a
well known result derived here as a consequence of these results.

Proposition 3.19 Let V' be a Cs-cofinite vertex operator algebra without nonzero elements
of negative weights. Then we have the following properties:

1. For N € N, AN(V) is finite dimensional.

2. Fvery lower-bounded generalized V-module W generated by a finite-dimensional sub-
space of Q% (W) is quasi-finite dimensional.

3. Every irreducible lower-bounded generalized V -module is an ordinary irreducible V -
module.

4. The set of equivalence classes of (ordinary) irreducible V -modules is in bijection with
the set of equivalence classes of irreducible nondegenerate graded AN (V')-modules.

5. The category of lower-bounded generalized V-module of finite length, the category of
grading-restricted generalized V-modules and the category of quasi-finite-dimensional
generalized V -modules are the same.
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6. There are only finitely many irreducible V -modules up to equivalence.

Proof. Property 1 is Theorem 4.6 in [H8|]. Property 2 is Proposition 3.8 in [H5] in the case
that V' is Cy-cofinite. Property 3 is Theorem 5.8 in [HS]. Property 4 follows from Theorems
5.6 and 5.8 in [H].

Property 5 is Proposition 4.3 in [H5]. Note that though Proposition 4.3 in [H5] assumes
that V' satisfies in addition V{g) = C1, the only paper quoted there that needs this condition
in some results is [ABD]. But the result needed in the proof of Proposition 4.3 in [H5| is
only Proposition 5.2 in [ABD], which does not need this condition. So Proposition 4.3 in
[H5] or Property 5 is true for Cy-cofinite V' without nonzero elements of negative weights.

Property 6 is well known and follows immediately from the finite dimension property of
Zhu algebra for Cy-cofinite vertex operator algebra (Proposition 3.6 in [DLM2] in the case
g = 1) and the correspondence between irreducible modules for Zhu algebra and irreducible
(N-gradable weak) V-modules (Theorem 2.2.2 in [Z]). Here we derive this from Properties
1 and 4 above. Since AN (V) is finite dimensional, there are only finitely many inequivalent
irreducible AY(V)-modules. In particular, there are only finitely many inequivalent irre-
ducible nondegenerate graded AY(V)-modules. By Property 4, we obtain Property 6 that
there are only finitely many inequivalent irreducible V-modules. [

The following result is about the relation between a lower-bounded generalized V-module

W and AN (V)-module Q% (W).

Proposition 3.20 Let V' be a Cy-cofinite vertex operator algebra without nonzero elements
of negative weights. Let N be a nonnegative integer such that the differences of the real parts
of the lowest weights of the finitely many irreducible V-modules (up to equivalence) are less
than or equal to N. Then we have:

1. For a lower-bounded generalized V -module W of finite length, T'(W) is a finite set and
for each € T'(W), there exists h* € u equal to a lowest weight of an irreducible
V -module such that

= I TIWmesn (3.9)

pel' (W) neN
H H Whu+n] (310)
nel (W

2. A lower-bounded generalized V-module W of finite length is generated by Q% (W) and
is equivalent to SN _(QX(W)). In particular, W' is equivalent to SN (W').

voa voa

3. Let N' € N+ N and

N
M = H M
n=0
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a finite-dimensional graded AN (V')-module. Let

N
=[] My
n=0

Then MY is a graded AN (V')-module and M is equivalent to the graded AN (V)-module
O (Sl (M)

Proof. Let W = W; D --- D W41 = 0 be a composition sereis of a lower-bounded gen-
eralized V-module W of finite length. Let w; € W; for « = 1,...,l be homogeneous such
that w; + Wiy is a lowest weight vector of W;/W,.;. Since as a graded vector space, W is
isomorphic to [['_, Wi/W;,1, T(W) is the set of all congruence classes in C/Z containing
the weights of at least one w;. For each element p € I'(WW), let h* be the smallest of all

wt w; € p. Then . and - hold.

Let hy be the smallest of all h* for p € I'(W). Then hy is a lowest weight of W and we

have
11 < 11 HWM]* (W),

R(hw ) <R(m)<R(hw )+N per(W

By Proposition 5.11 in [HS],
11 Wien)

R(hw ) <R(m)<R(hw )+N

generates W. Thus Q% (W) also generates W. By the universal property of S¥_(Q%(W)),
there exists a unique V-module map f : S, (Q} (W)) — W such that floo ) = Lag -
Since W is generated by Q% (W), f is surjective. We now show that f is also injective, that
is, the kernel ker f of f is 0. In fact, W is equivalent to the quotient of S¥_(Q%(W)) by

ker f. Since flag wy = lag ), we have

ker fC [T [T Wiesn: (3.11)

/JGF ) n€N+Z+

But ker f is a lower-bounded generalized V-submodule of W if ker f # 0, its lowest weight
must be equal to the lowest weight of an irreducible V-module. But the real part of the lowest
weight of the irreducible V-module must be less than or equal to the real part of the lowest
weight of W plus N. So a lowest weight vector of ker f must be in Q% (W), contradictory to
. Since f is both injective and surjective, f is an equivalence of generalized V-modules.

For a finite-dimensional graded AY'(V)-module M, it is clear that MY is a graded
AN(V)-module. Since M is finite dimensional, by Property 2 in Proposition 9 SN (M)
is quasi-finite dimensional. By Property 5 in Proposition [3.19 m oa(M) is of ﬁmte length.
By Property 2 above, SN (M) is generated by Q% (SN (M)) = MY and is equivalent to

voa voa

SN (MY). Since Q(])V,(SN’( )) = M, we see that M is equivalent to Q% (S (M™N)). |

voa voa voa

In [HS], it is proved that AY(V) is finite dimensional when V has no nonzero elements
of negative weights, V(g) = C1 and is Cy-cofinite. In fact, the condition V(g = C1 is not
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needed. Below we prove that AN (W) is finite dimensional without this condition for a
grading-restricted generalized V-module W.

Theorem 3.21 Let V be a Cy-cofinite vertex operator algebra without nonzero elements of
negative weights and W a grading-restricted generalized V -module. Then AN(W) is finite
dimensional.

Proof. By Proposition 5.2 in [ABD], every irreducible V-module is Cy-cofinite. By Proposi-
tion [3.19] we see that W is of finite length. Since every irreducible V-module is Cs-cofinite,
W as a generalized V-module of finite length must also be Cj-cofinite. If we assume in
addition that V(gy = C1, then by Theorem 11 in [GN] (see Proposition 5.5 in [AbN]), V' is
also C,,-cofinite for n > 2. By Proposition 5.1 in [AbN], W is C,,-cofinite for n > 2.

On the other hand, since Lemma 2.4 in [Mi2] gives a spanning set of W without the
condition Vigy = C1, the arguments in [GN] and [AbN| can also be used to show that W is
C,-cofinite for n > 2 without this condition. For reader’s convenience, here we give a direct
proof of this fact observed by McRae using Lemma 2.4 in [Mi2]. In fact, since W is of finite
length, it is finitely generated. By Lemma 2.4 in [Mi2], W is spanned by elements of the
form

(Yw )i, (v1) - - (Yw )i, (vi)w; (3.12)
for homogeneous vy,...,v; in a finite set, homogeneous w; € W for j = 1,...,] and
i1,...,0 € Z satisfying i1 < --- < 1. Using the lower-truncation property of the ver-

tex operator map Yy and the fact that vy can change only in a finite set and there are only
finitely many w;, we see that there exists m € Z such that for iy, > m, (Yw);, (vk)w; = 0
and hence (3.12)) is 0. Since in (3.12)), we have i; < --- < i, there are only finitely many
elements of the form satisfying ¢; > —n. Since elements of the form span W we
see that W is C,,-cofinite for n > 2.

Take n = k+ 1+ 2 for k,l = 0,...,N. Then W is Cjy;io-cofinite. By definition,
Crr112(W) are spanned by elements of the form (Y ) x__o(v)w for v € V and w € W.
Since W is C}y;1o-cofinite, there exists a finite dimensional subspace Xj; of W such that
Xis1 + Craro(W) = W. Let UN(X) be the subspace of UN(W) consisting matrices in
UN(W) whose (k,[)-th entries are in Xy, for k,1 =0,..., N. Since X for k, 1 =0,..., N
are finite dimensional, U (V) is also finite dimensional. We now prove UY (X)) 4 (O (W)N
UN(W)) = UN(W). To prove this, we need only prove that every element of UY (W) of the
form [w]y for w € W and 0 < k,I < N, can be written as [w]y = [wi]g + [we]x, where
wy; € Xjy and wy € V such that [ws]y € O(W). We shall denote the subspace of W
consisting of elements w such that [w]y € O (W) by O (W). Then what we need to prove
isW = XkJrl + Oz?(W)

Since W = [,,exy Winy is of finite length, Wy, for n € N is finite dimensional. We
can always take Xj,; to be a subspace of W containing W)o. We use induction on p for
w € Wp. When w € Wjg), w can be written as w = w+0, where v € X4, and 0 € O (V).

Assume that when v € W, for p < ¢, w = wy 4w, where wy € X4y and wy € O (V).
Then since W is Cjqqo-cofinite, for w € W), there exists homogeneous w; € X1, and
v eV and w' € W for i = 1,...,m such that v = uy + Y ;" (Vi) —k—1—2(v")w’. Moreover,
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we can always find such wy and v*,w' € V for i = 1,...,m such that wy, (Yiy)_p_1_o(v)w; €
Wigy- Since (Y )n—g—i—2(v)w" € W4_pny, where ¢ —n < g for i = 1,...,m and n € Zy,
by induction assumption, (Yiy)n_x_1—2(v")w' € Xy + O (V) for i =1,...,mand k € Z,.
Thus

w = w; + Z(YW)—k—l—Q(Ui)wi

=1

= wi + Z Res,z *"72(1 4 2)'Yiw (1 4 2) OO0 2)w’

B izz (Wt Q;Z i l) (Y )n—k-1-2(v")w".

=1 TLEZ+
By definition,
[Res,z 7 172(1 + 2)Yi (1 + 2) 2O, 2)w']y € OF(W).

Thus
Res,z " 1721 4 2)Yiy (1 + )20, 2)w' € OF(W).

Thus we have w = w; + wq, where wy € Xi1; and wy € O (W). By induction principle, we
have W = Xy + O (W).

We now have proved UM (X) + (O (W)NUN(W)) = UN(W). Since O®(W)NUN(W) C
QW) NUN(W), we also have UN(X) 4+ (Q*(W) N UN(W)) = UN(W). Since UN(X) is
finite dimensional, AN (W) is finite dimensional. |

By Theorems and [3.21] we obtain immediately the following result:

Corollary 3.22 Let V be a Cy-cofinite vertex operator algebra without nonzero elements of
negative weights and W a grading-restricted generalized V -module. Then AN (W) is finite
dimensional.

4 Symmetric linear functions on A" (V)-bimodules

In this section, we give two constructions of symmetric linear functions on the AN (V)-
bimodule AN (W) for N € N and a grading-restricted generalized V-module W. We first give
symmetric linear functions on AN (W) using shifted pseudo-g-traces of intertwining operators.
Then we also construct symmetric linear functions on AN (W) starting from linear maps
from a lower-bounded generalized V-module to C{q}[logq| satisfying suitable conditions
corresponding to the conditions for genus-one 1-point conformal blocks (see Definition in
the next section). This second construction is the main technically difficult part of the present
paper. In fact, the first construction can also be obtained using the second construction.
But we still give the first construction to show that it is much easier to obtain such linear
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symmetric functions on AN (W) using the properties of shifted pseudo-g-traces of intertwining
operators than using only the properties of genus-one 1-point conformal blocks.

Let W be a grading-restricted generalized V-module, W a grading-restricted generalized
V-P-bimodule which is projective as a right P-module and ) an intertwining operator of

type ( ) and compatible with P.
Recall from [H9] and the preceding section that we can write

H HWh‘“rn]— H W“_HWMM,

per (W) neN per (W) neN
where F(W) CC/Z, € pfor € F(W) and

W“ = H W[h”—&-n}; WH_”JJ = H W[h“+n]~

neN MEF(W)

Then from the definition of shifted pseudo-g-traces, for w € W, we have

Trﬁy(l/{ (q.)w, qz)qL(O)_i

=3 T S S G Y W (020,02 Lig (0

k=0 MEF(W) neN

T (4.1)

W[h/urn]

Note that [Lg(0)n, Y5 (v, x)] = 0 for v € V, that is, Lg(0)y is in fact a V-module map
from W to itself. Assume that there exists K € N such that Ly (0)N ! = 0 for w € W.

This is always true if W is of finite length. By Proposition , this is always true when
V' has no nonzero elements of negative weights and is Cp-cofinite. In this case, for each

k=0,...,K V" =Yo(ly® Ly (0)%) is an intertwining operators of the type (). Note
that ' =Y.
Let p e I'(W) and k=0, ..., K. We define

¢5k7¢([w]mn) =0

for w € W and m,n € N such that m # n and

wgk,¢([w]nn) = ¢W[hu+n]ﬂ-h“+nyk(uW(q,z)wa q,z) ~

Winb )

= Oy, Ty U (40, 4:) L (0|

Wins 4

for w € W and n € N. We then define

wyk ¢> - Z djyk

per (W)
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for w € W and m,n € N. For m,n € N such that m # n,

wyk,aﬁ([w]mn) =0

and for n € N,
Yyg([Wlan) = D b, Y U (a:)w, 02)
per (W) Winstn)
D O T Y Ui (4w, 4:) L (0)h |
RET(W) Wins-4n)

Using the L(—1)-derivative property and L(—1)-commutator formula for the intertwining
operator ), we have

0 L (0)— <
@my(uw(qz)w,qz)qﬂ(“) 2

= Tr? Y((2mi Ly (0) + 2mig. Ly (—1) U (g2 )w, 0:)a-"

= 2mi Tl [ L (0), Y Uy (:)w, g:)ar ™~
= 0.

w(0)-2;

So Tr%y(l/lw(qz)w, qz)qTL w0750 g independent of z. Then the coefficients of this series in

powers of ¢, and 7 are also independent of z. In particular, for k = 0,..., K, p € F(W)
and m,n € N 95, ([w]mn) and ¢y 4([w]my) are independent of z. Then we obtain linear

functions ¢, , for u € I'(W) and @Z)yk »on UX(W).

Since Tr%y(uw(qz)w qz)qT w072 g independent of z, we have

L=(0)—%
T V(U (g:)w, g.)gr ™"

_ L (0)— 2
= coeff, , Resq. ¢ Tr Y (U (¢:)w, 4:)gr L
= Tv%_coeff?,, ,Res,a~ Y U (2)w, 2)gr " 75, (4.2)

where as in [H9], we use coe to denote the operation to take the constant term of a

polynomial in log ¢q,. 3
Let n, N € N such that n < N. Using (£.2), Uy () = x5 O1(1), the definition of Uy
and 7Thu+m19y([ Jnn) = 0 for m # n, we obtaln

log q-

¢y¢ = Z ng 7rh#+ncoefﬂ)ogxResxx_lyk(Uw(w)wa$) _
e () Wit 4n)
5 O omsaton ()|
/JGF(W) W[h/‘Jrn]
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N
= ¢W[W+m] 71-h“-i-mﬁ)ﬂ“ ([w]nn)
per(w) m=9

Wint ym]

= ¢Q9V(W)1§yk([w]nn) - (4.3)
QW)
for n € N.
Lemma 4.1 Form,neN, k=0,..., K, v eV andw € W, we have
Uy g ([V]mn & [W]nm) = Yy g ([Wnm & [V]mn)- (4.4)
Proof. By definition,

W] ® [0 = Resy T ((z + 1)1 (1 4 7)™ [YW (v, % log(1 + x)) w}

mm

Let N € N be larger than or equal to both m and n. Using (4.3]) and

éy([v]mn * (W) = éﬁ([v]mn)qu([w]nm)a
éy([w]nm * [U]mn) = gy([w]nm)ﬁqu]mn)a

we have
@Z)yk,zzﬁ([v]mn * [W]nm)

= Sy, @0+ [Vl & [w]m)

% (W)

= Do i1 D LD Dt [1])

(W)

= dag 70 (W) T (V)|
QR (W)

— ¢Q9V('m7)1§yk([w]nm * [U]mn)

2% (W)
= ¢yk,¢([w]nm * [V]n)-
[ |

Fix N € N. Then the restriction of the linear function ¢y , on U (W) to UN(W) is a
linear function 13, 5 On UN(W).

Proposition 4.2 The linear function 1@@6 5 0N U>(W) isin fact a symmetric linear function
on AN(W), that is, ¥, ,(Q®(W)NUN(W)) = 0 and

Yy (0 ® 10) = P, (10 ® 0) (4.5)

forv e UN(V) and wo € UN(W).
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Proof.  Since Yyr 4([w]mn) = 0 for m # n, to prove 9, (@‘X’(W) NUN(W)) = 0, we need
only prove ¢y 4([wln,) = 0 if (W], € Q>(W). From (4.3), we have

Uyt p([Wlin) = Sn i Uy (Wlun)|
(W)
But from the definition of QX(W), Dyi([wlpn) = 0 if [w]pn € Q®(W). This proves
Ui 5 (@ (W) NUN(W)) = 0.

For v = [v];, and 1o = [w]y, if n # k, we have

betp—= [U]an[w]kl =0

and
Yyr p(10 € 0) = Py o ([w]kr & [V]n) = 0.

So (4.5)) holds in this case. The same argument shows that if m # [, (4.5) holds. The case
n =k and m = [ is given by (4.4)). Thus (4.5)) holds for all b € UM (V) and ro € UN(W). &

Proposition [4.2| gives the first construction of linear symmetric functions on AN (W). We
now give the second construction.

In the formulations, discussions and proofs below, for m € Z., (e — 1)7™ is always
understood as the formal Laurent series obtained by expanding (e*™* — 1)™™ as a Laurent
series near z = 0 and then replacing z by z.

_ The following theorem gives our second construction of symmetric linear functions on
AN(W) and is the main result of this section:

2mix

Theorem 4.3 Let V be a Cy-cofinite vertex operator algebra without nonzero elements of
negative weights. Let W be a grading-restricted generalized V -module and

S : W — C{q}[logq]
w — S(w;q)

a linear map satisfying

Swiq) => Y Y Skjm(w)(logq)qgtm,

k=0 j=1 meN

S(Res, Y (v, x)w; q) =0, (4.6)
S(ResqHa(w; q)Yw (v, 2)w; q) =0,
(27rz')2q(%5(w; q) = S(Res, (61 (7 q) — Ga(q)z) Yy (w, ©)w; ) (4.8)

foru eV and w € W, where K € N, r1,...,r; € C are independent of w. For N € N,
k=0,....,K and j = 1,...,J, let g, : UN(W) — C be the linear map defined by
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wévkj([w]mn) =0 forw € W and m,n € N satisfying 0 < m,n < N and m # n and
Ve ([Wlan) = Sk jn(w ) forw e W and n € N satisfying n < N. Then wéykj(@oo(W)) =0

so that wsm for k = K and j =1,...,J induce linear maps from ZN(W) to C, still
denoted by ws,w Moreover these mduced lznear maps 7/}51” are in fact symmetric linear

functions on AN(W), that is, for v € AN(V) and ro € AN(W),

V5 (0 € 10) =Yg (0 @ v)

satisfying
Ui ([Whan = (rj + 1)) *FHD e 10) = 0 (4.9)
forn=0,...,N and w € U(W), where

K—k+1

™~

(Wl = (5 + 1) [Ln) * EHD = (W] = (15 + 1) [L]n) ¢ ==+ & (Wl — (5 +7)[ L)

We will prove this result after we prove a number of lemmas and propositions. We first
prove a lemma for the vertex operators for a generalized V-module.

Lemma 4.4 Let W be a generalized V -module. For m,n € N satisfying n > m, we have

Res 62(m+1)7rix(627rix . 1)—n—2YW1 (U, :l:ZL')’LU

m . , +-L7 1
(m) Res,e?™ (e?™ — 1) 2Yyy (( i Lv(=1) = )v, ix) w. (4.10)
— (n—j+1

J J n—J

Proof. We first prove (4.10) in the special case m = 0, that is,

Res,e?™ (e*™ — 1) 2Yy, (v, £2)w

1 - , +.L7 1) -1
= 1Resx627”x(627”x — 1)y (( 2mi VT(L ) )v, :I::r) w (4.11)

for n € N. In this case,

Res, ™ (2™ — 1) Yy (v, £2)w
= Res, "™ (2™ — 1) 7" %Yy (v, £2)w — Res,e>™ (2™ — 1) 'V (v, £2)w
1

A oriz, omi —n—1
- - L pmix (2mix _ \=n Y; +
min T 1>Resgc (da:e (e ) ) w (v, £x)w

+ Res,e?™ (e*™ — 1) 'Yy (v, )w

n+1

— Res, ™ (e*™* — 1) Yy (v, £2)w
1 d

dx

— R . 2mix [ 2mir 1 —n—1
Smiln 3 ) s (€ )

Yw (v, £z)w
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Res,e?™ (e*™ — 1) 'Yy (v, 2)w

n+1
1 , . 1
= mResxe%m(e%” — 1)ty <<j:2—va(—1) — n) v, ix) w. (4.12)

Using (4.12)) repeatedly, we have

Res,e?™ (e*™ — 1) Yy (v, 22)w
1

= mResxe

-KW((i§%LV(1)—1> (i%;LV(l)—n>uiw)w

1 , - +. L7 1)—1
= T 1)Resme2’m(e2mx — 1) %Yy <( 2mi Vfl ) )v, ix) w

2mix (627m'm - 1)72 .

In the general case, using the binomial expansion of (1 + (€™ — 1))™, we have

Res e2(m+1)7ri$(627riac - 1)_n_2YW(’U, j:x)w

Z ( )Resx miz(2miz _ 1)~ (n=D=2Y (v, +2)w. (4.13)

=0
Since n > m, we have n > j for j =0,...,m. Then (4.11)) gives

Res, ™ (2™ — 1)~ (=D=2Y, (v, +2)w

1 - - +LL 1) -1
= —————Res, (™ — 1) Yy, s Lv(=1) v, £z | w. (4.14)
(n—j+1) n—j
Using (4.13) and 4.14)), we obtain (4.10)). |

We now prove a lemma giving some identities for maps from a generalized V-module to
the space of power series in a formal variable ¢ satisfying (4.6)) and .

Lemma 4.5 Let W be a generalized V -module. Assume that a linear map

S:W — Cllq ]]
w = S(w Z Sin(
meN
satisfies (@) and . Then for m,n € N satisfying n > m,
So(Rese?mimie(o2mie _ 1)y=n=2y1 (4, +x)w,) = 0 (4.15)

and

Sp(ReSxe2(m+1)mz<€2wiw . 1)7n72YW1 (?}, :I:x)wl)
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—1—-1 , -1 ,
- Sp_s (Resx (( , >te’”‘” + ( > 62“”) Y (v, j:a:)w> . (4.16)
n—17 n—y

Proof. We first prove (4.15)) and (4.16) in the special case m = n = 0, that is,

forpe Z,.

So(Res, ™ (2™ — 1) 2Yyy, (u, £2)w;) = 0 (4.17)

and

S, (Res, 2™ (2™ — 1)72Yyy, (v, £2)w; ) ZZzsp s(Res, (€22 4 e 2miT) Y (v, +2)w)
s=1 s
(4.18)
for p € Z, From ({A.2) and (4.7]), we have
0 = S(Res,0a(w; )Y (u, £2)wi; q)

= (2mi)” ) S, (Res,e™™ (> — 1) ™Yy, (u, £2)wy)q"

neN

+(2m0)* ) 0> Y 18 (Res (€ 4 e Yy, (u, £)wy )g"

neN s€Zy s

2
m
-y Z Sn(Res, Yw, (u, £x)wy)q"

neN

2(2mi) Z Z o (8)Sn(Res, Y, (u, £z )w; )"+, (4.19)

neN s€Z

Using (4.6]), we see that (4.19)) gives
Z S, (Res, €™ (2™ — 1) Yy, (u, £2)w1)q"

neN

= — Z Z Z lSn(Resx(em”” + €f2l7rix)YW1 <u7 :I::C)wl)q"+s. (4.2())

neN scZy s

Taking the coefficients of the power of ¢? for p € N of both sides of (4.20]), we obtain (4.17))

and (| - forpeZ,.

For m,n € N satisfying n > m, using and - we obtain

S (RGS 62(m+1)7rix(627ri1‘ . 1)—n—2YW1 (u7 :l::v)wl)

- o o +o-Ly(—1)—1
Z (m) SO (Resxe%rzx(e%mz _ 1)72YW (( o V( ) )’U, :i:l') U))
(n—Jj+1\J n—j

J=0
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=0,

proving (4.15)). For m,n € N satisfying n > m and p € Z,, using ) and - we
obtain

Sp(ReSx62(m+1)ﬂiw(e2wix . 1)—n—2YW1 (U ix)wl)

:_iiz n—J+1 (J)

]081l|s

. S <R€Sm( 2mix 72l7rz:v)Y ((j:Qﬂ—ZLnV(_ jl) - 1),07 :l:l‘) U))

:_zm:zpzz n—J+1 ( )

Jj=0 s=1 ||s

S, (Resx( 2Amic 4 ‘”’f”)(?ﬂ;ji] 1) YW(v,j:x)w)
XYY e ()

j=0 s=1 l|s

__'_ 1 .
. Spfs (RGSI (( 2:: fc] ><€2lmx + €2lmx>> Yw(v, j:x)w)

-3y e (7)

—1—1 , -1 ,
“Sp_s (Resx (( , )e%”x + < ) 62“”””> Y (v, j::c)w) , (4.21)
n—7 n—7
proving (4.16)). |

We are now ready to prove our main technical result.

Proposition 4.6 Let W be a grading-restricted generalized V -module. Assume that a linear
map

S:W — Cllq ]]

w— S(w ZS

meN

satisfies @ and foru eV and w e W. Then we have:
1. For m,n,p € N satisfying 0 < p<m and2m <n,v eV andw € W,

S, (Res,e2mtmie(2miz _ 1)=n=2y1, (4 g)w) = 0. (4.22)
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2. FormneN, veV andwe W,

n 9 -1 . ;
2 ( s )Sm(ResmeW(m“)x(e?m — D7 Y (0, 2)w)
k=0

L (=2 —1 : :
k=0

Proof. Note that (4.22) in the case m = 0 is (4.15)) in the case m = 0 with £ being +. So
we need only prove (4.22) in the case m,n € Z,. From (4.16)), we have

S (Resx m+1)7rw:(€27rix o 1)—n—2YW1 (U, m)wl)

=2y ()

- Sp_s (Resm ((_l a 1) e?lmie 4 (l a 1,) 6_2”“)) Y (v, x)w)
n—j n—yj

- Zp: 2 Zm: —j+1) ( > (;l_—;) Spms (Resee i v, 7))

sll|5]0
=0,

where in the last two steps, we have used (fl__i) =0(since0<l—-1<s<p<m<2m—j<

n — j) and (B.2)). This proves ([£.22).

We divide the proof of into three cases: m =n, m >n and m < n.

We first prove in the case m = n. In this case, the difference between left-hand
side and the right-hand side of is

n

n—1 , .
Z ( nk )Sn<ReS$€27rz(n+l)x(62mx - 1)_n_k_1YW(U7 x)w)

k=0

-1
Z < nk )S (ReS$ 2mi(n+1)x ( 2mix ].)_n_k_IYW(U,—ZE)w)
k=

n

0
< TLk: ) ReS$€2wi(n+1)z(627rim . 1)—7L—k—1YW(,U7 x)w)

=0
n

—n—1 4 4
I ( nk >Sn(Resxe—Qm(TH-l)gc(e—Qm:p o 1)_n_k_1YW(U; I)UJ)

— )S (Resz( 2mi(n+1)x + (_1>7n7k71€27rikx)(e2mlz . 1)7n7k71YW(U7 x)w)

(4.24)
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Using (B.1]) and (4.6)), we see that the right-hand side of (4.24]) is equal to 0, proving (4.23))

in this case.
Swapping m and n in (4.23)) in the case of m < n, we obtain

n _9 -1 . :
k=0

=2 ( e )Sn(Resxe%Z("H)x(e%w - Y (0, 2)w),

k=0

which differs from (4.23)) only by the sign of the variable x in the vertex operators. Thus we
can prove ([4.23)) in the cases m > n and m < n together by proving

n ) -1 . ;
> ( " )Sm<Resx62ﬂ<m“>x<e2m — 1) Yy (v, 2 )w)
k=0

mo/_9 -1 . ,
_ ( n_;nz )Eh(Reaﬁ%”W+”f&9mz-1Y””+m‘”*yh&v,¢w>w) (4.25)
k=0

in the case of m > n.
For m,n, k € N satisfying m > n, v € V and w € W, using (4.16) and (B.2) with n there
replaced by 2m —n + k — 1 and noting that 2m —n + k£ — 1 > m, we have

:_iZZZ( 2m+n_1)2m—jl—n+/€(??)'

k0j081l|s

—l—1 2lmiz
'Sm_s<ReSx<(2m—j—n+k—1)e
-1 —2lmix
+ o —ntk—1 e Y (v, £2) w

L ii —2m+n—1 l m [—1 ‘
N 1 k 2m—j—n+k\j/)\2m—j—n+k—1

- Sp_s(Resge 2™ Yy (v, +2)w). (4.26)

From (B.8)), we see that in this case (m > n), the right-hand side of (4.26]) and thus also
the left-hand side of (4.25)) are equal to

- Z Sn—s(Resge 2M=mme Y, (4, +0)w). (4.27)

(m—n)|s, 1<s<m

o1



We now prove (4.23)) in the case m > n. We give the proof in the three cases m > 2n,
m = 2n > 0 and 2n > m > n separately.

In the case m > 2n, we have p(m —n) > 2(m —n) =m+ (m —2n) > m for p € Z, + 1.

So the only integer s satisfying 1 < s < m and (m —n)|s is m —n. Thus in this case, (4.27)
is equal to

— Sp(Res,e 2=y, (v, 42)w). (4.28)

On the other hand, in this case (m > 2n), we have m > —2n+m — 1 > 0. Then for v € V
and w € W, we have

> ( ' +km )Sn(Resxezm("H)x(e%w = )7y (v, Faw)
k=0

—2n+m—1 o +m— 1
_ Z ( N ) Sn(ReSIBQTrz(n—H):c(e%mx _ 1)—Qn—l-m—lc—ly'vv(U7 :FIL')UJ)
k=0

= S, (Res 2™ M=y (v, Fa)w)
= — S, (Resye M=y, (v, +2)w). (4.29)
So (4.25)) holds when m > 2n.

In the case m = 2n > 0, we have m —n = n > 0. Then the only integers s between 1
and m = 2n containing a factor n are n and 2n. So in this case, (4.27) becomes

— Sp(Resze 2™ Yy (v, £2)w) — Sp(Resze "™ Yy (v, ) w). (4.30)
In this case, the right-hand side of (4.25) is equal to

2n

Z(_1)kSn(Resze%ri(n+1)x<€2m'z _ 1)—k—1YW (U, :Fl’)w)
k=0
2n
= (—1)FS, (Res, ™™ (¥ — 1) *Viy (v, Fa)w)
k=0

2n
+ ) (= 1)FS, (Res,e®™ ™ (2™ — 1) F 1Yy (0, Fa)w)
k=0

= Sn(Res, ™Yy (v, Fo)w) + S, (Res, 2™ (2™ — 1) 2" 1Yy (v, Fr)w)

= —S,(Res,e ™Yy, (v, £2)w) — S, (Resye 2™ (e 2™ — 1) 2" 1Yy (v, £2)w)

= — 5, (Res,e ™Yy (v, £2)w) 4 Sp(Res,e?™ e (2miz _ 1)=2n=1yi, (y, +0)w).
(4.31)

By (4.16)), we see that the second term in the right-hand side of (4.31)) is equal to

XY T (i)

7=0 s=1 l‘s
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—l—1 i -1 —9lmi
. _ T mTir :l:
Sh_s (Resx (<2n L j)e + (Zn oy j)e Yw (v, £2)w

_ Xn: S zn: (2nl—_j) (7;) <2n__l I i j) Sp_s(Res, ™Yy (v, £2)w)

s=1 s j=0
—iZi 2 l ' (n) <2 l_ll ‘)Sn_s(ReSze_lezYw(v,:I:x)w). (4.32)
s=1 s jzo(n_j) J =i

Taking m and n be n and 2n — 1, respectively, in (B.2]), we obtain

iﬁ(?) (2n__lzij) -

J=0

and thus the first term in the right-hand side of (4.32)) is equal to 0. Note that (2nl__11_j) =0
when 2n — j — 1 > [ — 1 or equivalently when 2n > [ 4+ j. But [,j < n. So only when
l=7=n, (%Z:llfj) is not 0. Thus the second term in the right-hand side of (4.32)) is equal

to

_ Z Z E (n) <Tl )Sns(ReSx€_2nmeW(U, j::z:)w) — —So(ReSxe_QnmeW(U, :i:.I)’LU)
o n\n)\n—1

From these calculations, we see that the right-hand side of (4.31)) is equal to (4.30]), proving
(4.25)) in the case m = 2n > 0.

In the case 2n > m > n, we have

m.o/_9 -1 : :
Z ( n—+m >Sn(ReS$e2m(n+1)z<€2mx _ 1)*2n+m*k71YW(U, :Fl’)w)

mo/_9 -1 . 4 .
fry Z ( ' + " >S’n(ReSxe27”(mn)erﬂ-l(2nm+l)x(e2ﬂ-lm - 1)72n+mik71YW</U’ q:x)w>

k
k=0
m 2n—m+1
a . k j
k=0 j=0

X Sn(ReSmewri(mfn)x(e%riz . 1)7j7kYW(U, :F:E)w)

__Zm:?”‘m“ —n+m—1\ (2n—m+1)
- . k j

- S, (Resye~ 2milm=nle(o=2mie _ 1) =i=ky (y 41)w)

- _ i Qnimﬂ(_l)jk (_2” +km - 1) <2n —m + 1>_

J

. Sn(R‘eserWi(fm+n+j+k)x<€2m'a: . 1)7j7kYW (U, :i:.T)U))
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B %f( 1)_Tmi§ﬂ —2n4+m—-—1\/2n—m+1
a k r—k

r=0 k=
n(ReSx 27ri(—m+n+7")a:<€27riac o 1)_TYW('U, j:x)w)

0
S,
B - : 2n+m—1 2n—m+1
N — r—k
Sn(Res 627”( m+n+7”)a:< 2mix 1)_TYW(U, :i:l‘)li))
gf Tﬁi(2n+m—l)Gn—m+l)
r=m+1 =0 r—k
- S, (Res emiomintrie(2mie _ 1)y, (v, +2)w). (4.33)
Using (B.4)), we see that the first term in the right-hand side of (4.33) is equal to
— S (Res ™M=y (v, £2)w).

Sincem >n>landr >m+1, we haver —2 > —m+n+r—12>n > 1. Then by (B.2)
with m,n replaced by —m +n +r — 1,7 — 2, respectively, we have

—m~+n+r—1
- —1\ [ -l—1
) ——L——(7n+¢+r )( : ,>:0 (4.34)
= (r=3-1) j r—2—j

Using (4.16|) with m,n replaced by —m +n +r — 1,7 — 2, respectively, and (4.34)), we see
that the second term in the right-hand side of (4.33)) is equal to

o] = —2n+m—1><2n—m+1>
—1)"" .
e
—m+n+r—1 n m—l—n+r—1
L Y=

sll|

-l - 2lmix -1 —2lmix
Sn—s (Resm ((r _g_ j) s 4 (7“ _g_ j>€ Y (v, £2)w
2:2:%? 4§im§?l-ﬂn+m—l 2n —m+ 1)
B , k r—k
k=0 7=0

s=1 l|s r=m+1

— -1 l )

) ( m—i—n—i—?“ )( >Sn . (ReSx QZWZIYm/(’U,:th’)U))
J r—1-j

S0 ) 95 MRS Bl (e I A |

s=1 lls p=0

> <” 7~Lp) < l )Sn s (Res,e ™Yy (v, £2)w) . (4.35)

=\ 7 p+m—j
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Using (B.4)) with «, 5, m replaced by n + p, [, p + m, respectively, we see that the right-hand
side of (4.35)) is equal to

n 2n—m o —2n+m—1)<2n—m+1)

N _1)Pm '
;ZZ'S: pz;( ) kzzo( L p+m+1—Fk

'<n+p+l

ptm >Sn_5 (Resxe_lexYW(v, j:x)w) ) (4.36)

Using (B.12), we see that (4.36) is equal to

— Z Z Olm—nSn—s (Resze’zl”zYW (v, j:x)w)
s=1 s
= — Z Sh—s (Resxe’2(m’")”wYW(v, j:x)w) )

(m—n)|s, 1<s<n

From the calculations above, we obtain that the right-hand side of (4.33]) is equal to

— Sn(Resxez’”(m_")xYW(v, +r)w) — Z Sh_s (Resxe_z(m_")”mYW(v, i:z:)w)

(m—n)|s, 1<s<n

= Z Sr—s (Resxe_Q(m_”)meW(v, ix)w) )

(m—n)|s, 1<s<m

Thus (4.25) holds in the case 2n > m > n. This finishes the proof of (4.25)) in the case
m > n. The proof of (4.23)) is now complete. |

Remark 4.7 The special case n = m and W =V of is the same as Proposition 4.4 in
[Mi2]. In fact, this proposition is not proved in [Mi2]. The proof of Proposition 4.4 in [Mi2]
uses some formulas obtained by Zhu for shifted g-traces of vertex operators. It is claimed
in [Mi2] that these formulas give some properties of O,(V'). But actually these formulas
of Zhu show that such properties hold for the kernels of suitable linear maps constructed
from shifted g-traces of vertex operators. Although O,(V') is a subspace of these kernels, one
cannot conclude from only these facts that O,(V') also satisfies the same properties. The
arguments in [Mi2] indeed give strong evidence that the conclusion of Proposition 4.4 in
[Mi2] must be true. But these arguments do not give a proof. A proof is given by the proof
of the special case n = m and W =V of . In fact, the first proof of this proposition
was given by McRae [Md].

Proposition 4.8 Let W be a grading-restricted generalized V -module. Assume that a linear
map

S:W — ¢"C[[q]][log ]
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w— S(w;q) = ZZS’“‘ Y(log q)kqm ™™

k=0 neN
satisfies (@, and (@ Then

n

Z ( ’flm )Sk’n(ReSerW(nJrl)m(627”2: . 1)7n7m71YW(w, 33')11)) _ 27Ti<7" + n)Sk,n<w)

m=0

=2mi(k + 1)Sks1n(w) (4.37)
fork=0,...,K,neN and w e W, where Sgi1,(w) =0 forn €N and w e W.

Proof. From (4.8]), (A.4)) and (4.6)), we obtain
K
(i3 3 kS o) + 2rif* lr-+ )i )l

k=0 neN k=0 neN
K

— o Z Z Sk’n(Resxemrim(eQm‘x o 1>71YW1 (w’ l’) )(log q)k r+n
k=0 neN

K
203030 30 D Sun(Resa (27 — i, (o, 2)) log )

k=0 neN scZy s

K
= 2mi Z Z Sk (Res, €™ (2™ — 1) Wy, (w, z)w) (log ¢) g™

k=0 neN

K n
— 2mi Z Z Z Z Skn—s(Resy (2™ — e 2™ Y (w, z)w) (log )¢, (4.38)

k=0 n€Z s=1 I|s
Taking the coefficients of (log ¢)*¢"+" in (4.38)), we obtain
Sko(Rese?™ (2™ — 1)WYy, (w, 1)w) — 27irSko(w) = 2mi(k + 1)Skr10(w) (4.39)
for k =0,..., K, which is in the case of n = 0, and

n

Sk (Res,e®™ (2™ — 1) Wiy, (w, )w) — Z Z Skm—s(Res, (2™ — ™ 2™0) Y (w, z)w)

s=1 s

=27i(k + 1) Sky1,n(w) + 2mi(r + n) Sk (w) (4.40)

for k=0,...,K and m € Z,.

Note that for &k = 0,..., K, >\ Skn(w)g™*" satisfy and (4.7). Thus for fixed &,
all the results above hold for Sy, for n € N. Expanding e*™® = (1 + (e*™* — 1))" as a
polynomial in €™ — 1 and then using for Sk, we have

n n—1 '

Z ( n )Skn(RGSx 2 n+1)zx(62mx _ 1)—n—m—1YW(w7$)w)
m

m=0
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=y <_” . 1) (n> Sin(Resp ™™ (€™ — 1)7" 7" Wy (w, 2)w)

m J

m J
— Sk7n<ReSm€27riz(627ria; o 1)_1YW(CU, x)w)

-1 , 1 .
- Skns (Resx (( ! . )627”“” + ( l , )6_27”[35) Yw(w,x)w)
’ n—j—1 n—j—1

222 ()0

m=1 j=0 s=1 ||s

=1 2l I=1 —2mil
. _ Tilx milz |y )
S’“’"s(ReSx<<n—j+m—1)e +<n—j—|—m—1)e w(w, x)w

(4.41)

Using (B.19)), (B.20)), (B.23) and (B.24)), we see that the right-hand side of (4.41]) is equal
to the left-hand side of (4.40)). Then by (4.40), we obtain (4.37). |

Remark 4.9 The special case W =V of implies immediately Proposition 4.5 in [Mi2].
In fact, this proposition is not proved in [Mi2]. Note that Proposition 4.5 in [Mi2] is based
on the same arguments as what Proposition 4.4 in [Mi2] is based on. As we have discussed
in Remark [4.7] though these arguments indeed give strong evidence that the conclusion of
Proposition 4.5 in [Mi2] must be true, they do not give a proof. A proof of this proposition
is now given by the proof of the special case W =V of (4.37). We also note that [Mi2] does
not have a proof of Proposition 4.6 in [Mi2]. Since we do not need anything equivalent to
Proposition 4.6 in [Mi2] in this paper, we do not give a proof. On the other hand, without a
proof of Proposition 4.6 in [Mi2], the proof of the modular invariance theorem in [Mi2] is not
complete. Certainly the modular invariance theorem in [Mi2] is a special case of Theorem
below and thus we do obtain a complete proof in this paper. But it is still interesting to
see whether the method in [Mi2] can indeed give a complete proof of the modular invariance
theorem in [Mi2]. To see this, we need to find a proof of Proposition 4.6 in [Mi2].

We now prove the main result of this section.

Proof of Theorem . Since ¢§7 ([v]n) = 0 for m,n € N satistying 0 < m,n < N and
m # n, to show wfgvk](@“(W)) = 0, we need only show 9§, ([w]u,) = 0 for w € W and
0 < n < N such that [w],, € Q®(W).

Since S satisfies and , we see that for k=0,..., K and j =1,...,J, the linear
map given by w — Y« Sk jm(w)g™ for w € W also satisfies and . In particular,
holds for S, = Sj jp. Then by for S,, = Sk jn, we have

Sk’j’n(Resx(EQm(nH)x(627”‘90 . 1)72n7p72YW<U’ x>w) =0
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for p € N. Recall the invertible operator U(1) : W — W in Subsection 2.2. Changing the
variable in the formal residue and using (12.4)), we obtain

Sk’j,n(z/[(l)_lReSxQT—2n_2_pYW<(]. + x)LV(O)+"U, T)w)

1
= Sk.jm <Resmx2”2p(1 + )" Yw (uv(l)lv, 50 log(1 + x)) Z/{W(l)lw)

= 270 S, j.n(Res, 2™ Dz (2mie 1) =20=p=2y 0, (1, (1)~ o, o) Uy (1) )
=0

for v € V, w € W and p € N. Since elements of W the form Res,z™?""27PYy ((1 +
2)lv@+ny 2)w span O, (W) (see [HY]), the linear function S, o U(1)™* on W is in fact
a linear function on A, (W) = V/O,(V) (see [HY]). Changing the variable in the formal
residue and using , we see that in the case of m = n, (4.23)) in fact gives

Skgan(U1) (v 30 W) = S jin(U1) ™ (w 5 0))

(see [HY]) for v € V and w € W. This means that Sy, o U(1)~! is in fact a symmetric
linear function on A, (W).

Since V' is Cy-cofinite and has no nonzero elements of negative weights, by Theorem [3.19
A"™(V) is finite dimensional. But from [HS], A, (V') is isomorphic to a subalgebra of A™(V)
and is thus also finite dimensional. By Theorem [3.21] A™(W) is also finite dimensional. By
Theorem [3.3, A,,(W) is linearly isomorphic to a subspace of A"(W) and is thus also finite
dimensional.

By Theorem [2.2] there exist finite-dimensional basic symmetric algebras P; fori = 1,...,1
equipped with symmetric linear functions ¢;, finite-dimensional A,,(V')-P,-bimodules U; (pro-
jective as right Pi-modules) and f; € Homuy,, (v),p, (An(W) ®a, ) Ui, U;) such that for w € W

l

SkanU1)'w) =Y (), (w + On(W)).

i=1

For a lower-bounded generalized V-module W and n € N, we have G,,(W) = W, =
I, .crawy Wins4n). In [HY], a lower-bounded generalized V-module S, (G, (W) is constructed
such that G, (S,(G,(W))) as an A,(V)-module is equivalent to G, (). In fact, this con-
struction does not have to start from G,,(W) of a lower-bounded generalized V-module W.
We can start with an arbitrary A,(V)-module M and the construction gives us S, (M) is
constructed such that G, (S,(M)) as an A, (V)-module is equivalent to M. One can also
obtain S, (M) using the construction given in [H6] and [H7].

Fori =1,...,l, we have lower-bounded generalized V-modules S,,(U;) and S,,(U}). Since
U; and U; for i = 1,...,n are finite dimensional, by Proposition[3.19] S,,(U;) and S,,(U;) are
grading restricted. In particular, S, (UF)” = S,(U}). Let Wi = S, (U;) and Wi = S, (Ur)'.
Then 15 = S,(U;) = S(G(W3) and (W) = S,(U7) = Su(Ga((W3)').

In the proof of Theorem 6.7 in [H9], an element f € Hom goo () (A (W) @ g00 vy Wa, W3) is
constructed from an element f~ € Hom v ) (AN (W) ® 4n (1) Q% (W2), Q% (W3)) such that the
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restriction of f to AN(W) ® an ) Q% (Wa) gives fV. The same proof, with AN (V), AN(W),
Q% (Wy), Q% (Ws3) and AN>°(W) replaced by A, (V), A, (W), G,,(Ws), G,(W3) and the sub-
space of A*(W) consisting of sums of elements of the form Y " [w]; for w € W and [w];;
for w € W and 4,5 € N satisfying ¢ < j, respectively, in fact gives a construction of an ele-
ment f € Hom geo(v)(A%(W) @ ace vy Wa, W3) from an element f € Homy, (v)(An(W) @4, )
Gn(Ws), Gn(Ws3)) such that the restriction of f to A, (W) ®a, vy Gn(Ws) gives f. Apply
this construction to f; € Homa, vy p,(An(W) ®a, vy Ui, U;) above for i = 1,... 1, we obtain
fi € Hom goo vy (A (W) ® ac(v) W4, W4) such that the restriction of fi to A (W) ®a,v) U
gives f;. In particular, for w € W such that [w],, € Q>(W) and w} € U;,

fil(w + O0un(W) @a,(v) wa) = fil ([w]un + Q% (W) @as(v) w2)
=0.

Then by the definition of ((ﬁz)é, we have (@)5(10 +O0,(W))=0fori=1,...,l forweW
such that [w],, € Q>°(W). Then

Vi (U) T 0]nn) = Sk jn(U(1) 7 w)

[
S
o=
=
+
o
=
3

for w € W such that [w],, € Q°(W). Since Q*°(W) = U(1)"'Q>(W) and 0<n<N,we
have proved ¥ g, ;([w]m,) = 0 for w € W and 0 < n < N such that [w],, € Q*(W). Thus
we have wévk](@“’(W)) = 0.

To prove ¥, ; 1s symmetric, we need only prove

¢é\zk,j<[v]mn * [Wpm) = ¢é'v;k,j([w]nm * [V]nn) (4.42)

forveV,weWand 0 <m,n < N. Since for k=0,...,K and j = 1,...,J, the linear
map given by w — > Sk jm(w) for w € W satisfies (4.6) and (4.7), we see that (4.23))

holds for Sy, for m,n € N. But by the definitions of [v];, ® [W]nm, [W]nm ® [V]mn and
Vs (442) is the same as (4.23).

Since S satisfies (4.8), we see that for j = 1,...,J, the linear map given by w
Z,ﬁio Y men Skgm(w) for w € W also satisfies 1} In particular, 1} holds for Sy ;.

for j =1,...,.J. By the definition of 9§, ; and [w]n, ® [w].,, We see that the first term in
the left-hand side of (4.37) multiplied by 27 is equal to ¥g, ;([w]mm ® [W]n,) and thus from

and [1],, ¢ [W]nn = [W]nn, We obtain
V5o ([Wlnn — (270 (rj + 1) U] n) & [W]nn) = (270)* (k + 1)tgx 41 5 ([whon). (4.43)
Using repeatedly and note that 1§z ;([wlhn) = Sk41,m(w) = 0, we obtain
V8 (Wl — 270)2(rj + 1) L) * Y @ [w]0) = 0
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forwe W andn=20,...,N. For k,l € N, k # n and w € W, we have
V8 ([Whan = 270)? (ry + 0)[1n) * ETHD 0 [w]yy) = 98 ;(0) = 0.
If for [ € N and [ # n, note that
([w — @mi)*(rj +n)L]n) * EHD @ ] = (0],

for some w € W. Then by the definition of 1, ; we have
¢évkj(([w]nn - (27Ti>2(rj +n)[1]5n) $ (KkFD) o (W) = ¢évkj([w]nl) = 0.
Thus (4.9)) is proved. |

5 Modular invariance

In this section, we prove the conjecture on the modular invariance of intertwining opera-
tors. See Theorem [5.5] From the genus-one associativity, as in the proof of the modular
invariance in the semisimple case in [H2|], we see that we need only prove that the space
of all genus-one 1-point correlation functions constructed from shifted pseudo-g-traces of
geometrically-modified intertwining operators are invariant under the modular transforma-
tions. We introduce a notion of genus-one 1-point conformal block as a map from a grading-
restricted generalized V-module W to the space of analytic functions on the upper-half
plane H satisfying some properties involving the Weierstrass functions p-function go(z;7),
the Weierstrass (-function p;(z;7) and the Eisenstein series Go(7). We prove that modular
transformations of genus-one 1-point correlation functions constructed from shifted pseudo-
g-traces of geometrically-modified intertwining operators give genus-one 1-point conformal
blocks. Then we prove that the image of w € W under a genus-one 1-point conformal
block must be a sum of genus-one 1-point correlation functions constructed from shifted
pseudo-g-traces of intertwining operators. This in particular proves the modular invariance
conjecture.

We now introduce the notion of genus-one 1-point conformal block. Let H be the open
upper-half plane and H (H) the space of analytic functions on H. Recall the formal Laurent
series expansion g1 (x; 7) —Ga(7)x of p1(2z;7) —Ga(T)z given by and the formal Laurent
series expansion g (z;7) of po(z; ) given by (A.6).

Definition 5.1 Let W be a grading-restricted generalized V-module. A genus-one 1-point
conformal block labeled by W is a linear map

F:W — H(H)
w— F(w;T)

satisfying

F(Res,Yw (v, z)w;T) =0, (5.1)
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27m'(%F(w; 7) = F(Res,(p1(z;7) — Gao(7)2) Y (w, )w; 7), (52)

F(Reszpa(z; 7)Yw (v, x)w; 7) = 0 (5.3)
forveV and we W.

Let W be grading-restricted generalized V-modules and w € W. Given a finite-dimension-
al associative algebra P with a symmetric linear function ¢, a grading-restricted generalized
V-P-bimodule W, projective as a right P-module, and an intertwining operator ) of type

(WWW) compatible with P, we have a genus-one 1-point correlation function Ff,(w;zn‘),
which is the analytic extension of the sum of the series

L~
Ffj(w; Z,7) = Tr%y(uw(qz)w, qz)qTW(

Using the L(—1)-derivative property and L(—1)-commutator formula for the intertwining
operator ), we have

0. ) —
5, LY (U (¢:)w, ¢:)a-
- - Ly (0)— 5
= T V1((2mi Ly (0) + 2miq Ly (— 1)U (g )w, ¢.)gr ™ %
: L (0)-5
= 21 TYf, [ L (0), V(Uw (q:=)w, ¢z g™
=0.
Since Ff,(w; z;7) is the analytic extension of Tr%y(uw(qz)w, qz)qTLW(O)_Q%, we obtain
—F;l(w; z;7) =0, (5.4)

dz

that is, Ff,(w;z;T) is independent of z. From now on, we shall write Ff,(w; z;7) simply

as Ff,(w; 7). Then we have a linear map Fo W — H(H) given by w F;(w;ﬂ. For
a € C*, we define a= 2w to be a‘LW(O)Se_()I}Og“)LW(O)N, where, as is explicitly discussed in
Subsection 2.2, loga = log |a| + arga, 0 < arga < 2.

( (;‘ ? ) € SL(2,7),

the linear map from W to H(H) given by

Proposition 5.2 For

—0 L at + 3
w = Fy, ((77’ + ) Lw Oy, po— 5) (5.5)

1s a genus-one 1-point conformal block labeled by W .
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Proof. The identity (2.19) in [F2] in the case n = 1 becomes

<27Tia2 + Ga(T )z§> F¢’(w 7) + Go(T) F- (LW(O)w;T)

= Fy(Lw (- — > Gopa(T) F§( Ly (2k)w; 7), (5.6)

kEZ

where in the left-hand side, we have used
Ff,’(LW(O)w;T) = (wt w)Fﬁ(w;T) + FS‘,’(LW(O)Nw;T).

Using (5.4]), we see that (5.6 becomes

.0
ZWZEFﬁ(w;T) F¢(LW %ZNGQ,HQ LW(Qk)w 7)
= Fy ( ) =) Gopaa(7) Ly (2k)w; ) (5.7)
keN

Let 7/ = iTig Then 1) holds with 7 replaced by 7’. Using the modular transformation
properties of Gagi2(7) for & € N and the commutator formulas between Ly, (0) and Ly (n)
for n € Z we see that the formula obtained from ([5.7)) with 7 and w replaced by 7" and

(y7 + 0)~Ew Oy is equivalent to

QWigFfj((’yT + (5)_LW(O)w; )

or
= F)((yr + 5)—LW<0>LW(—2) -T’)
- Z Gaopr2(T)Fy (v7 + 0) 2w O Ly (2k)w; )
keN
= Fy ((’YT + )~ tw(© ( ZGQHZ )Lw ( 2k)> > . (5.8)
keN

For v € V, from the n = 1 case of the identity (1.10) in [F'2] and the fact that Ly (0)y
commutes with vertex operators for W, we obtain

Fy((y7 + 6) "% ORes, Yiy (u, 2)w; 7') = 0 (5.9)

and from the n = 1, [ = 2 case of the identity (1.14) in [F2], the modular transformation
property of Goyio(7) for k € N and the commutator formula between Ly (0) and vertex
operators for W, we obtain

Fﬁ (yr+8) PO Ly + Z (2k + 1)Gopro(T)ugi | w; " | =0. (5.10)
kel
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Formulas (7.9) and (7.10) in [H2] still hold, that is, we have

( ) =Y Garga(T) L, 2k)> w = Res, (p1(2;7) — Go(1)2) Y (w, 2)w  (5.11)
keN
and
U_g + Z (2k + 1)Gaopya(T)ugr | w = Resypa(z; 7)Yw (u, z)w. (5.12)
kEZy

Using ((5.11)) and -, we see that (| and (| - ) become

0 L /
QWZEF),((’VT + )7k Ow: 7 )

= Ffj ((fyr + 5)’LW(O)Resx(p1(:c; T) — Go(T)2) Y (w, z)w; T') (5.13)
and

Fy (37 =+ 8) " OResy 0o (25 7) Yiw (u, 2)w; ) = 0, (5.14)

respectively.
Using analytic extensions, we see that (5.9), (5.13]) and (5.14)) becomes

F;((’YT +6) " EvORes, Yiy (u, z)w; ') = 0,

0 =% —Lw /
QWZEFJ,((VT—F&) L (O)U);T)

— Ff; ((’YT + 5)*Lw(0)Resx(p1(m; 7) — Go(7)2) Y (w, x>w;7_/) 7
Ff; ((v7 + 8) " O Res, oo (2; 7)Yir (u, 2)w; 7') = 0.

These are exactly the conditions for the linear map given by (5.5 to be a genus-one 1-point
conformal block. [

As in [H2], Theorem in [F1] and [F2] is proved by deriving a system of differential
equations of regular singular points satisfied by the formal series of shifted pseudo-¢,-traces
of products of geometrically-modified intertwining operators. In particular, the genus-one 1-
point correlation functions F;(LW(O)’]’Vw; 7) for k=0, ..., K satisfy a system of differential
equations of a regular singular point ¢, = 0, where K is the smallest number of N such that
L (0)KT1w = 0. In fact, the system of differential equations satisfied by F (LW(O) hw; T)
are derived using only the Cs-cofiniteness and the ¢.-expansions of (| . and (| .
Using this fact, we first show that elements in the image of a genus-one 1- pomt conformal
block satisfy differential equations of a regular singular point ¢, = 0.

Proposition 5.3 Let V be a Cy-cofinite vertex operator algebra and W a grading-restricted
generalized V -module. For a genus-one 1-point conformal block F' labeled by W and w € W,
F(LW(O)g\,w; T) for j =0,..., K satisfy a system of K + 1 differential equations of a regular
singular point at q;, = 0, where K is the smallest number of N such that Ly (0)5 1w = 0,
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Proof. As in the case of n = 1 in [H2], [F1] and [F2], let R = C[G4(7),G¢(7)]. Then
Goyo(T) € R for k € Z,. Consider the R-module Mp generated by functions of 7 of the
form F'(w;7). Then the linear map F in fact induces an R-module map F from the R-module
T =R®W to Mg given by F(f(7) @ w) = f(7)F(w; 7).

As in [H2], [F1] and [F2], let J be an R-submodule of T" generated by elements of the
form

(Yiw)—2(0)w + > (2k + 1)Gapsa(T) (Yir )2k (0)w

keZy

for v € V and w € W. Then by and , we see that ker FF C J. In particular, F
can in fact be viewed as an R-module map from 7'/J to Mp.

Since V' is Cy-cofinite, the same proof as those in [H2], [F1] and [F2] shows that T'/J is
a finitely generated R-module. As in [H2], [F1] and [F2], let Q : T"— T be the map defined
by

Qf (1) @ w) = f(7) ® (Resep1(z; 7)Yw (w, ¥)w).

Since R is Noetherian, given w € W, the R-submodule of 7" generated by Q"(1 ® w) for
n € N is also finitely generated. Then there exist m € Z, and by(7) € Rfor p=1,...,m
such that

Q1@ w)+ Y b(r)Q" P(1@w) € J.
p=1
Then by the definition of Q, we obtain

1 ® (Resgp1(z; 7)Yy (w, )" w + pr(T) ® (Resgpo1(z; 7)Yy (w, )" Pw) € J.  (5.15)

For homogeneous w € W, from (j5.2)), we have

~

F(1® (Resyp1(x; 7)Yy (w, x))w)
= F(Resgp1(x; 7)Yw(w, x))w)

_ 27m'%F(w) + Go(r) (L (0)w)

— (zm'di + (wt U))GQ(T)> F(w) + Go(7)F(Lw (0) yw).

T

Then for m € N,

~

F(1® (Resgp1(x; 7)Y (w, )™ w)

= (zmdi + (wt w)GQ(r))m F(w) + i Dy (%, T> F(Lw (0)yw),

T

64



where for j =1,...,m, Dy, ;( dd ,T) is a polynomial in % of degree less than m with polyno-
mials in G(7) and 1ts derivatives as Coefﬁc:lents
Applying F to the element of .J in and using ker F' C J, we obtain

T
+iDm’j (d—, )FLW NUJ +i
j=1

d .
br) Do (o7 ) FLa O
p=1 j=

— 0. (5.16)

(mdi + (wt w)Go(T ) ) + Zb <2m— (wt w)Gg(T))mpF(w)

m—p
1

Note that in , b,(7) and Dy, ; (%,T) forp=1,...,mand j=0,...,m — p are
independent of the genus-one 1-point conformal block F'. Since Ly (0)y commutes with
vertex operators acting on W, we see that the linear map given by w +— F(Ly (0)w) for
w € W is also a genus—one 1-point conformal block. Then for j = 1,..., K, F(Ly (0)/w) also
satisfy the equation (5.16)). So we see that F'(Ly/(0)7w) for j =0,..., K satisfy a system of
K + 1 differential equat1ons Moreover, since -+ = 2mig, % i , The smgular point ¢, = 0 of

dr
this system of differential equations is regular. |

Recall the genus-one 1-point conormal block F;(w; 7) obtained by taking shifted pseudo-

g--traces of an intertwining operator ) and then extending it analytically. For w € W, let
Fu be the space spanned by F;(w; 7) for all finite-dimensional associative algebras P with a
symmetric linear functions ¢, all grading-restricted generalized V-P-bimodules W, projective
W

as a right P-module, and all intertwining operators ) of type (WW) compatible with P.

We now prove the following main result of this section, which together with Proposition
implies the modular invariance theorem (Theorem [5.5)):

Theorem 5.4 Let V be a Cy-cofinite vertex operator algebra without nonzero elements of
negative weights, W a grading-restricted generalized V -module and F : W — H(H) a genus-
one 1-point conformal block labeled by W. Then for w € W, F(w;T) is in F.

Proof. By Proposition[5.3| F(Ly (0)w) for j = 0,..., K satisfy a system of K +1 differential
equations and the singular point ¢, = 0 is regular. Using the theory of differential equations
of regular singular points, we have an expansion

F(Ly (0)%w; 7) ZZZ CP i (w)Thgutm, (5.17)

k=0 j=1 meN

where r; for j = 1,...,J are complex numbers such that r;, —r;, € Z when j; # ja.
From (5.17)), the properties of the genus-one 1-point conformal block F' and Lemma ,
we obtain

K J
Z Z Z Cp i m(Res, Yy (u, 2)w) (log q) g™ = 0, (5.18)

k=0 j=1 meN
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2mi Z Z Z(k + 1)C£+1,j,m( )(log q)Fq"7*™ + (2mi)? Z(rj + m)C’,Syjym( )(log q)*q ™

k=0 j=1 meN meN
=Y O m(Resa($1(x5.q) — Ga(q)7)Yi (w, 2)w)(log g)" "+, (5.19)
meN

K J
Z Z Z Cyjm(Resa0a(x; q) Yi (u, 2)w) (log ¢) ¢ ™ = 0. (5.20)

k=0 j=1 meN

From (j5.18)—(5.20]), we see that the linear map S : W — C{q}[log ¢| given by

=22 D Climlwla

k=0 j=1 meN

satisfies the conditions needed in Theorem [4.3]

Since V' is Cs-cofinite, there are only finitely many inequivalent irreducible V-modules.
Let N be a nonnegative integer larger than all the real parts of the differences between the
finitely many lowest weights of the irreducible V-modules. Then any N’ € N + N is also
larger than all the real parts of the differences between the finitely many lowest weights of
the irreducible V-modules. By Theorem 4.3}, for k = 0,..., K and j = 1,...,J, the linear
map g, . : UV (W) — C defined by

wsm([] ):0
for 0 < m,n < N',m #n, and w € W and
¢Skg([ ] m):OI(c),j,m<w)

for 0 < m < N’ and w € W induces a symmetric linear function, still denoted by wé\f;d, on
AN'(W) satisfying

V8o ([Wmm — 2m0)(rj 4 m) L) * EHY @ 1) = 0. (5.21)
By Proposition [3.22, we know that AN (W) is finite dimensional.
Note that
~ N/ ~
1Y Q¥(V) =) [+ Q(V)
k=0

is the identity of AN (V). Let
QR =&

where e’ ... &N € AN'(V) are orthogonal primitive central idempotents in AN (V). Then

AN'(V) = AN @ ... @ AN where AN = AN'(V) & &Y for i = 1,...,n/, is a decom-
position of AN (V) into a direct sum of indecomposable AN (V)-bimodules. Let UY" =

eV o AN'(W) e &N fori=1,...,n. Then we have the decomposition

A’N’(W) :[71]\7'@...@[797,
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of AN'(W) as a direct sum of AN~ .. Avﬁcl—bimodules. Let BY = AN (V)@ AN (W) be the
trivial square-zero extension of AV (V) by AN (W) and BY = AN @ UN fori=1,...,n/
the trivial square-zero extension of AY by UN'. Then

BN =BNg...0BY.
Fori=1,...,n/, let &};J;N, = WSV;;W-]EN/ and let
N olp=1,... 0, v=1,...1 5.22
1,1V 7 iy

be a complete set of orthogonal primitive idempodents of ;gv " such that

, /
~N' __ 2 § ~N’
AN/ =6 zuw

p=1 rv=1
~JY/;V1AN o~ ”MAN for p =1,...,1, 1/1,1/2 =1,...,0;, and ewmAN * e ZMVQAN for
1< <pe <U vy = 1,...,l;m, =1, 0, Then (5.22) is also a complete set of
orthogonal primitive idempodents of BZ-N such that
~N’
L = L = ZZ v
p=1 v=1
N BN~ DN’ _ DN/ N’ BN’
€ Bi 1#5,23 for p = 1.0, Vl,VQI =1,...,1;, and eme % € Bi for
1§p1<u2§l Ul_l""’lwl’ = ""’ZWQ Let
e, = e+ Rad(dl ) € BN /Rad(¢} ;) = BN /Rad (¢} ;)
forp=1,....l;,v=1,...,0},. Then
~N’
BN Rad(el ;) = Z i
p=1 rv=1

fov;lljl (BN /R d( Z,j;N’)) - Ez MVQ(BN /R d(¢k] N’))

for p=1,....l;, vi,ro=1,...,1}, and
zu1V1<BN /R&d( Z,j;N’» ;ﬁ ,MQVQ(BN /Rad< ’;'c,j;N’))
for 1 <y <pe <l,vi=1,....0,,vn=1..10,L
l;
e ="V,



Then by Theorem [2.2] N
Pii,j;N' = ng'(BN'/Rad( Z,j;N'))gfw
fori =1,...,n" are basic symmetric algebras equipped with symmetric linear functions given
by gbfm;N,, and R
My = (BN [Rad(g], j,x))EY

are EN'(V)—P,;j;N,—bimodules which are finitely generated and projective as right Py ;-
modules. Moreover, we define

fl:;?,j;N, E HomAVN/(V)vpzyj;N/ (AN (W) ®AVN/(V) Ml:‘,j;N” le},j;N’)
fori=1,...,n" by fi n(0@w;) = (0,10)w; for w € AN (W) and w; € M, ;. and then we
have

n/

U 10) = S (6, B (10 + G (W) (5.23)

i
- Mk,j;N’
=1

for o € AN (W). We use ﬁM;’j;N, : AN'(V) — (End My ;.x») to denote the homomorphism of

associative algebras giving the AN "(V)-module structure on Mli,j; nr- Then from (5.21f) and
Theorem 2.2 we have

(([Whm = @) (rj + m) (L) D+ Q¥ (V) M 0 = 0 (5.24)

v

i
k,j;N!

form=0,...,N'.
From Proposition , the map U(1)~" induces an isomorphism from A*(V) to A>(V)
and thus also induces an isomorphism from AY (V) to AV (V). In particular, the map

Ongi AN'(V) = (End M;, ;.y) defined by

O (Wl +Q=(V)) =y (UL 0] + QF(V))

k,j;N/ k,j;N/
forv eV and k,1=0,..., N’ gives an A (V')-module structure to Mj -
We now show that M,i’j;N, fori=1,...,n, k=0,...,K and j = 1,...,J are graded
AN'(V)-modules (see Definition 5.1 in [HS]).

Note that v
Z 19M;Z ,([1]mm + QOO<V)) = 1Mzi 53N
m=0

Also we have

([ + @V (L + Q¥(V)) = [T + Q=(V),
([ + Q% (V) o ([Umm + Q% (V) =0

for ,m=0,...,N', I #m. So
g ([ + Q= (VI
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is a partition of the identity on M, li,j; N In particular,

N/
M g = [T (M )i
m=0
where for m =0,..., N’
(M} o )im) = Ongi (L + Q(V)) M.

Since [W]mm + Q> (V) commutes with [1],, + Q*(V) for m = 0,..., N, (M j.x:)pm) i
invariant under ¢y ([wlmm +Q>(V)). Since
([Wlmm +Q=(V)) o ([Mu +Q=(V)) = ([wlu + QF(V)) & ([Lmm + Q@(V)) =0

for I € N not equal to m, we see that Vp;i  ([w]mm +Q>(V)) is 0 on (Mj ;. x)u - Note also
that 19M]i "N/([l]mm +Q>(V)) on (M,i,j;N,,)[m] is the identity on (My ;. )im)- From (5.24), we

have

v (([lmm = @) (rj + m) (U + Q< (V) * DY (M )y = 0. (5.25)

i
k,j;N!

By the definition of 79M,i . and (|5.25)), we obtain

Ongi (U n — (2m0) (rj + m) U)W+ Q% (V) FTH D) (M ) = 0. (5.26)

k,j;N!

Using U (1)w = (2mi)*(w — 1) and U (1)1 = 1 (see the definition of /(1) and Lemma 1.1 in
[H2]), we see that ([5.26)) becomes

o (K—k+1) .
Do (o = (% 57 ) o+ @00) ) (Wt =0 520

Thus (M} j.n/)im) 1s the generalized eigenspace of Mi _N,([w]mm + Q>(V)) with eigenvalue
rj + 5 T m. -
ForveV,k1=0,..., N and w € (M,i’j;N/){m},
ﬂM}i,j;N/ ([U]kl + QOO(V))U} - ﬁM;,j;N/ ([U]kl + Qm(v))ﬁMli,j;N’ ([1]mm T QOO(V))U)
=g (W W+ Q=(V))u

= 5lm19Mli,j;N’ ([U]km + QOO(V))U)
= Pz, ([ © [)im + @ (V))w
= 0wty (Wi + Q*(V)ass  ([W]im + Q= (V)

which is 0 when [ # m and is in (M} ;. x/)x) when I = m. So Condition 1 in Definition 5.1 in
[HS] is satisfied.
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We define

Ly . (0) Zﬁ [Wlnm +Q%(V)),
LM;]N, o Z,ﬁ kJN’ merlm_i_QOO( >)
Then (Mj, j.x+)m) for m =0,..., N' are generalized eigenspaces for L iy ( ) and M ;. n is

the direct sum of these generahzed eigenspaces. The eigenvalues of L M (0) are rj+ 57 +m

for m =0,..., N" and the real parts of these eigenvalues has a minimum %(7“]) This shows
that Conditlon 2 in Definition 5.1 in [HE| is satisfied. From what we have shown above, we
see that Ly . (=1) maps (M 5.5 )im) for m =0,..., N' =1 to (M} ;.x+)m+1)- So Condition
3 in Deﬁmt10n 5.1 in [HS] is also satisfied.

From Remark 4.5 in [H9] with W =V, we have

[Lagi,(0), Lagi

k,ji N/ k,j;N/

( 1)]w - 19M; N,([ ]m+1,m+1[w]m+1,m - [w]m+1,m[w]mm + QOO(V))UJ

=y (1) + Ly Ol + Q) (5.28)
for w € (M ;.x+)im)- By Proposition 2.3 in [HS], we know that
[(Ly (=1) + Ly (0) = Dwlmirm € QF(V).
Then the right-hand side of is equal to

79M;] N,([ W4 1,m)w = LM;] N,(—l)w. (5.29)

From ((5.28) and (5.29)), we obtain the commutator formula

[Lagi (0), Ly (=D = Lo (1) (5.30)

k,j;N' k,j;N’ k,j;N’
For k,0l =0,...,N" and v € N, by Remark 4.5 in [H9] with W =V and Proposition 2.3
in [HS],

[LM; N, (0), 19Mi ,([U]kl +Q*(V))w

=V (lw ]kk + QOO(V)WM;J;N,([U]M +Q7(V)w
- 79M1 ol Q¥ (V))Iagi (Wl +@%(V)w

=i ([ ik © [0]e = [0l © [wlu + @7(V))w

=V (L (=1) + Ly (0))v]a + @=(V))w

= (k=D (ol + @(V))w
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for w € (Mj, j.x+)p- Then we obtain the commutator formula
Earg, O, (i + Q¥ V)] = (k= Doy (e + Q). (531
Fork=0,...,.N'—=1,1l=1,...,N and v € V, also by Remark 4.5 in [H9] with W =V,

Lagg o (=10 ([l + Q=)

k,j;N/

= 19M;,j;N,([w]k+1,k + QOO(V)WM;J; ([l + Q= (V))w
- ﬁM;’j;N,([U]kl + QOO(V)WM;J;N (Wit + Q> (V)w

= O (Whkenp o [olu = [l o (Wl + Q% (V))w

=i (Lv (=Dl + @=(V)w

for w € (M ;. x)- Then we obtain the commutator formula
Lag (Dt (Wl Q2 = Vo (LoDl +Q¥(V)).  (532)

k,j; N/
From ([5.30)), (5.31) and (5.32)), we see that Condition 4 in Definition 5.1 in [H§] is satisfied.
Thus we have shown that M; .., is indeed a graded AN (V)-module.
From Section 6 in [H9], we have the lower-bounded generalized V-module Wy .\, =

S%;(M,z ) constructed from My ; .. By Proposition 6.2 in [H9], we see that QR (W ; /) =
Mj. ;. Since V' has no nonzero elements of negative weights and Co-cofinite and M; ; / is
finite dimensional, by Property'Q in Proposition , W,ﬁyj; N as a lower-bounded general-
ized V-module generated by My ; v, is quasi-finite dimensional and is in particular grading
restricted. By Property 5 in Proposition @ VV/,C v 1s of finite length.

Now we consider the case N’ = N. Given an element of Pk ., its action on the right
P ;. y-module M; . is in fact an AY(V')-module map from Mj, ;.\ to itself. By the universal
property of Wy . = S (M] ;.y), there is a unique V-module map from W, ;  to itself such
that its restriction to M .\ is the action of the element of Py .y on M .. Thus we
obtain a right action of Py ;. on Wy .. Since the action of Py ;.\ on Wy .y is given by
V-module maps, the homogeneous subspaces (W}, ;. y)ir;+m] of Wy .y for m € N also have
right Py . y-module structures. We now show that these right Py . y-modules are in fact
projective.

Since QX (W}, ;.y) = Mj, .y is a right projective P} ;. y-module,

N
QW) = TTVE )y e
m=0

and (Wi . x) iy 4m) = (M j.n)pm) for m = 0,..., N are right P} ;. x-modules, (W} . x)ir,+m) for
m =20,...,N as direct summands of M,i,j;N are also projective as right P,ij;N-modules. We
still need to prove that (W .y )p,+n7 for N' € N +7Z, are projective as right Py ;. y-modules.

Using the isomorphisms #(1) : AN (V) — AN(V) and the Uy (1) : AN (W) — AN (W),
all the elements and structures we obtained from AN (V) and AN (W) are mapped to the
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corresponding elements and structures that one can obtain from A (V') and AN (W) in the
same way. Moreover, these elements and structures have completely the same properties.
Let e =uU(1)é) for i’ =1,...,n". Then 1V +Q*(V) =el' +--- + el and N < N,
we have
1Y+ Q=(V) = (1Y +Q*(V)) o 1V +Q™(V))
= o (1Y @) 4o+ e o (1Y 4 QX(V)).

Using the properties of 1V and e}’ for i = 1,...,n’, we see that e} o (1N + Q>(V)) for

i"=1,...,n" are all in AN(V). Let e, ..., eY be the nonzero elements in the set consisting

of the elements e} o (1N 4+ Q>(V)) for i’ = 1,...,n’. Then we have

V4 Q(V)=el +---+¢el).
From the properties of 1V and ef}ﬂ for i = 1,...,n" again, we see that e, ... el are
orthogonal primitive central idempotents of AV (V). Let AN = AN(V) o elN. Then we have

ANVy=AV @@ AN,

Also we have AN(W) = (1Y +Q>(V)) o AN (W) o (1N + Q>(V)). Since AN (W) = UN @
@ UN' where UY' = el o AN' (W) oelN fori' =1,...,n/, we have
AT(W) = (AN 4+ Q¥(V) 0 AV (W) o (17 + Q*(V))

= (V4 Q=(V) o Ul o (1N + @™(V))
&1V +Q(V) o UY o (1N + Q¥ (V))
= (e7" o (I +Q=(V)) 0 AN(W) o (7" o (1N +Q™(V)))

B @ (e o (1N +Q¥(V)) 0 AV(W) 0 (e o (17 + Q*(V))
=U'®---aUY,

where UY = e} o AN(W;) o el is an A)-bimodule for 7/ = 1,...,n/.
By definition,

BN = AN(V) @ AN(Wy) ¢ AN (V) @ AN (W) = BY
as associative algebras. Let BN = AN @ UN for i = 1,...,n. Then we have
BN =BYa®-.-@BY.

For i and 4’ such that e = e o (1N 4+ Q>(V)) is nonzero, we have Rad(gb};j;N,) N BY =
Rad(¢}, ;). Then the kernel of the homomorphism of associative algebras from B to
BY' [Rad(¢;, ;.n) is Rad(¢} ;.n/) N BY = Rad(¢}, .y). In particular, we obtain an injec-
tive homomorphism of associative algebras from B" /Rad(¢}, ;.y) to BN /Rad(¢j, .n,). This
injective homomorphism maps e} + Rad(¢}, .y to e "+ Rad(gb};j; N
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Letez,w, U(l)e Z,Wfor@ =1,...,n u L....lL,,v=1,. ..,l;, For i and ¢’ such that
eN =ell o (1N + Q>*(V)) is nonzero, let e, =N +Q>(V))oel oeN for p=1,...,1,
v=1,...,0;,. Then {ewy} is a complete set of orthogonal primitive idempodents of AN

satisfying

l; lz,u,

_ N
1AN—€ = g € s

p=1 v=1

ZWIAN ~ e, A and e, AN £ el AN for py # po. In fact, it is easy to see that

e, } is a complete set of orthogonal idempodents of B}Y satlsfylng the conditions above.

Here we give only a proof that these orthogonal idempodents are prime. To see this, we note
that the left AN-module ANel  is in fact also a left AV (V)-module. Since AY (V) is finite

€iuv
dimensional, AN ZNW is also finite dimensional. Then it must be a graded AY(V)-module.
Similarly, A) e

ey ., is a graded AV '(V)-module. Conclusion 2 in Proposition in fact
says that the functor S¥  from the category of graded A™(V)-modules to the category of

voa
lower-bounded generalized V-modules is an equivalence of categories and its inverse is the

/

functor QY. The same is true for the functor SY, and QY. Since e is prime, A)'el’  is

an indecomposable graded AN’ (V)-module. Thus the lower-bounded generalized V-module
W =5V (AY el ) is also indecomposable. Since N’ > N, we know that ANel isa graded

voa 7 ,uu € v

subspace of AY'e)' . By Conclusion 3 in Proposition | we see that ANel¥ == Q% (W).

€y NI 7,,LLI/

If ANe fVW can be decomposed into the direct sum of two proper graded AY(V)-modules,

then SN

voa

(ANeXN,) can be decomposed into the direct sum of two proper lower-bounded

generalized V-modules. But by Conclusion 2 in Proposition [3.20] again,

Sroal A €) = Siia

(W) = W.

Thus we conclude that W can be decomposed into the direct sum of two proper lower-
bounded generalized V-modules. Contradiction. So ANel = cannot be decomposed into the
direct sum of two proper graded AY(V)-modules. This i is equlvalent to the fact that e w18
prime.

Since BY = AN + U}, we see that {e]
idempodents of BzN satisfying

; ;w} is also a complete set of orthogonal primitive

ll [

l
N
1BN—€ E E €

p=1 v=1

BY ~¢),,BY and e, , BN # el BN for uy # ps. Let €, = e, + Rad(¢}, ;)

€ /1,1/1 T, U2 1,11 7 ,ugl/g
forp=1,...,0,,v=1...1, - Then {eV L} is a set of orthogonal primitive idempodents of

BY /Rad( };J;N) = BN/Rad( o) and

ll liu
) — N N
p=1 v=1
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Moreover, we also have

€; ul/l(BN/Rad( Z,j;N)) =¢ ,uz/g (BN/Rad( ;c,j;N))
and ‘ '
ZM1V1 (BN/R‘ad( ’Ibﬂ,j,N)) # z,ugl/g(BN/Rad( Z,j;N)
for py # pua.
Let y
€

p=1
Then we have

Pli,j;N = GZN o (BN/Rad( ?c,j;N)) < EzN

and
Mk]N (BN/Rad(¢kj ))05?7-
N

Thus we obtain an injective homomorphlsm of associative algebras from P}y = €\ o
(BY/Rad(¢}, ;.y)) © €' to P]sz, = )" o (BN /Rad( ng)) o). We shall view Py .y as
a subalgebra of Py, from now on. In particular, My, = (B /Rad(¢} ;.n)) © €)'
is also a right P/ ;. y-module. Then we also obtain an injective Py ;. y-module map from
M,z] .~ = (BY/Rad(¢}, ;.x)) o€l to M} . = (BY' /Rad(¢}, ;) 0€h”. Moreover, M;. .\ and
MY kg are left BN-module and BY'-module, respectively, and this injective P,ﬁ,j; y-mmodule
map induces the left BY-module structure on Mj ;.\ from the left BY'-module structure on
M | |
We know that My, ; v, as aright Py ; y,-module is projective. We now show that M, 12 N 8s
a rlght P ;.y-module is also projective. It is enough to show that the right action of Pk v Ol
M v 18 in fact determined by the right action of P ;. x. In fact, we have proved that M ;. v
and M} .\, are AN(V)-P} . y-bimodule and AN (V)- P,;J; ~-bimodule, respectively and the
left AN (V)-module structure on Mj ; v is induced from the left AN "(V))-module structure on

i - i : i i
M. ;.no when we view My as a right Py y-submodule of My ; v, Then we have

N/
i’ _ i
My jine = H(Mk,j;N’)[m}
m=0
and
N
i
Mk,j;N kJ n) H ,J N’ [m]
m=0

By Proposition 3.20, M} .\, is equivalent to the graded AN'(V')-module Q% (S¥, (M} .\)) =

Q?V,(Wk]). We know that for m = 1,... N/, (M,i/’j;N,)[m] are right Phj;N,—submoduleS of
M v In particular, M v is a right Pk, v-submodule of M ,;’,j; ~v- Note that the action of
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every element of P,iij; N on M, é’j; ~ is an AN (V)-module map. By the universal property of
S{a(M; ;.n), such an AN (V)-module map gives a unique V-module map from ST, (M ;.x)
to itself. In particular, such an AN (V)-module map gives a unique AV’ (V)-module map from

ng /- Thus we see that the action of the element of P,i:j; N/ ol Mg/] »v must be the one
obtained from its restriction to M ; . But the restriction to My ; y of the action of P,i:j; N
on My .y, is exactly the action of P} .y. So we see that the action of P}y, on M .y, is
determined by the action of Py, on My ;. Thus M,f;j;N, as a right P/ ; y-module is also
projective. In particular, (Wi )i, +n1 = (M .x ) is projective as a right P .\ -module.
Since N’ is arbitrary, we see that W,g] and its homogeneous subspaces are all projective as
a right Py ; y-modules.

We know that QY (W, ;) = QX (S (M} j.x)) = M ;.- Then by Proposition@ (W)
is equivalent to S (QO ((ij) )). In particular, Theorem can be applied to the case

that Wy = W and Wy = W3 = Wy, = S (M ;.y). By this theorem, we obtain a unique

voa

Pli ji y-compatible intertwining operator yk ; of type (WWI;;ZJ ) such that
2y N k:77

PN(yzi,j) = fli,j;N S HOTHAN’(V),P,;‘J;N(AN(W) @ Zn (v Mli,j;m Mii,j;N)‘

By Proposition , we have a symmetric linear functhn ¢yi,j:¢}2 L on AN (W).
We actually need only the intertwining operators ) ; (that is, the case k = 0). It is clear
that the linear map given by

w— F(w;T) ZZF?;JN (5.33)

Jj=1 =1

for w € W is also a genus-one 1-point conformal block labeled by W. Then by Proposition

B3}

can be expanded as

J

ZZ Tj —l—ZTkG w; qr),

j=1 meN k=1

where for j = 1,...,JW, there exists j’ satisfying 1 < j' < J such that 7“](.1)

— Ty € Z+
and where G,(:)(w;qT) for k = 1,..., K are in [[, .- ¢/Cll¢;]]. Let s € Z, be larger than
the maximum of the real parts of the differences of the lowest weights of the (finitely many)
irreducible V-modules. Then we repeat the argument above s times to find finite-dimensional

associative algebras PI(S) with symmetric linear functions gbl(s), grading-restricted generalized

5



(s)

V-P®)-modules I/Vl(s) and Pl(s)—compatible intertwining operators y}s) of types (WWVZV l(s)) for
[=1,...,p" such that the linear map given by
P
w s Fw;T) — fo;l(s)m, 7)
=1
is a genus-one 1-point conformal block and for w € W,
P
Flw;T) — nyll(s)(w; 7) (5.34)
=1
can be expanded as
J(®) (#) K
> Cilulwiar Y TG (wi), (5.35)
j=1 meN k=1

where for j = 1,...,J®) there exists j satisfying 1 < j' < J such that r'® —p., € s+Nand
J 7 J

where G,(j) (w;qr) for k=1,..., K isin [], . ¢.C[[¢-]]. We now show that (5.34) is equal to
0.

We first prove that the first term in is 0 for all w € W. Assume that it is not 0 for
some w € W. Note that we have shown that r; + 57 for j = 1,..., J are the lowest weights of
M; ;. and thus are also the lowest weights of W ;. But the lowest weight of a lower-bounded
generalized V-module of finite length must also be the lowest weight of an irreducible V-
module. In particular, r; + 53 for j =1,...,J are lowest weights of irreducible V-modules.

Since the first term in ([5.35)) is not 0 for some w € W, the same proof shows that i 4 o

j
for j = 1,...,J® are also lowest weights of irreducible V-modules. But rj@ —ry € s+N, we
have %(7’;‘9) —rj) > s which is larger than the maximum of the real parts of the differences
of the lowest weights of the (finitely many) irreducible V-modules. This is impossible since

as we have shown above, rt®)

;/ — 1 is the difference between the lowest weights r](-s) and r; of
some irreducible V-modules. Thus the first term in ((5.35)) must be 0.
In fact, if we write the first term in (5.35) as Go(w; ¢, ), then (5.35)) can be written as

K
> 76 ().
k=0

We have proved that Go(w;¢,) = 0. We now use induction to prove that Gy (w;¢q,) = 0 for
k=0,...,K. Assume that Gx(w;q;) =0 for k =0, ..., ky. Then (5.35) becomes

K
> G (wig).

k=ko+1
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Note that ([5.34)) gives a genus-one 1-point conformal block. In particular, the property ([5.2))
for this genus-one 1-point conformal block gives

. 8 K S =
27”5 Z G (w: q,) Z T* G (Res, (61(5 ¢-) — Ga(gr)2)Yiw (w, 2)w; ¢) (5.36)
k=ko+1 k=ko+1

(see (A.4) for the definition of @1 (x;q,) — Ga(gr)x).
The left-hand side of (5.36) is equal to

Z kG (wqy) + 2mi Z " G(S (w; g, ). (5.37)
k=ko+1 k=ko+1
Since the coefficients of 7% in the right-hand side of and in are 0 and 2mi(ky +
1)G,(€?+1(w; q-), respectively, we obtain G,g) 1(w; ¢-) = 0. By induction principle, we obtain
Gr(w;q,) =0 for k=0,..., K. Thus is 0.
This proves is 0, that is,

()
p ()

F(w;T) = ny’;s)(w; q-) (5.38)

for w € W. Since the right-hand side of ((5.38)) is in F,, the left-hand side of (5.38)) is also

in F,,, proving our theorem. [ |

Let W1y, ..., W, be grading-restricted generalized V-modules and wy, € Wy,...,w, €
W,. Given a finite-dimensional associative algebra P with a symmetric linear function ¢,
grading-restricted generalized V-modules Wi, ..., W;_1, a grading-restricted generalized V-
P-bimodule Wy = W), projective as a right P-module and intertwining operators Vi, ..., Y,
of types (Ww‘z/ ) (VVVV o ) respectively, such that the product of )y,..., ), is compatible
with P, we ‘have a genus-one correlation n-point function

i . .
Fyl,...,yn(wb e WRi 21, 2 T).

Let Fy,,..w, be the vector space of such genus-one correlation n-point functions for all P,
¢7 le"'7WTL—17 WD = Wn and yl)"'ayn-
We are ready to prove the main theorem of this paper.

Theorem 5.5 LetV be a Cs-cofinite vertex operator algebra without nonzero negative weight
elements. Then for a finite-dimensional associative algebra P with a symmetric linear func-

tion ¢, grading-restricted generalized V-modules Wy,...,W,_1, a grading-restricted gen-
eralized V-P-bimodule Wy = W, projective as a right P-module, intertwining operators
Vi,..., V. of types (Wvlv‘%vl), cee, (VV[Z?I%V;), respectively, such that product of Vi,...,YV, is

compatible with P, and

( 3 ? ) € SL(2,2),

7



_ 1 LW1(O) 1 LWn(O) .
FS, .y wy, .. Wy —— L — ;m+ﬁ
bt \ AT + 6 YT+ 6 YT+ 6 YT +0 T +0

15 1M Fupy,.oop -

Proof. As in the proof of the modular invariance (Theorem 7.3 in [H2]) in the rational case,
using the genus-one associativity proved in [F1] and [F2] (see Theorem [2.7)), the proof in the
general n case is reduced to the n = 1 case. So we need only prove the n = 1 case.

In the n = 1 case, by Proposition [5.2] the linear map given by

wlr—>F§: wy; il ;Oﬁ+/6
"\ \yr+9 YT+ YT+

is a genus-one 1-point conformal block. Then by Theorem [5.4] for wy, € Wy,

F(;s 1 Lwl(O)w. 21 _OzT—i-ﬂ
Y\ \yr +6 1’77+5’77+5

is in F,,, proving the theorem in this case. [ |

A The Weierstrass p-function g,(z;7), the Weierstrass
(-function @;(z;7) and the Eisenstein series G5(7)

We recall in this appendix some basic facts on the Weierstrass gp-function, denoted by s (z; 7)
in this paper, the Weierstrass ¢-function, denoted by ¢ (z; 7) in this paper, and the Eisenstein
series Go(7). For details, see [L] and [K]. The Weierstrass p-function @o(z;7) has the g-
expansion
2
. _ . s T .
p2(257) = (2mi)°q:(g- = 1) 72+ (2mi)* Y > Uz + ey — 5 —202m)* Y o(l)g;

SELy s l€Z4

(A.1)

in the region given by |¢,| < |¢.| < |¢-|™" and 2z # 0, where o(l) = > npn for 1 € Z,. Note
that the coefficients of the power series in ¢, are holomorphic functions of z on the
whole complex plane except for the the coefficient (27i)%q.(q. —1)~2 of ¢, which has a pole
of order 2 at z = 0. Let

@2($7Q) _ (271_2')2627rix(627ria: o 1)—2 + (27.(_2)2 Z Zl(eﬂﬂm‘ + 6—2l7ri:c)qs
S€EZ4 s
-T2 Y o) (+2)
3 ) o(l)q', .

l€Zy
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where e*™#(e?™® — 1)72 is understood as the formal Laurent series obtained by expand-

ing e?™*(e2™* — 1)~2 as a Laurent series near z = 0 and then replacing z by z, e?™® =

Y ke (217;:!96)k' and e”#m™ = S een & 2113,” . In terms of only formal Vz?uriables,' the formal
Laurent series e*™*(e*™@ — 1)72 can also be obtained as follows: Write (e*™® — 1)72 as

(2miz) 2 (1+ 3 hez, (%i;g)kil )~% and then expand (L4 kez, 11 (27”:,)]671 )2 using binomial
expansion as a power series in > ;) (zmz, . Since the I-th power of >, ; ., (27”';)’671

is a power series in x such that the coefficients of 2 for j = 0,...,1 — 1 are 0, this expan-

. 2miz)k—1y _
sion of (1 + Zk€Z++1 ( k;) )72

(2miz)~2 with this formal power series in x, we obtain a formal Laurent series expansion
of (e*™® — 1)~2. Multiplying this formal Laurent series expansion of (e*™* — 1)~2 with the

gives a well-defined formal power series in x. Multiplying

formal power series e?™@ = Y keN (217,;ﬁx)k, we obtain a formal Laurent series expansion of
e?™®(e?m® — 1)72 which is the same as the formal Laurent series expansion obtained using
complex analysis.

Similarly, the Weierstrass (-function p;(z; 7') minus Go(7)z has the g-expansion

01(2;7) — Go(7)z = 2miq,(q. — 1) — 2mi Z Z — N —mi (A.3)

s€Z4 s

in the region given by |¢,| < |g.| < |g-|™! and z # 0. Let
@1(1‘, q) _ éQ(Q)l' _ 27r2'62ﬂix(€27ria: . 1>71 — i Z Z(eﬂﬂix _ 672l7ri:r;>qs — i, (A4)

SELy s
where 2™ (2™ — 1)~! is understood as the formal Laurent series obtained by expanding
e?™#(e?™= — 1)~! as a Laurent series near 2 = 0 and then replacing z by z. The formal

Laurent series e?™7(e?™ — 1)~! can also be obtained in terms of only formal variables in a
way completely similar to that for e*™@(e2™* — 1)=2 above.
We also have the Laurent series expansion in z

1
pa(27) = 5 + Y (2k+ 1)Gapa(7) 2%,

k€Z+
1
01(2;7) — Ga(71)2 = - keZN Glopso(1) 221

in the region 0 < |z| < min(1, |7]), where Gox12(7) are the Eisenstein series. Let

1
or(;7) = =5 + 3 (2k + 1)Gopya(r)2™, (A.5)
z k€Z+
p1(2;7) — Ga(T)z = = — Z Gapra(T) 2! (A.6)
keN

Lemma A.1 The formal Laurent series Qo(x;q) and ¢r(x;q) — éQ(q)ZE in x and q can be
obtained by expanding the coefficients of pa(x;7) and @1(x;7) — Go(T)x, Tespectively, in
powers of x as power series in q, and then replacing q, by q.
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Proof. Since is absolutely convergent in the region given by lg-| < lg.] < |g-|~* and
z # 0 and it has a pole of order 2 at z = 0, the double series with = and ¢ replaced
by z and ¢, is absolutely convergent in the region given by \qT\ <€ and 0<|z| < loge for
any € € (0,1). In particular, after we substitute z and ¢, for z and ¢, we can first sum over
the powers of ¢, in the region |¢;| < € to obtain a Laurent series in z which is absolutely
convergent in the region 0 < |z| < loge to ga(z; 7). Substituting = for z in this Laurent
series, we obtain a formal Laurent serles in  which by definition is equal to go(z;7). This
is equivalent to the statement for gs(z;q).

The proof for the statement for @, (z; ¢) — Ga(q)z is the same. |

B Identities involving binomial coefficients
We recall and prove some identities involving binomial coefficients in this appendix.

Lemma B.1

" en—1 , , ,
( nk )(62m(n+1)$ + (_1)—n—k—162mkx)(e27rzz . 1)—n—k—1 —1. (B].)
k=0

Proof. Using the identity

"~ (k+n\ (-DF1+2)" — (-1)"(1+2)F
() -

n xn-l—k—l—l

k=0

given by Proposition 5.2 in [DLMI], we have

( n-— 1) 2mi(n+1)z _1)—n—k—1€27rik:v)(€27rix _ 1)—n—k’—1
k=0 k
n (k’ TL) k 27rz(n+1)m _ (_1)ne27rikm
p (6271'1:13 _ 1)n+k+1
n k +n 1 + ( 2mix 1))n+1 o (_1)n(1 + (627rix _ 1))k
- Z ( n ) (627r71x _ ]_)n-i—k-i—l

0

I
=1

Lemma B.2 Form,n,k,l € Z. satisfying n > m > [, we have

E ()

Jj=0
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Proof. For j =0,...,m, by the definition of the binomial coefficients, we have

l ( —1—1 )__ l (=l—=1)(~l=1=n+j—k+1+1)
n—j+k)\n—j+k—-1) (n—j+k) (n—j+k—1)!
:({W%#Fﬂn—j+l+k—l) L+ 1)I(1—1)!
(=Dl n—j+k)!
n—j+l+k—-1)-- (n—j—i—k—l—l).

(-1

= -1yt (!

> e (’”)( Jeiei)

= n—]—i—k n—j+k—1
= k-1 ](m)m—j+l+k—n~mn—j+k+n
2 j O]

k-1 J(m>(n—j—|—l—|—k3—1) (n—j7+k+ )nj+k
j (l_l) =1

Then

J

Ms

j=
n+k— l— m
(= 1) FtheLogi=t (1) m e Aaar !
(l—1)! dat=t = J o1
(_1)n+k—1 dl—l . B Cm
= e )
: =1
(-pmtdmt o k-1
= —x" " (x —1)™
(=1 datt o1
=0, (B.3)

where in the last step, we have used [ — 1 < m.

Lemma B.3 For o, € C and m,n € N,
(.)( .) < )7 ( .4)

“\J/\m—] m

()( )_—( ) (B.5)
1) \U+n m-+n

M

J

M

I
o

J

Proof. The identity (B.4) is well known and is obtained by taking the coefficient of 2™ from

both sides of
mZEN (é <?> (m6—3>) = (14 a) (14 e) = (L4 2)™ = mZEN (a:f)xm
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We have

NE

>(7)(1)

)G
> (™ 54) G )
() () (0

k=n

.
Il

[
EYNgE

Using ((mm) ) =0for k=0,...,n—1 and (B.4)), we see that the right-hand side of (B.6
is equal to
ol m «Q m+ «
2 (nm-) (0) = G0) ®7)
—~ \(m+n)—k/\k m+n
Combning and (B.7)), we obtain (B.5]). |
Lemma B.4 For m,n € N satisfyingm >n and [ =0,...,m,
2 -1 [ [—1
e (T W ) SN SRS
== 2m—j—n+k\j /) \Cm—j—n+k—-1

Proof. In the case a € N and a@ < m, we have (?) =0 for a < 7 < m and (B.4]) becomes

S50

Note that 2m —n+k—-1>m >s> 1. For k=0,...,n and 5,0l =0,...,m, we have

l -1
(2m—j—n—|—k’)(2m—j—n—|—k—1)
B l l=1)---(l—-1-2m+j+n—k+2)
 2m—j—-n+k) (2m—j—n+k—1)
l--(l=2m+j+n—-k+1)
B (2m —j—n+k)!

() (5.10)

Using (B.10J), with @« = m, ¢ = [ and m replaced by 2m — n + k, the fact that
(Qm"f;ﬂrk) =0 when [ +n—m <0, and 1) with a = —2m+n—1, 6 =m+ 1 and m
replaced by [ +n — m, we have

S (L () G )

k=0 5=0
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Ms

DM G [V G

_zn: —2m+n-—1 m+1
_k: k 2m —n + k

0 l+n—m<0
I+n—m

—2m+n—1 m + [

—m>

2 < I )(H—n—m—k) [+n—m2>0
0 l+n—m<0
(l—l—n—m—l) I tn—m>0
l+n—m

0 l+n—m#0
1 {+n—m=0.

Lemma B.5 An identity of Andersen ([Anl]): Fora« € C, n € Z; and k =0,...,n

() - ) @19

Jj=0

Proof. For the proof of (B.11)), see [An]. |

Lemma B.6 For m,n,l € N satisfying 2n > m >n <[,

2n—m
2n—|—m—1 2n —m+1 n+p+l1
E pmg = Olm—n. B.12
( >(p+m+1—k>(p+m) ' (B12)

p=0

Proof. Using the identity (B.11]) with «, m, k replaced by —2n +m — 1,p 4+ m + 1, m and
(_1)_p_m<n+p+l> _ (m—n—l— 1)7
p+m p+m
we see that the left-hand side of (B.12) is equal to

Zin( R—_— p+1 <—2n+m—2)(2n—m—l—1)(n+p—l—l)
s p+m+1 m p+1 p+m
2n—m
-2 -2 2n — 1/2n — —n—1-—1
:( n-+m )Z n—m-+ <n m)(m n ) (B.13)
m i p+m+1 P p+m
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When [ # m — n, we have

1 —n—1-1 1 —n—1
- _(m" - (™" . (B.14)
p+m+1 p+m m—n—Il\p+m+1
Using (B.14) and (B.5)) with m,n, «a replaced by 2n — m,m + 1, m — n — [, respectively, the
right-hand side of (B.13)) is equal to

n—m+1/-2n+m—2 2§n 2n—m\[/{m—n—1
m-—mn—I m P p+m-+1

p=0

:2n—m+1<—2n+m—2)(n—l>. (B.15)

m—mn—1 m 2n+1

Since [ < n < 2n+ 1, (2’;‘;1) = 0. So the right-hand side of |D and also the right-hand
side of (B.13)) is 0 in this case. Thus (B.12]) holds in the case [ # m—n. In the case | = m—n,

using (_2n J;lm - 2) (p jrlm) =(2n+1) (Zz) (=17

and (B.16) with n replaced by 2n — m, we see that the right-hand side of (B.13]) is equal to

(—2n+m—2>2§n2n—m+1(2n—m)< -1 )
m p+m+1 P p+m

p=0
2n—m
2n -1)P [(2n—m
:(2n+1)( )Z#( )
m/ = p+m+1 p
=1.
Thus (B.12)) also holds in the case [ = m — n. |

Lemma B.7 For m,n € N,
n+m\ <= (=1 [n
n+1+m _ =1. B.16
( )( m )pz:%vaerl(p) (516
Proof. Multiplying ™ to both sides of the binomial expansion
> (") = (1+2)",
p=0 p

we obtain

(n> 2Pt = (14 2)"a™.
0

\p
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Integrating both sides from 0 to z, we obtain

" /n\  aptmtt
Z <p)p+m+1

p=0
—/ (1+ t)"t™dt
0
m---(m—i+1) o m---1
= — (14 )" — (=)™ . (Ba7
Z,Zo(n+1)--~(n+l+z)< ) (=1) (m+1)---(n+14m) ( )
Substituting —1 for x in both sides of (B.17]), we obtain
a 1) (n m---1
—1)m _=Dr =—(-1)" : B.18
- p;op—i-m—i—l(p) =1 (n+1)---(n+1+m) (B.18)
The identity (B.18)) is equivalent to (B.16]). |

Lemma B.8 For1 <[ <n,
n—1
l —1—1
" . )= (B.19)
—\J/n—j\n—-j—1
1
-1
(@) l < - >=(n+l)—1. (B.20)
j/n—j3\n—7—1 n

Proof. For 1 <[ <n,

S(n) I (=l—1)-(=l—1—n+j+1+1)

N\ n— (n—j—1)!
S ()
- jZ:;(—nn—j—l QIEEEEDEIED
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But

n 1—1
g1 1 d I+n—j—1
2 <j) (= Dlda 1"

1 d'" /n ‘ .
= ()" = | (1t
(=13 0\

1 d!
(I —1)lda!=t

1 dl—l
— _1 n—1

A T VT
=0.

z=1

r=1

— (_1)n—1 xl—f—n—j—l(l o [E_l)n

l—j—l(l, _ l)n

Then

n—1 I—
(_1)n—j—1 n 1 d~! pn=i-1
- j) (l—1)da=1

1= =1

_ . (n 1 d—1 .
S ()
: g ) (= 1) dx!? —

_ i (B.22)

+1

From (B.21)) and (B.22), we obtain (B.19)).
For 1 <[ <n,

where in the last step, we have used (B.4)). |

Lemma B.9 For1 <[ <n,

zn: ZZ: (_nm_ 1) (?) n—yﬁ (n —;lJr_m1 _ 1) =9, (B.23)

5 1y U S G e

86



Proof. For 1 <1 <n, by (B.2)), we have

()l )

m=1 j=0
_i —n—1 i n l -1 -1
N ~ m j/jn—j+m\n—j+m-—1

Jj=0

For 1 <[ < n, using the properties of binomial coefficients and (B.4]), we have

N QN [V e R

23 (06
()2 0650)
:Z”: —n —1

I
MN

= /n-1\/n l [ —1 _" n\ I I—1
N , m j/jn—j3+m\n—j7+m-—1 — jjn—j\n—j—1
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where in the last step, we have used (B.4]). |
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