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Abstract

Let V be a vertex operator algebra and A∞(V ) and AN (V ) for N ∈ N the asso-
ciative algebras introduced by the author in [H5]. For a lower-bounded generalized
V -module W , we give W a structure of graded A∞(V )-module and we introduce an
A∞(V )-bimodule A∞(W ) and an AN (V )-bimodule AN (W ). We prove that the space
of (logarithmic) intertwining operators of type

(
W3

W1W2

)
for lower-bounded generalized

V -modules W1, W2 and W3 is isomorphic to the space HomA∞(V )(A
∞(W1) ⊗A∞(V )

W2,W3). Assuming that W2 and W ′3 are equivalent to certain universal lower-bounded
generalized V -modules generated by their AN (V )-submodules consisting of elements
of levels less than or equal to N ∈ N, we also prove that the space of (logarithmic) inter-
twining operators of type

(
W3

W1W2

)
is isomorphic to the space of HomAN (V )(A

N (W1)⊗AN (V )

Ω0
N (W2),Ω0

N (W3)).

1 Introduction

In [H5], for a grading-restricted vertex algebra V , the author introduced associative algebras
A∞(V ) and AN(V ) forN ∈ N and proved basic properties of these algebras and their modules
in connection with V and lower-bounded generalized V -modules. In the present paper, we
study the connections between (logarithmic) intertwining operators among lower-bounded
generalized V -modules and module maps between suitable modules for these associative
algebras in the case that V is a vertex operator algebra so that there is a conformal vector
ω ∈ V . The results of the present paper will be used in the last step of a proof of the modular
invariance of (logarithmic) intertwining operators in the case that V satisfies the positive
energy condition (or CFT type) and C2-cofiniteness condition in a paper in preparation.
For simplicity, we shall omit “(logarithmic)” in “(logarithmic) intertwining operator” in this
paper so that by an intertwining operator, we always mean an intertwining operator which
might contains logarithm of the variable.

In the case N = 0, the algebra A0(V ) was proved in [H5] to be isomorphic to the Zhu
algebra A(V ) (see [Z]). In this case, there is a theorem of Frenkel and Zhu [FZ] stating
that for irreducible V -modules W1, W2 and W3, the space of intertwining operators of type(

W3

W1W2

)
is linearly isomorphic to HomA(V )(A(W1) ⊗A(V ) Ω(W2),Ω(W3)), where Ω(W2) and

1



Ω(W3) are the lowest weight spaces of W2 and W3, respectively, and A(W1) is an A(V )-
bimodule introduced in the paper [FZ]. A proof of this theorem was given by Li in [L]
under the assumption that every lower-bounded generalized V -module (or N-gradable weak
V -module) is completely reducible. In the same paper [L], a counterexample was also given
to show that without this assumption, the theorem is not true. Since this result needs this
semisimplicity assumption, it cannot be used to study intertwining operators in the case
that lower-bounded generalized V -modules might not be completely reducible. In [HY1] and
[HY2], under strong assumptions on W2 and W ′

3 but without this semisimplicity assump-
tion, Yang and the author proved that the space of intertwining operators of type

(
W3

W1W2

)
is linearly isomorphic to HomAN (V )(AN(W1) ⊗AN (V ) Ω0

N(W2),Ω0
N(W3)), where Ω0

N(W2) and
Ω0
N(W3) are suitable subspaces of W2 and W3, respectively, and AN(W1) is a bimodule for

the generalization AN(V ) of A(V ) by Dong, Li and Mason [DLM].
In the present paper, for a lower-bounded generalized V -module W , we introduce an

A∞(V )-bimodule A∞(W ) and an AN(V )-bimodule AN(W ) for each N ∈ N. We prove
that the space of (logarithmic) intertwining operators of type

(
W3

W1W2

)
for lower-bounded

generalized V -modules W1, W2 and W3 is isomorphic to the space HomA∞(V )(A
∞(W )⊗A∞(V )

W2,W3). Assuming that W2 and W ′
3 are certain universal lower-bounded generated by their

AN(V )-submodules consisting of elements of levels less than or equal to N ∈ N, we also
prove that the space of (logarithmic) intertwining operators of type

(
W3

W1W2

)
is isomorphic to

the space of HomAN (V )(A
N(W )⊗AN (V ) W2,W3).

Here we give more discussions on the main results. In [H5], the associative algebra A∞(V )
is defined using the associated graded spaces given by suitable ascending filtrations of lower-
bounded generalized V -modules for a grading-restricted vertex algebra. These associated
graded spaces are by definition nondegenerate graded A∞(V )-modules (see [H5]). But it
is not easy to work with the associated graded space of a lower-bounded module, since in
general it is very difficult to determine the associated graded space explicitly. In this paper
we shall work with a canonical N-grading W =

∐
n∈NWTnU of a lower-bounded generalized

V -module W and show that W itself also has a structure of graded A∞(V )-module. We
construct the structure of graded A∞(V )-module on W by showing that W is in fact a
quotient of the associated graded space of another lower-bounded generalized V -module.
But in general this structure of a graded A∞(V )-module on W might not be nondegenerate
(see [H5]). This result holds for a grading-restricted vertex algebra V which might not have
a conformal vector.

Given a lower-bounded generalized V -module W , let U∞(W ) be the space of all column-
finite matrices with entries in W and doubly index by N. We introduce left and right
actions of A∞(V ) on U∞(W ). Let W2 and W3 be lower-bounded generalized V -modules
and let Y be an intertwining operator of type

(
W3

WW2

)
. We introduce a linear map ϑY :

U∞(W )→ Hom(W2,W3). Note that A∞(V ) is a quotient of a nonassociative algebra U∞(V )
of column-finite matrices with entries in V and doubly index by N. Since W2 and W3

are left A∞(V )-modules, Hom(W2,W3) has a natural structure of A∞(V )-bimodule and in
particular, a natural structure of U∞(V )-bimodule. We prove that ϑY commutes with the
left and right actions of A∞(V ). Let Q∞(W ) be the intersection of kerϑY for all such lower-
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bounded generalized V -modules W2 and W3 and intertwining operators Y of type
(
W3

WW2

)
.

Then A∞(W ) = U∞(W )/Q∞(W ) is an A∞(V )-bimodule. The construction of the A∞(V )-
bimodule A∞(W ) works for a grading-restricted vertex algebra V which might not have a
conformal vector.

Given lower-bounded generalized V -modules W1, W2, W3 and an intertwining operator
Y of type

(
W3

W1W2

)
, we prove that the map ϑY discussed above in the case W = W1 gives an

A∞(V )-module map ρ(Y) : A∞(W1)⊗A∞(V )W2 → W3. In particular, we obtain a linear map

ρ : VW3
W1W2

→ HomA∞(V )(A
∞(W1)⊗A∞(V ) W2,W3), where VW3

W1W2
is the space of intertwining

operators of type
(

W3

W1W2

)
. Our first main theorem states that ρ is an isomorphism. In the

proof of the first main theorem, we need to assume that V is a vertex operator algebra which
has a conformal vector. This first main theorem can be generalized to a grading-restricted
vertex algebra. But in this more general case, since there is no conformal vector, one has to
introduce additional structures so that left actions of L(−1) on the A∞(V )-bimodules can
be introduced.

Let N ∈ N and W a lower-bounded generalized V -module. Let Ω0
N(W ) =

∐N
n=0WTnU.

Then Ω0
N(W ) is in fact an AN(V )-module. We consider the space UN(W ) of (N+1)×(N+1)

matrices with entries in W . Then UN(W ) can be viewed as a subspace of U∞(W ). In
particular, the cosets in A∞(W ) containing elements of UN(W ) form an AN(V )-bimodule
AN(W ). The construction of the AN(V )-bimodule AN(W ) works for a grading-restricted
vertex algebra V .

Given lower-bounded generalized V -modules W1, W2, W3 and an intertwining operator Y
of type

(
W3

W1W2

)
, the A∞(V )-module map ρ(Y) : A∞(W1)⊗A∞(V )W2 → W3 induces an AN(V )-

module map ρN(Y) : AN(W1) ⊗AN (V ) Ω0
N(W2) → Ω0

N(W3). Then we obtain a linear map

ρN : VW3
W1W2

→ HomAN (V )(A
N(W1) ⊗AN (V ) Ω0

N(W2),Ω0
N(W3). We prove that ρN is injective.

Our second main theorem states that ρN is an isomorphism when W2 and W ′
3 are certain

universal lower-bounded generalized V -mdoules generated by the AN(V )-modules Ω0
N(W2)

and Ω0
N(W ′

3), respectively. This second main theorem is proved using the first main theorem
above. In particular, V is also assumed to be a vertex operator algebra. Again, this theorem
can be generalized to the case that V is a grading-restricted vertex algebra.

The main motivation of this paper is the modular invariance of intertwining operators
in the nonsemisimple (or logarithmic) case. In [H1], the author proved the conjecture of
Moore and Seiberg on modular invariance of intertwining operators for rational conformal
field theories (see [MS]). Mathematically this modular invariance is for intertwining op-
erators among modules for a vertex operator algebra V satisfying the conditions that V
is of positive energy (or CFT-type), V is C2-cofinite and every lower-bounded generalized
V -module (or every N-gradable weak V -module) is completely reducible. After the conver-
gence and analytic extensions of shifted q-traces of products of intertwining operators and
the genus-one associativity is proved, the proof of the modular invariance is reduced to the
proof that a genus-one one-point correlation function can always be written as the analytic
extension of a shifted q-trace of an intertwining operator. It is in this last step of the proof
that the theorem of Frenkel and Zhu mentioned above is used.

In [F1] and [F2], Fiordalisi proved the convergence and analytic extension property of
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shifted pseudo-q-traces of products of intertwining operators and the genus-one associativity
under the condition that V is of positive energy (or CFT-type) and V is C2-cofinite, but
without assuming the condition that every lower-bounded generalized V -module (or every
N-gradable weak V -module) is completely reducible. The proof of the modular invariance
in this nonsemisimple (or logarithmic) case is then also reduced to the proof that a genus-
one one-point correlation function can always be written as a shifted pseudo-q-trace of an
intertwining operator. But in this case, the theorem of Frenkel and Zhu mentioned above
cannot be used. In a paper in preparation, we shall give this last step using the results
obtained in the present paper.

This paper is organized as follows: We recall in Section 2 the associative algebras A∞(V )
and AN(V ) and graded A∞(V )- and AN(V )-modules introduced in [H5]. In Section 3, we
give an A∞(V )-module structure to a lower-bounded generalized V -module W . In Section
4, we construct the A∞(V )-bimodule A∞(W ) from W . Our first main theorem stating that ρ
is an isomorphism is formulated and proved in Section 5. Our second main theorem stating
that ρN is an isomorphism when when W2 and W ′

3 are certain universal lower-bounded
generalized V -modules generated by the AN(V )-modules Ω0

N(W2) and Ω0
N(W ′

3), respectively,
is formulated and proved in Section 6.

Acknowledgment I am grateful to Robert McRae for helpful comments.

2 The associative algebras A∞(V ) and AN(V ) and graded

A∞(V )- and AN(V )-modules

In this section, we recall the associative algebras A∞(V ) and AN(V ) for N ∈ N for a grading-
restricted vertex algebra V and A∞(V )- and AN(V )-graded modules introduced in [H5].

Let V be a grading-restricted vertex algebra. Let U∞(V ) be the space of column-finite
infinite matrices with entries in V , but doubly indexed by N instead of Z+. Elements of
U∞(V ) are of the form v = [vkl] for vkl ∈ V , k, l ∈ N such that for each fixed l ∈ N, there
are only finitely many nonzero vkl. For k, l ∈ N and ∈ V , let [v]kl be the element of U∞(V )
with the entry in the k-th row and l-th column equal to v and all the other entries equal to
0.

We define a product � on U∞(V ) by

u � v = [(u � v)kl]

for u = [ukl], v = [vkl] ∈ U∞(V ), where

(u � v)kl =
l∑

n=k

ResxTk+l+1((x+ 1)−k+n−l−1)(1 + x)lYV ((1 + x)LV (0)ukn, x)vnl

=
n∑

n=k

l∑
m=0

(
−k + n− l − 1

m

)
Resxx

−k+n−l−m−1(1 + x)lYV ((1 + x)LV (0)ukn, x)vnl

(2.1)
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for k, l ∈ N, where

Tk+l+1((x+ 1)−k+n−l−1) =
n∑

m=0

(
−k + n− l − 1

m

)
x−k+n−l−m−1

is the Taylor polynomial in x−1 of order k+ l+ 1 of (x+ 1)−k+n−l−1. Then U∞(V ) equipped
with � is an algebra but in general is not even associative. By definition, for u, v ∈ V and
k,m, n, l ∈ N, by definition,

[u]km � [v]nl = 0

when m 6= n and

[u]kn � [v]nl = ResxTk+l+1((x+ 1)−k+n−l−1)(1 + x)l
[
YV ((1 + x)LV (0)u, x)v

]
kl

=
n∑

m=0

(
−k + n− l − 1

m

)
Resxx

−k+n−l−m−1(1 + x)l
[
YV ((1 + x)LV (0)u, x)v

]
kl
.

(2.2)

Since [u]km � [v]nl = 0 when m 6= n, we need only consider [u]kn � [v]nl for u, v ∈ V and
k, n, l ∈ N.

Let 1∞ be the element of U∞(V ) with diagonal entries being 1 ∈ V and all the other
entries being 0.

Let W be a lower-bounded generalized V -module. For n ∈ N, let

Ωn(W ) = {w ∈ W | (YW )k(v)w = 0 for homogeneous v ∈ V,wt v − k − 1 < −n}.

Then
Ωn1(W ) ⊂ Ωn2(W )

for n1 ≤ n2 and
W =

⋃
n∈N

Ωn(W ).

So {Ωn(w)}n∈N is an ascending filtration of W . Let

Gr(W ) =
∑
n∈N

Grn(W )

be the associated graded space, where

Grn(W ) = Ωn(W )/Ωn−1(W ).

Sometimes we shall use [w]n to denote the element w + Ωn−1(W ) of Grn(W ), where w ∈
Ωn(W ).

For v = [vkl] ∈ U∞(V ), where vkl ∈ V and k, l ∈ N, we have an operator ϑGr(W )(v) on
Gr(W ) defined by

ϑGr(W )(v)w =
∑
k,l∈N

Resxx
l−k−1YW (xLV (0)vkl, x)πGrl(W )w,
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for w ∈ Gr(W ), where πGrl(W ) is the projection from Gr(W ) to Grl(W ). Then we have a
linear map

ϑGr(W ) : U∞(V )→ End Gr(W )

v 7→ ϑGr(W )(v).

Let Q∞(V ) be the intersection of kerϑGr(W ) for all lower-bounded generalized V -modules W
and A∞(V ) = U∞(V )/Q∞(V ).

The following result gives the associative algebra A∞(V ):

Theorem 2.1 ([H5]) The product � on U∞(V ) induces a product, denoted still by �, on
A∞(V ) = U∞(V )/Q∞(V ) such that A∞(V ) equipped with � is an associative algebra with
1∞ + Q∞(V ) as identity. Moreover, the associated graded space Gr(W ) of the ascendant
filtration {Ωn(W )}n∈N of a lower-bounded generalized V -module W is an A∞(V )-module.

We also need the following notion introduced in [H5]:

Definition 2.2 Let G be an A∞(V )-module with the A∞(V )-module structure on G given
by a homomorphism ϑG : A∞(V ) → End G of associative algebras. We say that G is a
graded A∞(V )-module if the following conditions are satisfied:

1. G is graded by N, that is, G =
∐

n∈NGn, and for v ∈ V , k, l ∈ N, ϑG([v]kl + Q∞(V ))
maps Gn to 0 when n 6= l and to Gk when n = l.

2. G is a direct sum of generalized eigenspaces of an operator LG(0) on G, Gn for n ∈ N
are invariant under LG(0) and the real parts of the eigenvalues of LG(0) have a lower
bound.

3. There is an operator LG(−1) on G mapping Gn to Gn+1 for n ∈ N.

4. The commutator relations

[LG(0), LG(−1)] = LG(−1),

[LG(0), ϑG([v]kl +Q∞(V ))] = (k − l)ϑG([v]kl +Q∞(V )),

[LG(−1), ϑG([v]kl +Q∞(V ))] = ϑG([LV (−1)v](k+1)l +Q∞(V ))

hold for v ∈ V and k, l ∈ N

A graded A∞(V )-algebra G is said to be nondegenerate if it satisfies in addition the following
condition: For g ∈ Gl, if ϑG([v]0l + Q∞(V ))g = 0 for all v ∈ V , then g = 0. Let G1 and
G2 be graded A∞(V )-modules. A graded A∞(V )-module map from G1 to G2 is an AN(V )-
module map f : G1 → G2 such that f((G1)n) ⊂ (G2)n, f ◦ LG1(0) = LG2(0) ◦ f and
f ◦ LG1(−1) = LG2(−1) ◦ f . A graded A∞(V )-submodule of a graded A∞(V )-module G is
an A∞(V )-submodule of G that is also an N-graded subspace of G and invariant under the
operators LG(0) and LG(−1). A graded A∞(V )-module G is said to be generated by a subset
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S if G is equal to the smallest graded A∞(V )-submodule containing S, or equivalently, G
is spanned by homogeneous elements with respect to the N-grading and the grading given
by LG(0) obtained by applying elements of A∞(V ), LG(0) and LG(−1) to homogeneous
summands of elements of S. A graded A∞(V )-module is said to be irreducible if it has no
nonzero proper graded A∞(V )-submodules. A graded A∞(V )-module is said to be completely
reducible if it is a direct sum of irreducible graded A∞(V )-modules.

We now recall the subalgebras AN(V ) of A∞(V ) also introduced in [H5]. For N ∈ N,
let UN(V ) be the space of all (N + 1) × (N + 1) matrices with entries in V . It is clear
that UN(V ) can be canonically embedded into U∞0 (V ) as a subspace. We view UN(V ) as a
subspace of U∞0 (V ). As a subspace of U∞0 (V ), UN(V ) consists of infinite matrices in U∞(V )
whose (k, l)-th entries for k > N or l > N are all 0 and is spanned by elements of the form
[v]kl for v ∈ V , k, l = 0, . . . , N .

By (4.1), for u, v ∈ V and k, n, l = 0, . . . , N ,

[u]kn � [v]nl = ResxTk+l+1((x+ 1)−k+n−l−1)(1 + x)l
[
YV ((1 + x)L(0)u, x)v

]
kl
∈ UN(V ). (2.3)

So UN(V ) is closed under the product �. Let

AN(V ) = {v +Q∞(V ) | v ∈ UN(V )} = πA∞(V )(U
N(V )),

where πA∞(V ) is the projection from U∞(V ) to A∞(V ). Then AN(V ) is spanned by elements

of the form [v]kl +Q∞(V ) for v ∈ V and k, l = 0, . . . , N . Let 1N =
∑N

k=0[1]kk, that is, 1N is
the element of UN(V ) with the only nonzero entries to be equal to 1 at the diagonal (k, k)-th
entries for k = 0, . . . , N .

Proposition 2.3 The subspace AN(V ) is closed under � and is thus a subalgebra of A∞(V )
with the identity 1N +Q∞(V ).

We also have the following notion introduced in [H5]:

Definition 2.4 Let M be an AN(V )-module M with the AN(V )-module structure on M
given by ϑM : AN(V )→ End M . We say that M is a graded AN(V )-module if the following
conditions are satisfied:

1. M =
∐N

n=0Gn(M) such that for v ∈ V and k, l = 0, . . . , N , ϑM([v]kl + Q∞(V )) maps
Gn(M) for 0 ≤ n ≤ N to 0 when n 6= l and to Gk(M) when n = l.

2. M is a direct sum of generalized eigenspaces of of an operator LM(0) on M . Gn(M)
for n ∈ N are invariant under LM(0) and the real parts of the eigenvalues of LM(0) has
a lower bound.

3. There is a linear map LM(−1) :
∐N−1

n=0 Gn−1(M) →
∐N

n=1 Gn(M) mapping Gn(M) to
Gn+1(M) for n = 0, . . . , N − 1.
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4. The commutator relations

[LM(0), LM(−1)] = LM(−1),

[LM(0), ϑM([v]kl +Q∞(V ))] = (k − l)ϑM([v]kl +Q∞(V )),

[LM(−1), ϑM([v]pl +Q∞(V ))] = ϑM([LV (−1)v](p+1)l +Q∞(V ))

hold for v ∈ V , k, l = 0, . . . , N and p = 0, . . . , N − 1.

A graded AN(V )-module M is said to be nondegenerate if the following additional condition
holds: For w ∈ Gl(M), if ϑM([v]0l + Q∞(V ))w = 0 for all v ∈ V , then w = 0. Let M1 and
M2 be graded AN(V )-modules. An graded AN(V )-module map from M2 to M2 is an AN(V )-
module map f : M1 → M2 such that f(Gn(M1)) ⊂ Gn(M2) for n = 0 . . . , N , f ◦ LM1(0) =
LM2(0)◦ f and f ◦LM1(−1) = LM2(−1)◦ f . A graded AN(V )-submodule of a graded AN(V )-
module M is an AN(V )-submodule M0 of M such that with the AN(V )-module structure,

the N-grading induced from M and the operators LM(0)
∣∣∣
M0

and LM(−1)
∣∣∣
M0

, M0 is a graded

AN(V )-module. A graded A∞(V )-module M is said to be generated by a subset S if M is
equal to the smallest graded AN(V )-submodule containing S, or equivalently, M is spanned
by homogeneous elements obtained by applying elements of AN(V ), LM(0) and LM(−1) to
homogeneous summands of elements of S. A graded AN(V )-module is said to be irreducible
if it has no nonzero proper graded AN(V )-modules. A graded AN(V )-module is said to be
completely reducible if it is a direct sum of irreducible graded AN(V )-modules.

3 Lower-bounded generalized V -modules and A∞(V )-

modules

In this section, V is a grading-restricted vertex algebra. In particular, we do not assume
that V has a conformal vector. We give an A∞(V )-module structure to a lower-bounded
generalized V -module W in this section. For the associative algebra A∞(V ), its subalgebras,
its modules and related structures and results, see Section 2 and [H5].

Let W be a lower-bounded generalized V -module. Let W µ for µ ∈ C/Z be the generalized
V -submodule of W spanned by homogeneous elements of weights in µ. Let

Γ(W ) = {µ ∈ C/Z | W µ 6= 0}.

We call Γ(W ) the sets of congruence classes of weights of W .
For µ ∈ Γ(W ), there exists hµ ∈ C such that

W µ =
∐
n∈N

W[hµ+n]

and W[hµ] 6= 0. Then

W =
∐

µ∈Γ(W )

W µ =
∐

µ∈Γ(W )

∐
n∈N

W[hµ+n].
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For n ∈ N, let

WTnU =
∐

µ∈Γ(W )

W[hµ+n].

Then W has a canonical N-grading

W =
∐
n∈N

WTnU.

For n ∈ N, we call the space WTnU the n-the level of W and for an element w ∈ WTnU, we
call n the level of w. From the definition, we have WTnU ⊂ Ωn(W ).

We define a linear map ϑW : U∞(V )→ End W by

ϑW ([v]kl)w = δlnResxx
l−k−1YW (xLV (0)v, x)w

for k, l ∈ N, v ∈ V and w ∈ WTnU.
We now want to show that W is in fact a graded A∞(V )-module. For simplicity, we

discuss only the case that W = W µ =
∐

n∈NW[hµ+n] for some µ ∈ Γ(W ). The general case
follows immediately from the decomposition W =

∐
µ∈Γ(W ) W

µ.

We need to use the construction in Section 5 of [H2]. Take the generating fields for the
grading-restricted vertex algebra V to be YV (v, x) for v ∈ V . By definition, W is a direct sum
of generalized eigenspaces of LW (0) and the real parts of the eigenvalues of LW (0) has a lower
bound <(hµ) ∈ R. We take M and B in Section 5 of [H2] to be W and <(hµ), respectively.
Using the construction in Section 5 of [H2], we obtain a universal lower-bounded generalized

V -module Ŵ
[1V ]
<(hµ). For simplicity, we shall denote it simply by Ŵ .

By Theorem 3.3 in [H3] and the construction in Section 5 of [H2] and by identifying
elements of the form (ψa

Ŵ
)−1,01 with basis elements wa ∈ W for a ∈ A for a basis {wa}a∈A

of W , we see that Ŵ is generated by W (in the sense of Definition 3.1 in [H3]). Moreover,
after identifying (ψa

Ŵ
)−1,01 with basis elements wa ∈ G for a ∈ A, Theorems 3.3 and 3.4 in

[H3] say that elements of the form LŴ (−1)pwa for p ∈ N and a ∈ A are linearly independent

and Ŵ is spanned by elements obtained by applying the components of the vertex operators
to these elements. In particular, W can be embedded into Ŵ as a subspace. So we shall
view W as a subspace of Ŵ . But note that W is not a V -submodule of Ŵ since W is not
invariant under the action of vertex operators on Ŵ .

Since W =
∐

n∈NW[hµ+n], from the construction of Ŵ in Section 5 of [H2], we also have

Ŵ =
∐

n∈N Ŵ[hµ+n]. For n ∈ N, W[hµ+n] is a subspace of Ŵ[hµ+n].

Lemma 3.1 For n ∈ N, W[hµ+n] ∩ Ωn−1(Ŵ ) = 0. In particular, we can view W[hµ+n] as a

subspace of Grn(Ŵ ).

Proof. Let w ∈ W[hµ+n] ∩ Ωn−1(Ŵ ). Then for homogeneous v ∈ V ,

Resxx
n−1YŴ (xLV (0)v, x)w = (YŴ )wt +n−1(v)w = 0.

9



When w is a basis element wa of W as in [H2], the element (YŴ )wt +n−1(v)wa can be written
as (YŴ )wt v+n−1(v)(ψa

Ŵ
)−1,01. Since wa 6= 0 as a basis element,

(YŴ )wt +n−1(v)(ψa
Ŵ

)−1,01 = 0 (3.1)

for v ∈ V and a ∈ A is a relation in Ŵ with the left-hand side being of weight hµ. But
relations in Ŵ of weight hµ (or of level 0) and involving the operator (ψa

Ŵ
)−1,0 must have

elements of V not equal to 1 to the right of (ψa
Ŵ

)−1,0 (see Section 5 of [H2]). So (3.1) is not

a relation in Ŵ . Thus we must have wa = 0 for a ∈ A, that is, W[hµ+n] ∩ Ωn−1(Ŵ ) = 0.

By the construction of Ŵ , W[hµ+n] ⊂ Ωn(Ŵ ). We define a linear map from W[hµ+n] to

Grn(Ŵ ) by w 7→ w + Ωn−1(Ŵ ). Since W[hµ+n] ∩ Ωn−1(Ŵ ) = 0, this map is injective. So we

can view W[hµ+n] as a subspace of Grn(Ŵ ).

Let JW be the generalized V -submodule of Ŵ generated by elements of the forms

Resxx
l−k−1YŴ (xLV (0)v, x)w − Resxx

l−k−1YW (xLV (0)v, x)w (3.2)

for v ∈ V , k, l ∈ N, w ∈ W[hµ+l] and

LŴ (−1)w − LW (−1)w (3.3)

for w ∈ W . Let

Gn(JW ) = {w + Ωn−1(Ŵ ) | w ∈ Ωn(JW )} ⊂ Grn(Ŵ )

for n ∈ N and let
G(JW ) =

∐
n∈N

Gn(JW ).

Since JW is a generalized V -submodule of Ŵ and Grn(Ŵ ) is an A∞(V )-module, G(JW ) is

an A∞(V )-submodule of Gr(Ŵ ).

Proposition 3.2 The N-graded space W with the action of U∞(V ) given by ϑW induces a
graded A∞(V )-module structure on W canonically equivalent to the quotient A∞(V )-module

Gr(Ŵ )/G(JW ).

Proof. As we have done above, we prove only the case that W = W µ for some µ ∈ Γ(W ).
The general case follows immediately.

Since Ŵ is generated by W , Ŵ is spanned by elements of the form

Resxx
l−k−1YŴ (xLV (0)v, x)w

= (Resxx
l−k−1YŴ (xLV (0)v, x)w − Resxx

l−k−1YW (xLV (0)v, x)w)

+ Resxx
l−k−1YW (xLV (0)v, x)w

∈ JW +W
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for v ∈ V , k, l ∈ N, w ∈ W[hµ+l] and

LŴ (−1)w = (LŴ (−1)w − LW (−1)w) + LW (−1)w ∈ JW +W

for w ∈ W . From the definition of JW , we have JW ∩W = 0. Hence Ŵ = JW ⊕W . From
this decomposition and Lemma 3.1, we have Grn(Ŵ ) = Gn(JW ) ⊕W[hµ+n] and Gr(Ŵ ) =

G(JW ) ⊕ W . Thus the N-graded space W is canonically isomorphic to Gr(Ŵ )/G(JW ).

Since Gr(Ŵ ) is an A∞(V )-module and G(JW ) is an A∞(V )-submodule of Gr(Ŵ ), we see

that Gr(Ŵ )/G(JW ) as a quotient of A∞(V ) is also an A∞(V )-module.

Let f be the canonical isomorphism from W to Gr(Ŵ )/G(JW ). Then

f(w) = (w + Ωl−1(Ŵ )) +Gl(JW )

for w ∈ W[hµ+l]. We use ϑGr(Ŵ )/G(JW )([v]kn)w̃ to denote the action of [v]kn on w̃ ∈ Gr(Ŵ )/G(JW ).
Then

ϑGr(Ŵ )/G(JW )([v]kn)f(w)

= ϑGr(Ŵ )/G(JW )([v]kn)((w + Ωl−1(Ŵ )) +Gl(JW ))

= δnl(Resxx
l−k−1YŴ (xLV (0)v, x)w + Ωl−1(Ŵ )) +Gl(JW )

= δnl(Resxx
l−k−1YW (xLV (0)v, x)w + Ωl−1(Ŵ )) +Gl(JW )

= (ϑW ([v]kn)w + Ωl−1(Ŵ )) +Gl(JW )

= f(ϑW ([v]kn)w)

for v ∈ V , k, l, n ∈ N and w ∈ W[hµ+l]. So the isomorphism f from W to Gr(Ŵ )/G(JW )

commutes with the actions of A∞(V ) on W and Gr(Ŵ )/G(JW ). Thus f is an A∞(V )-module
map. Since f is also a linear isomorphism, it is an equivalence of A∞(V )-modules.

The four conditions for W to be a graded A∞(V )-module in Definition 2.2 are in fact the
properties of the N-grading of W , the operators LW (0) and LW (−1) and ϑW .

Remark 3.3 Note that in general, W is not nondegenerate as a graded A∞(V )-module (see
Definition 2.2).

Remark 3.4 It is easy to see that kerϑW ⊂ kerϑGr(W ). In fact, let v ∈ kerϑW . Then for
k, l ∈ N, w ∈ WTlU, πWTkUϑW (v)w = 0, where πWTkU is the projection from W to WTkU. By
the definition of ϑW , we know that πWTkUϑW (v)w must be of the form ϑW ([v]kl)w for some

v ∈ V . So we have ϑW ([v]kl)w = 0, or explicitly, Resxx
l−k−1YW (xLV (0)v, x)w = 0. Then we

also have

πGrk(W )ϑGr(W )(v)[w]l = ϑGr(W )([v]kl)[w]l = [Resxx
l−k−1YW (xLV (0)v, x)w]k = 0

in Grk(W ). Since k, l and w are arbitrary, we obtain ϑGr(W )(v) = 0, that is, v ∈ kerϑGr(W ).
So kerϑW ⊂ kerϑGr(W ). This fact together with Proposition 3.2 means that Q∞(V ) is also
equal to the intersection of kerϑW for all lower-bounded generalized V -modules W . This fact
gives new definitions of Q∞(V ) and A∞(V ). In this paper, we shall use these new definitions.
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4 Intertwining operators and A∞(V )-bimodules

In this section, V is still a grading-restricted vertex algebra which does not have to have a con-
formal vector. We construct an A∞(V )-bimodule A∞(W ) from a lower-bounded generalized
V -module using all intertwining operators of type

(
W3

WW2

)
for all lower-bounded generalized

V -modules W2 and W3.
Let U∞(W ) be the space of all column-finite infinite matrices with entries in W and

doubly index by N. For w ∈ W and k, l ∈ N, we use [w]kl to denote the infinite matrix
in U∞(W ) with the (k, l)-th entry equal to w and all the other entries equal to 0. Then
elements of U∞(W ) are infinite linear combinations of elements of the form [w]kl for w ∈ W
and k, l ∈ N with only finitely many elements of such a form for each fixed k, l ∈ N. We can
use elements of the form [w]kl for w ∈ W and k, l ∈ N to study U∞(W ).

For v ∈ V , w ∈ W and k,m, n, l ∈ N, we define

[v]km � [w]nl = 0

when m 6= n and

[v]kn � [w]nl = ResxTk+l+1((x+ 1)−k+n−l−1)(1 + x)l
[
YW ((1 + x)LV (0)v, x)w

]
kl

=
n∑

m=0

(
−k + n− l − 1

m

)
Resxx

−k+n−l−m−1(1 + x)l
[
YW ((1 + x)LV (0)v, x)w

]
kl
.

(4.1)

This is a left action of U∞(V ) on U∞(W ), that is, a linear map from U∞(V ) ⊗ U∞(W ) to
U∞(W ).

For v ∈ V , w ∈ W and k,m, n, l ∈ N, we define

[w]km � [v]nl = 0

when m 6= n and

[w]kn � [v]nl = ResxTk+l+1((x+ 1)−k+n−l−1)(1 + x)k
[
YW ((1 + x)−LV (0)v,−x(1 + x)−1)w

]
kl

=
n∑

m=0

(
−k + n− l − 1

m

)
Resxx

−k+n−l−m−1(1 + x)k·

·
[
YW ((1 + x)−LV (0)v,−x(1 + x)−1)w

]
kl
. (4.2)

We then obtain a right action of U∞(V ) on U∞(W ), that is, a linear map from U∞(W ) ⊗
U∞(V ) to U∞(W ). With the left and right actions of U∞(V ), U∞(W ) becomes a U∞(V )-
bimodule. The definition (4.2) can also be rewritten using the L(0)-conjugation formula
as

[w]kn � [v]nl

= ResxTk+l+1((x+ 1)−k+n−l−1)(1 + x)k
[
(1 + x)−LW (0)YW (v,−x)(1 + x)LW (0)w

]
kl

12



=
n∑

m=0

(
−k + n− l − 1

m

)
Resxx

−k+n−l−m−1(1 + x)k·

·
[
(1 + x)−LW (0)YW (v,−x)(1 + x)LW (0)w

]
kl
. (4.3)

The definition (4.2) can also be rewritten using the right vertex operator map Y V
WV : W⊗V →

W [[x, x−1]] defined by
Y V
WV (w, x)v = exLW (−1)YW (v,−x)w (4.4)

for v ∈ V and w ∈ W (see [FHL]). To do this, we need a formula involving LW (−1) and
LW (0). It is straightforward to show

d

dx
exyLW (−1)(1 + x)LW (0)(1 + x)−(yLW (−1)+LW (0)) = 0

Then exyLW (−1)(1 + x)LW (0)(1 + x)−(yLW (−1)+LW (0)) must be independent of x. Setting x = 0,
we obtain

exyLW (−1)(1 + x)LW (0)(1 + x)−(yLW (−1)+LW (0)) = 1W ,

which is equivalent to

exyLW (−1)(1 + x)LW (0) = (1 + x)yLW (−1)+LW (0).

Let y = 1. We obtain

exLW (−1)(1 + x)LW (0) = (1 + x)LW (−1)+LW (0). (4.5)

Using (4.5) and (4.4), we see that (4.3) can also be rewritten as

[w]kn � [v]nl = ResxTk+l+1((x+ 1)−k+n−l−1)(1 + x)k·
·
[
(1 + x)−(LW (−1)+LW (0))Y W

WV ((1 + x)LW (0)w, x)v
]
kl

=
n∑

m=0

(
−k + n− l − 1

m

)
Resxx

−k+n−l−m−1(1 + x)k·

·
[
(1 + x)−(LW (−1)+LW (0))Y W

WV ((1 + x)LW (0)w, x)v
]
kl
. (4.6)

The definition (4.6) is more conceptual since it says that the right action of U∞(V ) on
U∞(W ) is defined using the right action (the right vertex operator map) of V on W .

Now let W2 and W3 be lower-bounded generalized V -modules and Y an intertwining
operator of type

(
W3

WW2

)
. As we have mentioned in the introduction, for simplicity, by an

intertwining operator, we always mean a logarithmic intertwining operator defined in Defi-
nition 3.10 in [HLZ], except that in the case that V is a grading-restricted vertex algebra so
that there are no LV (1) on V and no LW (1) on a lower-bounded generalized V -module W ,
we do not require that the L(1)-commutator formula for intertwining operator hold. Such
an intertwining operator might contain the logarithm of the variable and might even be an
infinite power series in the logarithm of the variable. See [HLZ] for more details. But in ad-
dition, we are interested in only intertwining operators Y such that the powers of the formal
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variable x in Y(w, x)w2 for w ∈ W and w2 ∈ W2 belong to only finitely many congruence
classes in C/Z. For such an intertwining operator, its image is in a finite direct sum of W ν

3

for ν ∈ C/Z. We say that such an intertwining operator has locally-finite sets of congruence
classes of powers or is an intertwining operator with locally-finite sets of congruence classes of
powers. If Γ(W3) is a finite set, then every intertwining operator of type

(
W3

WW2

)
in the sense

of Definition 3.10 in [HLZ] has locally-finite sets of congruence classes of powers. In this
paper, by an intertwining operator, we always mean an intertwining operator with locally-
finite sets of congruence classes of powers. In particular, the space of intertwining operators
also means the space of intertwining operators with locally-finite sets of congruence classes
of powers.

As is discussed in the preceding section, there exist hµ2 , h
ν
3 ∈ C for µ ∈ Γ(W2), ν ∈ Γ(W3)

such that

W2 =
∐
n∈N

(W2)TnU =
∐
n∈N

∐
µ∈Γ(W2)

(W2)[hµ2+n], W3 =
∐
n∈N

(W3)TnU =
∐
n∈N

∐
ν∈Γ(W3)

(W3)[hν3+n].

For w ∈ W , we have

Y(w, x) =
∑
k∈N

∑
m∈C

Ym,k(w)x−m−1(log x)k,

where for m ∈ C, k ∈ N and homogeneous w, the map Ym,k(w) : W2 → W3 is homogeneous
of weight wtw −m− 1. For w ∈ W , let

Yk(w, x) =
∑
m∈C

Ym,k(w)x−m−1.

Note that Yk(w, x) for k ∈ N satisfy the same Jacobi identity as the one for intertwining
operators but do not satisfy the L(−1)-derivative property for intertwining operators.

For a vector space U and k ∈ N, let Coeffklog x : U{x}[[log x]] → U{x} be the linear map
given by taking the coefficients of (log x)k. Then we have

Coeffklog xY(w, x) = Yk(w, x)

for w ∈ W and k ∈ N.
For k, l ∈ N, µ ∈ Γ(W2), ν ∈ Γ(W3), w ∈ W and w2 ∈ (W2)[hµ2+l] ⊂ Ω0

l (W2),

Coeff0
log xResxx

hµ2−hν3+l−k−1Y(xLW (0)w, x)w2

= Resxx
hµ2−hν3+l−k−1Y0(xLW (0)Sw, x)w2

∈ (W3)[hν3+k] ⊂ WTkU.

For k, l, n ∈ N, µ ∈ Γ(W2), w ∈ W and w2 ∈ (W2)[hµ2+l] ⊂ (W2)TlU, we define

ϑY([w]kl)w2 =
∑

ν∈Γ(W3)

Coeff0
log xResxx

hµ2−hν3+l−k−1Y(xLW (0)w, x)w2
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=
∑

ν∈Γ(W3)

Resxx
hµ2−hν3+l−k−1Y0(xLW (0)Sw, x)w2

∈ WTkU.

In this definition, the sum is finite since there are only finitely many congruence classes of
powers of x in Y0(xLW (0)Sw, x)w2. We now have a linear map

ϑY([w]kl) : W2 → W3,

or equivalently, we obtain an element

ϑY([w]kl) ∈ Hom(W2,W3).

The maps ϑY([w]kl) for w ∈ W and k, l ∈ Ngive a linear map

ϑY : U∞(W )→ Hom(W2,W3).

Since W2 and W3 are both left A∞(V )-modules, Hom(W2,W3) is an A∞(V )-bimodule. In
particular, we have left and right actions of U∞(V ) on Hom(W2,W3) such that both the left
and right actions of Q∞(V ) on Hom(W2,W3) are 0.

Proposition 4.1 The linear map ϑY commutes with the left and right actions of U∞(V ).
In particular, U∞(W )/ kerϑY is an A∞(V )-bimodule.

Proof. We first prove that ϑY commutes with the left action of U∞(V ). Let k,m, n, l, p ∈ N,
µ ∈ Γ(W2), v ∈ V , w ∈ W , w2 ∈ (W2)[hµ2+p] ⊂ (W2)TpU. In the case m 6= n or p 6= l by
definition, we have

ϑY([v]km � [w]nl)w2 = 0 = ϑW3([v]km)ϑY([w]nl)w2.

In the case m = n and p = l,

ϑY([v]kn � [w]nl)w2

=
∑

ν∈Γ(W3)

Resx0Tk+l+1((x0 + 1)−k+n−l−1)(1 + x0)lϑY([YW ((1 + x0)LV (0)v, x0)w]kl)w2

=
∑

ν∈Γ(W3)

Resx0Resx2Tk+l+1((x0 + 1)−k+n−l−1)(1 + x0)lx
hµ2−hν3+l−k−1
2 ·

· Y0(x
LW (0)S
2 YW ((1 + x0)LV (0)v, x0)w, x2)w2

=
∑

ν∈Γ(W3)

Resx0Resx2Tk+l+1((x0 + 1)−k+n−l−1)(1 + x0)lx
hµ2−hν3+l−k−1
2 ·

· Y0(YW ((x2 + x0x2)LV (0)v, x0x2)x
LW (0)S
2 w, x2)w2

=
∑

ν∈Γ(W3)

Resx0Resx2Resx1x
−1
1 δ

(
x2 + x0x2

x1

)
Tk+l+1((x0 + 1)−k+n−l−1)·
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· xl1x
hµ2−hν3−k−1
2 Y0(YW (x

LV (0)
1 v, x0x2)x

LW (0)S
2 w, x2)w2

=
∑

ν∈Γ(W3)

Resx0Resx2Resx1x
−1
0 x−1

2 δ

(
x1 − x2

x0x2

)
Tk+l+1((x0 + 1)−k+n−l−1)·

· xl1x
hµ2−hν3−k−1
2 YW3(x

LV (0)
1 v, x1)Y0(x

LW (0)S
2 w, x2)w2

−
∑

ν∈Γ(W3)

Resx0Resx2Resx1x
−1
0 x−1

2 δ

(
x2 − x1

x0x2

)
Tk+l+1((x0 + 1)−k+n−l−1)·

· xl1x
hµ2−hν3−k−1
2 Y0(x

LW (0)S
2 w, x2)YW2(x

LV (0)
1 v, x1)w2

=
∑

ν∈Γ(W3)

Resx2Resx1Tk+l+1((x0 + 1)−k+n−l−1)

∣∣∣∣
x0=(x1−x2)x−1

2

·

· xl1x
hµ2−hν3−k−2
2 YW3(x

LV (0)
1 v, x1)Y0(x

LW (0)S
2 w, x2)w2

−
∑

ν∈Γ(W3)

Resx2Resx1Tk+l+1((x0 + 1)−k+n−l−1)

∣∣∣∣
x0=(−x2+x1)x−1

2

·

· xl1x
hµ2−hν3−k−2
2 Y0(x

LW (0)S
2 w, x2)YW2(x

LV (0)
1 v, x1)w2. (4.7)

The second term in the right hand side of (4.7) is 0 since w2 ∈ (W2)[hµ2+l]. Expanding

Tk+l+1((x0 + 1)−k+n−l−1) explicitly, we see that the first term in the right-hand side of (4.7)
is equal to

∑
ν∈Γ(W3)

n∑
m=0

(
−k + n− l − 1

m

)
Resx2Resx1(x1 − x2)−k+n−l−m−1xk−n+l+m+1

2 ·

· xl1x
hµ2−hν3−k−2
2 YW3(x

LV (0)
1 v, x1)Y0(x

LW (0)S
2 w, x2)w2

=
∑

ν∈Γ(W3)

n∑
m=0

∑
j∈N

(
−k + n− l − 1

m

)(
−k + n− l −m− 1

j

)
(−1)j·

· Resx2Resx1x
−k+n−m−1−j
1 x

hµ2−hν3−n+l+m−1+j
2 YW3(x

LV (0)
1 v, x1)Y0(x

LW (0)S
2 w, x2)w2.

(4.8)

Since w2 ∈ (W2)[hµ2+l], we know that Resxx
hµ2−hν3+q−1Y0(xLW1

(0)Sw, x)w2 ∈ (W3)[hν3+l−q]
and thus is equal to 0 if q > l. In the case j > n−m, we have −n+ l+m+ j > l and hence

Resx2x
hµ2−hν3−n+l+m−1+j
2 Y0(x

LW (0)S
2 w, x2)w2 = 0.

In particular, those terms in the right-hand side of (4.8) with j > n − m is 0. So the
right-hand side of (4.8) is equal to

∑
ν∈Γ(W3)

n∑
m=0

n−m∑
j=0

(
−k + n− l − 1

m

)(
−k + n− l −m− 1

j

)
(−1)j·
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· Resx2Resx1x
−k+n−m−1−j
1 x

hµ2−hν3−n+l+m−1+j
2 YW3(x

LV (0)
1 v, x1)Y0(x

LW (0)S
2 w, x2)w2

=
∑

ν∈Γ(W3)

n∑
m=0

n∑
q=m

(
−k + n− l − 1

m

)(
−k + n− l −m− 1

q −m

)
(−1)q−m·

· Resx2Resx1x
−k+n−1−q
1 x

hµ2−hν3−n+l−1+q
2 YW3(x

LV (0)
1 v, x1)Y0(x

LW (0)
2 v, x2)w

=
∑

ν∈Γ(W3)

n∑
q=0

(
q∑

m=0

(
−k + n− l − 1

m

)(
−k + n− l −m− 1

q −m

)
(−1)q−m

)
·

· Resx2Resx1x
−k+n−1−q
1 x

hµ2−hν3−n+l−1+q
2 YW3(x

LV (0)
1 v, x1)Y0(x

LW (0)S
2 v, x2)w. (4.9)

Using (2.18) in [H5], that is,

q∑
m=0

(
−k + n− l − 1

m

)(
−k + n− l −m− 1

q −m

)
(−1)q−m =

(
−k + n− l − 1

q

)
δq,0 (4.10)

for q = 0, . . . , n, we see that the right-hand side of (4.9) is equal to∑
ν∈Γ(W3)

Resx2Resx1x
−k+n−1
1 x

hµ2−hν3−n+l−1
2 YW3(x

LV (0)
1 v, x1)Y0(x

LW (0)S
2 w, x2)w2

= ϑW3([v]kn)
∑

ν∈Γ(W3)

Resx2x
hµ2−hν3+l−n−1
2 Y0(x

LW (0)S
2 w, x2)w2

= ϑW3([v]kn)ϑY([w]nl)w2. (4.11)

From (4.7)–(4.11), we obtain

ϑY([v]kn � [w]nl)w2 = ϑW3([v]kn)ϑY([w]nl)w2.

We have now proved

ϑY([v]km � [w]nl)w2 = ϑW3([v]km)ϑY([w]nl)w2

for k, l,m, n ∈ N, v ∈ V , w ∈ W and w2 ∈ W2. This shows that ϑY commutes with the left
actions of U∞(V ).

Next we prove that ϑY commutes with the right actions of U∞(V ). Let k,m, n, l, p ∈ N,
µ ∈ Γ(W2), v ∈ V , w ∈ W , w2 ∈ (W2)[hµ2+p] ⊂ (W2)TpU. In the case m 6= n or p 6= l, by
definition, we have

ϑY([w]km � [v]nl)w2 = 0 = ϑY([w]km)ϑW2([v]nl)w2.

In the case m = n and p = l, using (4.3), we have

ϑY([w]kn � [v]nl)w2

= Resx0Tk+l+1((x0 + 1)−k+n−l−1)(1 + x0)k·
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· ϑY([(1 + x0)−LW (0)YW (v,−x0)(1 + x0)LW (0)w]kl)w2

=
∑

ν∈Γ(W3)

Resx0Coeff0
log x2

Resx2Tk+l+1((x0 + 1)−k+n−l−1)(1 + x0)kx
hµ2−hν3+l−k−1
2 ·

· Y(x
LW (0)
2 (1 + x0)−LW (0)YW (v,−x0)(1 + x0)LW (0)w, x2)w2

=
∑

ν∈Γ(W3)

Resx0Coeff0
log x2

Resx2Tk+l+1((x0 + 1)−k+n−l−1)(1 + x0)kx
hµ2−hν3+l−k−1
2 ·

· (1 + x0)−LW3
(0)Y(x

LW (0)
2 YW (v,−x0)(1 + x0)LW (0)w, x2(1 + x0))(1 + x0)LW2

(0)w2

=
∑

ν∈Γ(W3)

Resx0Coeff0
log x2

Resx2Tk+l+1((x0 + 1)−k+n−l−1)·

· (1 + x0)h
µ
2−hν3+lx

hµ2−hν3+l−k−1
2 (1 + x0)−LW3

(0)·
· Y(YW (x

LW (0)
2 v,−x0x2)(x2 + x0x2)LW (0)w, x2 + x0x2)(1 + x0)LW2

(0)w2

=
∑

ν∈Γ(W3)

Resx0Coeff0
log x2

Resx2Resx1x
−1
1 δ

(
x2 + x0x2

x1

)
Tk+l+1((x0 + 1)−k+n−l−1)·

· (x2 + x0x2)h
µ
2−hν3+lx−k−1

2 (1 + x0)−LW3
(0)N ·

· Y(YW (x
LV (0)
2 v,−x0x2)(x2 + x0x2)LW (0)w, x2 + x0x2)(1 + x0)LW2

(0)Nw2. (4.12)

From the L(0)-conjugation property for intertwining operators,

(1 + x0)−LW3
(0)Y((1 + x0)LW (0)w, x2 + x0x2)(1 + x0)LW2

(0) = Y(w, x2),

or equivalently,

K∑
k=0

(1 + x0)−LW3
(0)Yk((1 + x0)LW (0)w, x2 + x0x2)(1 + x0)LW2

(0)(log(x2 + x0x2))k

=
K∑
k=0

Yk(w, x2)(log x2)k. (4.13)

Taking Coeff0
log x2

on both sides of (4.13), we obtain

K∑
k=0

(1 + x0)−LW3
(0)Yk((1 + x0)LW (0)w, x2 + x0x2)(1 + x0)LW2

(0)(log(1 + x0))k

= Y0(w, x2).

Then we have

Coeff0
log x2

(1 + x0)−LW3
(0)NY((1 + x0)LW (0)Nw, x2 + x0x2)(1 + x0)LW2

(0)N

=
K∑
k=0

(1 + x0)−LW3
(0)NYk((1 + x0)LW (0)Nw, x2 + x0x2)(1 + x0)LW2

(0)N (log(1 + x0))k

18



= (1 + x0)LW3
(0)SY0((1 + x0)−LW (0)Sw, x2)(1 + x0)−LW2

(0)S

= Y0(w, x2 + x0x2).

In particular, we have

Coeff0
log x2

(1 + x0)−LW3
(0)N ·

· Y(YW (x
LV (0)
2 v,−x0x2)(x2 + x0x2)LW (0)w, x2 + x0x2)(1 + x0)LW2

(0)N

= Coeff0
log x2

(1 + x0)−LW3
(0)N ·

· Y((1 + x0)LW (0)NYW (x
LV (0)
2 v,−x0x2)(x2 + x0x2)LW (0)Sx

LW (0)N
2 w, x2 + x0x2)·

· (1 + x0)LW2
(0)N

= Y0(YW (x
LV (0)
2 v,−x0x2)(x2 + x0x2)LW (0)Sw, x2 + x0x2). (4.14)

Using (4.14), we see that the right-hand side of (4.12) is equal to∑
ν∈Γ(W3)

Resx0Resx2Resx1x
−1
1 δ

(
x2 + x0x2

x1

)
Tk+l+1((x0 + 1)−k+n−l−1)·

· (x2 + x0x2)h
µ
2−hν3+lx−k−1

2 Y0(YW (x
LV (0)
2 v,−x0x2)(x2 + x0x2)LW (0)Sw, x2 + x0x2)w2.

(4.15)

On the other hand,

(x2 + x0x2)h
µ
2−hν3+lY0(YW (x

LV (0)
2 v,−x0x2)(x2 + x0x2)LW (0)Sw, x2 + x0x2)w2

contains only integral powers of x2 + x0x2 and does not contain log(x2 + x0x2). Then (4.15)
is equal to ∑

ν∈Γ(W3)

Resx0Resx2Resx1x
−1
2 δ

(
x1 − x0x2

x2

)
Tk+l+1((x0 + 1)−k+n−l−1)·

· xh
µ
2−hν3+l

1 x−k−1
2 Y0(YW (x

LV (0)
2 v,−x0x2)x

LW (0)S
1 w, x1)w2. (4.16)

The Jacobi identity for Y0 gives

Resx1x
−1
2 δ

(
x1 − x0x2

x2

)
x
hµ2−hν3+l
1 Y0(YW (x

LV (0)
2 v,−x0x2)x

LW (0)S
1 w, x1)w2

= −Resx1x
−1
0 δ

(
x2 − x1

−x0x2

)
x
hµ2−hν3+l
1 YW3(x

LV (0)
2 v, x2)Y0(x

LW (0)S
1 w, x1)w2

+ Resx1x
−1
0 δ

(
x1 − x2

x0x2

)
x
hµ2−hν3+l
1 Y0(x

LW (0)S
1 w, x1)YW2(x

LV (0)
2 v, x2)w2. (4.17)

Since w2 ∈ (W2)[hµ2+l], we have

Resx1x
hµ2−hν3+l+j
1 Y0(x

LW (0)S
1 w, x1)w2 ∈ (W2)[hν3−1−j] = 0 (4.18)
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for j ∈ N. Using (4.17) and (4.18), we see that (4.16) is equal to∑
ν∈Γ(W3)

Resx0Resx2Resx1x
−1
0 δ

(
x1 − x2

x0x2

)
Tk+l+1((x0 + 1)−k+n−l−1)·

· xh
µ
2−hν3+l

1 x−k−2
2 Y0(x

LW (0)S
1 w, x1)YW2(x

LV (0)
2 v, x2)w2

=
∑

ν∈Γ(W3)

n∑
m=0

(
−k + n− l − 1

m

)
Resx2Resx1

(
x1 − x2

x2

)−k+n−l−m−1

·

· xh
µ
2−hν3+l

1 x−k−2
2 Y0(x

LW (0)S
1 w, x1)YW2(x

LV (0)
2 v, x2)w2

=
∑

ν∈Γ(W3)

n∑
m=0

N∑
r=0

∑
j∈N

(
−k + n− l − 1

m

)(
−k + n− l −m− 1

j

)
(−1)j·

· Resx2Resx1x
hµ2−hν3−k+n−m−1−j
1 x−n+l+m−1+j

2 Y0(x
LW (0)S
1 w, x1)YW2(x

LV (0)
2 v, x2)w2.

(4.19)

Since w2 ∈ (W2)[hµ2+l], Resxx
q−1YW2(x

LV (0)v, x) ∈ (W2)[hµ2+l−q] and thus is equal to 0 if q > l.
In the case j > n−m, we have −n+ l +m+ j > l and hence

Resx2x
−n+l+m−1+j
2 YW2(x

LV (0)
2 v, x2)w2 = 0.

In particular, those terms in the right-hand side of (4.19) with j > n −m + r is 0. So the
right-hand side of (4.19) is equal to

∑
ν∈Γ(W3)

n∑
m=0

n−m∑
j=0

(
−k + n− l − 1

m

)(
−k + n− l −m− 1

j

)
(−1)j·

· Resx2Resx1x
hµ2−hν3−k+n−m−1−j
1 x−n+l+m−1+j

2 Y0(x
LW (0)S
1 w, x1)YW2(x

LV (0)
2 v, x2)w2

=
∑

ν∈Γ(W3)

n∑
m=0

n∑
q=m

(
−k + n− l − 1

m

)(
−k + n− l −m− 1

q −m

)
(−1)q−m·

· Resx2Resx1x
hµ2−hν3−k+n−1−q
1 x−n+l−1+q

2 Y0(x
LW (0)S
1 w, x1)YW2(x

LV (0)
2 v, x2)w2

=
∑

ν∈Γ(W3)

n∑
q=0

(
q∑

m=0

(
−k + n− l − 1

m

)(
−k + n− l −m− 1

q −m

)
(−1)q−m

)
·

· Resx2Resx1x
hµ2−hν3−k+n−1−q
1 x−n+l−1+q

2 Y0(x
LW (0)S
1 w, x1)YW2(x

LV (0)
2 v, x2)w2. (4.20)

Using (4.10), we see that the right-hand side of (4.20) is equal to∑
ν∈Γ(W3)

Resx2Resx1x
hµ2−hν3−k+n−1
1 x−n+l−1

2 Y0(x
LW (0)S
1 w, x1)YW2(x

LV (0)
2 v, x2)w2

= ϑY([w]kn)Resx2x
−n+l−1
2 YW2(x

LV (0)
2 v, x2)w2
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= ϑY([w]kn)ϑW2([v]nl)w2. (4.21)

The calculations from (4.12) to (4.21) gives

ϑY([w]kn � [v]nl)w2 = ϑY([w]kn)ϑW2([v]nl)w2.

Thus we have proved

ϑY([w]km � [v]nl)w2 = ϑY([w]km)ϑW2([v]nl)w2

for k,m, n, l ∈ N, v ∈ V , w ∈ W and w2 ∈ W2. This shows that ϑY commutes with the right
actions of U∞(V ).

We know that U∞(W )/ kerϑY is linearly isomorphic to the image ϑY(U∞(W )) of U∞(W )
in Hom(W2,W3) under ϑY . Since ϑY commutes with both the left and right actions of U∞(V ),
U∞(W )/ kerϑY is in fact equivalent to ϑY(U∞(W )) as U∞(V )-bimodules. But Hom(W2,W3)
is an A∞(V )-bimodule and ϑY(U∞(W )) is an A∞(V )-subbimodule of Hom(W2,W3). Thus
U∞(W )/ kerϑY is an A∞(V )-bimodule equivalent to the A∞(V )-bimodule ϑY(U∞(W )).

Let Q∞(W ) be the intersection of kerϑY for all lower-bounded generalized V -modules
W2 and W3 and all intertwining operators Y of type

(
W3

WW2

)
.

Theorem 4.2 The quotient A∞(W ) = U∞(W )/Q∞(W ) is an A∞(V )-bimodule.

Proof. For every pair of lower-bounded generalized V -modules W2 and W3 and every inter-
twining operator Y of type

(
W3

WW2

)
, U∞(W )/ kerϑY is an A∞(V )-bimodule. Hence U∞(W ) is

an A∞(V )-bimodule modulo elements of kerϑY for all lower-bounded generalized V -modules
W2 and W3 and all intertwining operator Y of type

(
W3

WW2

)
. Thus U∞(W ) is an A∞(V )-

bimodule modulo elements of the intersection Q∞(W ) of all such kerϑY . This shows that
A∞(W ) = U∞(W )/Q∞(W ) is an A∞(V )-bimodule.

Proposition 4.3 In the case W = V , the A∞(V )-bimodule A∞(W ) is equal to the associa-
tive algebra A∞(V ) introduced in [H5] (see also Section 2).

Proof. We need only prove that Q∞(W ) for W = V as a lower-bounded generalized V -
module is equal to Q∞(V ) in [H5] (see also Section 2). By Remark 3.4, Q∞(V ) in [H5] is
equal to the intersection of kerϑW for all lower-bounded generalized V -modules W . Note
that kerϑW2 = kerϑYW2

. If for every pair of lower-bounded generalized V -modules W2 and

W3 and every intertwining operator Y of type
(
W3

VW2

)
, kerϑW2 ⊂ kerϑY , then the intersection

of kerϑW2 for all lower-bounded generalized V -module W2 is equal to the intersection of all
kerϑY for all lower-bounded generalized V -modules W2 and W3 and all intertwining operator
Y of type

(
W3

VW2

)
, that is, the proposition is true.

We now prove this fact. From the L(−1)-derivative property and LV (−1)1 = 0, we see
that Y(1, x) must be independent of x. We denote it as f and then f is a linear map from
W2 to W3. It is easy to verify that f is in fact a V -module map.
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Using the associativity between the intertwining operator Y and the vertex operator
maps YV and YW2 , we have

〈w′3,Y(v, z2)w2〉 = 〈w′3,Y(YV (1, z1 − z2)v, z2)w2〉
= 〈w′3,Y(1, z1)YW2(v, z2)w2〉
= 〈w′3, f(YW2(v, z2)w2)〉 (4.22)

for v ∈ V , w2 ∈ W2 and w′3 ∈ W ′
3. Since every term in (4.22) is defined for all z1 and z2 6= 0,

(4.22) holds for all such z1 and z2. In particular, we obtain

Y(v, x)w2 = f(YW2(v, x)w2)

for v ∈ V and w2 ∈ W2. By the definition of ϑW2 and ϑY we have

ϑY([v]kl)w2 = Resxx
l−k−1Y(xLV (0)v, x)w2

= Resxx
l−k−1f(YW2(x

LV (0)v, x)w2)

= f(ϑW2([v]kl)w2)

for k, l ∈ N, v ∈ V and w2 ∈ (W2)TlU. Then we have

ϑY(v) = f ◦ ϑW2(v)

for v ∈ U∞(V ). Now kerϑW2 ⊂ kerϑY follows immediately.

Using the Jacobi identity of intertwining operators, we have the following result giving
some particular elements of Q∞(W ):

Proposition 4.4 For k, l, n ∈ N, p ∈ Z such that l + p ∈ N, homogeneous v ∈ V and
w ∈ W , the element∑

j∈N
n+p−j≥0

(−1)j
(
p

j

)
[v]k,n+p−j � [w]n+p−j,l+p

−
∑
j∈N

l−n+k+p−j≥0

(−1)p−j
(
p

j

)
[w]k,l−n+k+p−j � [v]l−n+k+p−j,l+p

−
∑
j∈N

(
wt v + n− k − 1

j

)
[(YW )p+j(v)w]k,l+p (4.23)

of U∞(W ) is in fact in Q∞(W ).

Proof. Let W2 and W3 be lower-bounded generalized V -modules and Y an intertwining
operator of type

(
W3

WW2

)
. For k, l, n ∈ N, p ∈ Z such that l+ p ∈ N, µ ∈ Γ(W2), homogeneous

v ∈ V , w ∈ W and w2 ∈ (W2)[hµ2+l+p],∑
j∈N

n+p−j≥0

(−1)j
(
p

j

)
ϑY([v]k,n+p−j � [w1]n+p−j,l+p)w2
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=
∑
j∈N

n+p−j≥0

(−1)j
(
p

j

)
ϑW3([v]k,n+p−j)ϑY([w]n+p−j,l+p)w2

=
∑

ν∈Γ(W3)

∑
j∈N

n+p−j≥0

(−1)j
(
p

j

)
ϑW3([v]k,n+p−j)·

· Coeff0
log x2

Resx2x
hµ2−hν3+(l+p)−(n+p−j)−1
2 Y(x

LW (0)
2 w, x2)w2

=
∑

ν∈Γ(W3)

∑
j∈N

n+p−j≥0

(
p

j

)
(−1)jResx1Coeff0

log x2
Resx2x

(n+p−j)−k−1
1 ·

· xh
µ
2−hν3+(l+p)−(n+p−j)−1

2 YW3(x
LV (0)
1 v, x1)Y(x

LW (0)
2 w, x2)w2

=
∑

ν∈Γ(W3)

Resx1Coeff0
log x2

Resx2(x1 − x2)p·

· xn−k−1
1 x

hµ2−hν3+l−n−1
2 YW3(x

LV (0)
1 v, x1)Y(x

LW (0)
2 w, x2)w2

=
∑

ν∈Γ(W3)

Resx1Coeff0
log x2

Resx2Resx0x
p
0x
−1
0 δ

(
x1 − x2

x0

)
·

· xn−k−1
1 x

hµ2−hν3+l−n−1
2 YW3(x

LV (0)
1 v, x1)Y(x

LW (0)
2 w, x2)w2. (4.24)

Using the Jacobi identity for the intertwining operator Y , we see that the right-hand side of
(4.24) is equal to∑

ν∈Γ(W3)

Resx1Coeff0
log x2

Resx2Resx0x
p
0x
−1
0 δ

(
x2 − x1

−x0

)
·

· xn−k−1
1 x

hµ2−hν3+l−n−1
2 Y(x

LW (0)
2 w, x2)YW2(x

LV (0)
1 v, x1)w2

+
∑

ν∈Γ(W3)

Resx1Coeff0
log x2

Resx2Resx0x
p
0x
−1
1 δ

(
x2 + x0

x1

)
·

· xn−k−1
1 x

hµ2−hν3+l−n−1
2 Y(YW1(x

LV (0)
1 v, x0)x

LW (0)
2 w, x2)w2

=
∑

ν∈Γ(W3)

Resx1Coeff0
log x2

Resx2(−x2 + x1)p·

· xn−k−1
1 x

hµ2−hν3+l−n−1
2 Y(x

LW (0)
2 w, x2)YW2(x

LV (0)
1 v, x1)w2

+
∑

ν∈Γ(W3)

Resx1Coeff0
log x2

Resx2Resx0x
p
0x
−1
1 δ

(
x2 + x0

x1

)
·

· xn−k−1
1 x

hµ2−hν3+l−n−1
2 Y(x

LW (0)
2 YW1(x

LV (0)
1 x

−LV (0)
2 v, x0x

−1
2 )w, x2)w2

=
∑

ν∈Γ(W3)

∑
j∈N

(−1)p−j
(
p

j

)
Coeff0

log x2
Resx2x

hµ2−hν3+(l−n+k+p−j)−k−1
2 ·

· Y(x
LW (0)
2 w, x2)Resx1x

(l+p)−(l−n+k+p−j)−1
1 YW2(x

LV (0)
1 v, x1)w2
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+
∑

ν∈Γ(W3)

Resx1Coeff0
log x2

Resx2Resx0x
p
0x
−1
1 δ

(
x2 + x0

x1

)
·

· xn−k−1
1 x

hµ2−hν3+l−n−1
2 Y(x

LW (0)
2 YW1(x

LV (0)
1 x

−LV (0)
2 v, x0x

−1
2 )w, x2)w2. (4.25)

Using the definitions of ϑY and ϑW2 , the property of the formal δ-function, noting that v is

homogeneous and Resx1x
(l+p)−(l−n+k+p−j)−1
1 YW2(x

LV (0)
1 v, x1)w2 = 0 when l−n+k+p−j < 0,

and changing the variable x0 to y = x0x
−1
2 in the second term, we see that the right-hand

side of (4.25) is equal to∑
j∈N

l−n+k+p−j≥0

(−1)p−j
(
p

j

)
ϑY([w]k,l−n+k+p−j)·

· Resx1x
(l+p)−(l−n+k+p−j)−1
1 YW2(x

LV (0)
1 v, x1)w2

+
∑

ν∈Γ(W3)

Coeff0
log x2

Resx2Resx0x
p
0(x2 + x0)n−k−1·

· xh
µ
2−hν3+l−n−1

2 Y(x
LW (0)
2 YW1((1 + x0x

−1
2 )LV (0)v, x0x

−1
2 )w, x2)w2

=
∑
j∈N

l−n+k+p−j≥0

(−1)p−j
(
p

j

)
ϑY([w]k,l−n+k+p−j)ϑW2([v]l−n+k+p−j,l+p)w2

+
∑

ν∈Γ(W3)

Coeff0
log x2

Resx2Resx0x
p
0(1 + x0x

−1
2 )wt v+n−k−1·

· xh
µ
2−hν3+l−k−2

2 Y(x
LW (0)
2 YW1(v, x0x

−1
2 )w, x2)w2

=
∑
j∈N

l−n+k+p−j≥0

(−1)p−j
(
p

j

)
ϑY([w]k,l−n+k+p−j � [v]l−n+k+p−j,l+p)w2

+
∑

ν∈Γ(W3)

Coeff0
log x2

Resx2Resyy
p(1 + y)wt v+n−k−1·

· xh
µ
2−hν3+(l+p)−k−1

2 Y(x
LW (0)
2 YW1(v, y)w, x2)w2. (4.26)

Expanding (1 + y)wt v+n−k−1 and YW1(v, y) and evaluating Resy, we see that the second term
in the right-hand side of (4.26) is equal to∑
ν∈Γ(W3)

∑
j∈N

(
wt v + n− k − 1

j

)
Coeff0

log x2
Resx2x

hµ2−hν3+(l+p)−k−1
2 Y(x

LW (0)
2 (YW1)p+j(v)w, x2)w2

=
∑
j∈N

(
wt v + n− k − 1

j

)
ϑY([(YW1)p+j(v)w]k,l+p)w2. (4.27)
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From (4.24)–(4.27), we obtain

ϑY

( ∑
j∈N

n+p−j≥0

(−1)j
(
p

j

)
[v]k,n+p−j � [w1]n+p−j,l+p

−
∑
j∈N

l−n+k+j≥0

(−1)p−j
(
p

j

)
[w1]k,l−n+k+j � [v]l−n+k+j,l+p

−
∑
j∈N

(
wt v + n− k − 1

j

)
[(YW1)j(v)w1]k,l+p

)
w2

= 0. (4.28)

Since w2, l and p are arbitrary, we see from (4.28) that (4.23) is in kerϑY . Since W2,W3 and
Y are arbitrary, (4.23) is in the intersection Q∞(W ) of all kerϑY .

Remark 4.5 In the case that V is a vertex operator algebra, that is, we have a conformal
vector ω ∈ V . Let ω∞(0) and ω∞(−1) be the elements of U∞(V ) with diagonal entries being
ω ∈ V and all the other entries being 0 and with the (k+ 1, k)-entries being ω for k ∈ N and
all the other entries being 0, respectively. Then

ω∞(0) =
∑
k∈N

[ω]kk, ω
∞(−1) =

∑
k∈N

[ω]k+1,k.

From the definitions of the left and right actions of U∞(V ) on U∞(W ), we have [ω]kk �
[w]kl = ω∞(0) � [w]kl, [w]kl � [ω]ll = [w]kl � ω∞(0), [ω]k+1,k � [w]kl = ω∞(−1) � [w]kl and
[w]kl � [ω]l+1,l = [w]kl � ω∞(−1) for k, l ∈ N and w ∈ W . Taking n = k, p = 0 and v = ω in
(4.23), we see that elements of the form

ω∞(0) � [w]nl − [w]nl � ω∞(0)− [(LW (−1) + LW (0))w]nl

= [ω]nn � [w]nl − [w]nl � [ω]ll − [(LW (−1) + LW (0))w]nl

for n, l ∈ N and w ∈ W are in Q∞(W ). Taking k = n+ 1, p = 0 and v = ω in (4.23), we see
that elements of the form

ω∞(−1) � [w]nl − [w]n+1,l+1 � ω∞(−1)− [LW (−1)w]n+1,l

= [ω]n+1,n � [w]nl − [w]n+1,l+1 � [ω]l+1,l − [LW (−1)w]n+1,l

for n, l ∈ N and w ∈ W are in Q∞(W ). In particular, we have

(ω∞(0) +Q∞(W )) � ([w]nl +Q∞(W ))− ([w]nl +Q∞(W )) � (ω∞(0) +Q∞(W ))

= [(LW (−1) + LW (0))w]nl +Q∞(W ),

(ω∞(−1) +Q∞(W )) � ([w]nl +Q∞(W ))− ([w]n+1,l+1 +Q∞(W )) � (ω∞(−1) +Q∞(W ))

= [LW (−1)w]n+1,l +Q∞(W )

in A∞(W ).
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In the special case that W = V , we have:

Corollary 4.6 For k, l, n ∈ N, p ∈ Z such that l + p ∈ N, homogeneous u ∈ V and v ∈ V ,
the elements ∑

j∈N
n+p−j≥0

(−1)j
(
p

j

)
[u]k,n+p−j � [v]n+p−j,l+p

−
∑
j∈N

l−n+k+p−j≥0

(−1)p−j
(
p

j

)
[v]k,l−n+k+p−j � [u]l−n+k+p−j,l+p

−
∑
j∈N

(
wtu+ n− k − 1

j

)
[(YV )p+j(u)v]k,l+p (4.29)

is in Q∞(V ).

Proof. This corollary follows immediately from Propositions 4.3 and 4.4.

Remark 4.7 We can also give a subspace O∞(W ) of Q∞(W ) analogous to O∞(V ) in [H5].
We conjecture that Q∞(W ) is spanned by O∞(W ) and the elements of the form (4.23) for
k, l, n, p ∈ N, homogeneous v ∈ V and w ∈ W . In particular, we also conjecture that Q∞(V )
is spanned by O∞(V ) in [H5] and elements of the form (4.29) of Q∞(V ). We shall discuss
these in a future paper.

5 Isomorphisms between spaces of intertwining oper-

ators and A∞(V )-module maps

We formulate and prove the first main theorem of the present paper in this section. For
lower-bounded generalized V -modules W1, W2 and W3, we define a linear map ρ : VW3

W1W2
→

HomA∞(V )(A
∞(W1) ⊗A∞(V ) W2,W3), where W1, W2 and W3 are lower-bounded generalized

V -module and VW3
W1W2

is the space of intertwining operators of type
(

W3

W1W2

)
. Our first main

theorem states that ρ is an isomorphism.
Before we formulate and prove this theorem, we prove first that the category lower-

bounded generalized V -modules and the category of graded A∞(V )-modules are isomorphic
(not just equivalent since the underlying vector space are the same). In Section 2, we have
obtained a functor from the category of lower-bounded generalized V -modules to the category
of graded A∞(V )-modules. We now have:

Theorem 5.1 The functor from the category lower-bounded generalized V -modules to the
category of graded A∞(V )-modules is in fact an isomorphism of categories.
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Proof. Given a graded A∞(V )-module W , we need to construct a lower-bounded generalized
V -module structure on W . We define

(YW )wt v+l−k−1(v)w = ϑW ([v]kl)w

for k, l ∈ N, homogeneous v ∈ V and w ∈ WTlU and

YW (v, x)w =
∑
k∈N

(YW )wt v+l−k−1(v)wx−wt v−l+k

for l ∈ N, homogeneous v ∈ V and w ∈ WTlU. It is clear that YW (v, x)w is lower truncated.
For any lower-bounded generalized V -module W0, by definition,

ϑW0([1]kl)w0 = Resxx
l−k−1w0 = δkl[1]llw0

for k, l ∈ N and w0 ∈ W0. So we have [1]kl − δkl[1]ll ∈ kerϑW0 . Since W0 is arbitrary,
by Remark 3.4, we see that [1]kl − δkl[1]ll ∈ Q∞(V ). In particular, ϑW ([1]kl)w = δklw for
k, l ∈ N and w ∈ WTlU. Thus we have YW (1, x)w = w. The L(0)- and L(−1)-commutator
formulas and the L(0)-grading condition follow hold since W is a graded A∞(V )-algebra.
The only remaining axiom to be proved is the Jacobi identity.

We now prove the Jacobi identity using Corollary 4.6. From Corollary 4.6, we know that
(4.29) with w replaced by w1 is an element of Q∞(V ). In particular,∑

j∈N
n+p−j≥0

(−1)j
(
p

j

)
ϑW ([u]k,n+p−j � [v]n+p−j,l+p)w2

−
∑
j∈N

l−n+k+p−j≥0

(−1)p−j
(
p

j

)
ϑW ([v]k,l−n+k+p−j � [u]l−n+k+p−j,l+p)w

−
∑
j∈N

(
wtu+ n− k − 1

j

)
ϑW ([(YV )p+j(u)v]k,l+p)w

= 0 (5.1)

for k, l, n ∈ N, p ∈ Z such that l + p ∈ N, homogeneous u, v ∈ V and w ∈ WTl+pU. The
left-hand side of (5.1) is equal to∑

j∈N
n+p−j≥0

(−1)j
(
p

j

)
ϑW ([u]k,n+p−j)ϑW ([v]n+p−j,l+p)w

−
∑
j∈N

l−n+k+p−j≥0

(−1)p−j
(
p

j

)
ϑW ([v]k,l−n+k+p−j)ϑW ([v]l−n+k+p−j,l+p)w2

−
∑
j∈N

(
wtu+ n− k − 1

j

)
ϑW ([(YV )p+j(u)v]k,l+p)w. (5.2)
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From the definitions of ϑW , we see that (5.2) is equal to∑
j∈N

n+p−j≥0

(−1)j
(
p

j

)
Resx1Resx2x

n+p−j−k−1
1 xl−n+j−1

2 YW (x
LV (0)
1 u, x1)YW (x

LV (0)
2 v, x2)w

−
∑
j∈N

l−n+k+p−j≥0

(−1)p−j
(
p

j

)
Resx1Resx2x

n−k+j−1
1 ·

· xl−n+p−j−1
2 YW (x

LV (0)
2 v, x2)YW2(x

LV (0)
1 u, x1)w

−
∑
j∈N

(
wtu+ n− k − 1

j

)
Resx2x

l+p−k−1
2 YW (x

LV (0)
2 (YV )p+j(u)v, x2)w

= Resx1Resx2x
n−k−1
1 xl−n−1

2 (x1 − x2)pYW (x
LV (0)
1 u, x1)YW (x

LV (0)
2 v, x2)w

− Resx1Resx2x
n−k−1
1 xl−n−1

2 (−x2 + x1)pYW (x
LV (0)
2 v, x2)YW (x

LV (0)
1 u, x1)w

− Resx2Resyy
p(1 + y)wtu+n−k−1xl+p−k−1

2 YW (x
LV (0)
2 YV (u, y)v, x2)w. (5.3)

Since the left-hand side of (5.3) is equal to the left-hand side of (5.1), we see that the right-
hand side of (5.3) is 0 for k, l, n ∈ N, p ∈ Z such that l + p ∈ N, homogeneous u, v ∈ V and
w ∈ WTl+pU. In fact, the right-hand side of (5.3) is also 0 for all p ∈ Z even if l+ p < 0 since

w = 0. Multiplying the right-hand side of (5.3) by x−p−1
0 and then take sum over p ∈ Z, we

obtain

Resx1Resx2x
n−k−1
1 xl−n−1

2 x−1
0 δ

(
x1 − x2

x0

)
YW (x

LV (0)
1 u, x1)YW (x

LV (0)
2 v, x2)w

− Resx1Resx2x
n−k−1
1 xl−n−1

2 x−1
0 δ

(
x2 − x1

−x0

)
YW (x

LV (0)
2 v, x2)YW (x

LV (0)
1 u, x1)w

− Resx2Resyx
−1
0 δ

(
yx2

x0

)
(1 + y)n−k−1xl−k−1

2 YW (x
LV (0)
2 YV ((1 + y)LV (0)u, y)v, x2)w

= 0. (5.4)

The third term in the left-hand side of (5.4) is equal to

− Resx2Resyx
−1
0 δ

(
yx2

x0

)
(1 + y)n−k−1xl−k−1

2 YW (x
LV (0)
2 YV ((1 + y)LV (0)u, y)v, x2)w

= −Resx2Resyx
−1
0 δ

(
yx2

x0

)
(1 + x0x

−1
2 )n−k−1xl−k−1

2 ·

· YW (x
LV (0)
2 YV ((1 + x0x

−1
2 )LV (0)u, x0x

−1
2 )v, x2)w

= −Resx2(x2 + x0)n−k−1xl−n−1
2 YW (YV ((x2 + x0)LV (0)u, x0)x

LV (0)
2 v, x2)w

= −Resx1Resx2x
n−k−1
1 xl−n−1

2 x−1
1 δ

(
x2 + x0

x1

)
YW (YV (x

LV (0)
1 u, x0)x

LV (0)
2 v, x2)w. (5.5)
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Using (5.5) and substituting x
−LV (0)
1 v and x

−LW1
(0)S

2 w1 for v and w1, respectively, we see that
(5.4) becomes

Resx1Resx2x
n−k−1
1 xl−n−1

2 x−1
0 δ

(
x1 − x2

x0

)
YW (u, x1)YW (v, x2)w

− Resx1Resx2x
n−k−1
1 xl−n−1

2 x−1
0 δ

(
x2 − x1

−x0

)
YW (v, x2)YW2(u, x1)w

− Resx1Resx2x
n−k−1
1 xl−n−1

2 x−1
1 δ

(
x2 + x0

x1

)
YW (YV (u, x0)v, x2)w

= 0. (5.6)

Since k, l, n ∈ N and w ∈ W are arbitrary, (5.18) gives the Jacobi identity for YW .
This construction of a lower-bounded generalized V -module structure from a graded

A∞(V )-module gives us a functor from the category of lower-bounded generalized V -modules
to the category of graded A∞(V )-modules. It is clear that the graded A∞(V )-module struc-
ture on W obtained from YW is the same as the graded A∞(V )-module structure that we
start with. So this functor is the inverse of the functor from the category of graded A∞(V )-
modules to the category of lower-bounded generalized V -modules. The proposition is proved.

Let V be a grading-restricted vertex algebra and W1 , W2 and W3 lower-bounded gen-
eralized V -modules. Let A∞(W1) ⊗A∞(V ) W2 be the tensor product over A∞(V ) of the
A∞(V )-bimodule A∞(W1) and the left A∞(V )-module W2.

We first prove some lemmas which we shall need later.

Lemma 5.2 The A∞(V )-module A∞(W1)⊗A∞(V ) W2 is spanned by elements of the form

([w1]kl +Q∞(W1))⊗A∞(V ) w2

for k, l ∈ N, w1 ∈ W1, w2 ∈ (W2)TlU.

Proof. We know that elements of the form

([w1]kn +Q∞(W1))⊗A∞(V ) w2

for k, l, n ∈ N, w1 ∈ W1 span A∞(W1)⊗A∞(V )W2. If l 6= n, then by definition [w1]kn�[1]ll = 0.
Also for l ∈ N and w2 ∈ (W2)TlU, by definition, ϑW2([1]ll)w2 = w2. Hence for k, l, n ∈ N,
w1 ∈ W1, w2 ∈ (W2)TlU, if n 6= l, then

([w1]kn +Q∞(W1))⊗A∞(V ) w2

= ([w1]kn +Q∞(W1))⊗A∞(V ) ϑW2([1]ll)w2

= ([w1]kn � [1]ll +Q∞(W1))⊗A∞(V ) w2

= 0.

Hence the lemma is true.
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Lemma 5.3 Let
f ∈ HomA∞(V )(A

∞(W1)⊗A∞(V ) W2,W3).

For k, l ∈ N, w1 ∈ W1, w2 ∈ (W2)TlU,

f(([w1]kl +Q∞(W1))⊗A∞(V ) w2) ∈ (W3)TkU.

Proof. For k, l ∈ N, w1 ∈ W1, w2 ∈ (W2)TlU, since f is an A∞(V )-module map,

f(([w1]kl +Q∞(W1))⊗A∞(V ) w2)

= f(([1]kk � [w1]kl +Q∞(W1))⊗A∞(V ) w2)

= ϑW3([1]kk)f(([w1]kl +Q∞(W1))⊗A∞(V ) w2).

By the definition of ϑW3 , ϑW3([1]kk)w3 = 0 for w3 ∈ (W3)TnU, n 6= k. Hence the lemma is
true.

Let Y be an intertwining operator of type
(

W3

W1W2

)
. We define a linear map

ρ(Y) : A∞(W1)⊗W2 → W3

by
(ρ(Y))((w1 +Q∞(W1))⊗ w2) = ϑY(w1)w2

for w1 ∈ U∞(W1) and w2 ∈ W2. Since Q∞(W1) ⊂ kerϑY , ρ(Y) is well defined.
Using Proposition 4.1, we have:

Proposition 5.4 The linear map ρ(Y) is in fact an A∞(V )-module map from A∞(W1)⊗A∞(V )

W2 to W3, that is,
ρ(Y) ∈ HomA∞(V )(A

∞(W1)⊗A∞(V ) W2,W3).

Proof. By Proposition 4.1, for v ∈ U∞(V ), w1 ∈ U∞(W1) and w2 ∈ W2, we have

(ρ(Y))(((v +Q∞(V )) � (w1 +Q∞(W1)))⊗ w2)

= (ρ(Y))((v �w1 +Q∞(W1))⊗ w2)

= ϑY(v �w1)w2

= ϑW3(v)ϑY(w1)w2

= ϑW3(v)(ρ(Y))(([w1]nl +Q∞(W1))⊗ w2)

and

(ρ(Y))(((w1 +Q∞(W1)) � (v +Q∞(V )))⊗ w2)

= (ρ(Y))((w1 � v +Q∞(V ))⊗ w2)

= ϑY(w1 � v)w2

= ϑY(w1)ϑW2(v)w2
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= (ρ(Y))((w1 +Q∞(W1))⊗ ϑW2(v)w2),

proving that ρ(Y) is indeed an A∞(V )-module map from A∞(W1)⊗A∞(V ) W2 to W3.

We now have a linear map

ρ : VW3
W1W2

→ HomA∞(V )(A
∞(W1)⊗A∞(V ) W2,W3)

Y 7→ ρ(Y).

In the proof of Theorem 5.5 below (in fact only in the surjectivity part), we need a
conformal vector of V (that is, V is a vertex operator algebra) so that we do not have to verify
separately the L(0)- and L(−1)-commutator formulas when we construct an intertwining
operator.

Theorem 5.5 Let V be a vertex operator algebra. Then the linear map ρ is an isomorphism.

Proof. Let Y ∈ VW3
W1W2

. Assume that ρ(Y) = 0. Then for k, l ∈ N, µ ∈ Γ(W2), w1 ∈ W1,
w2 ∈ (W2)[hµ2+l], we have ∑

ν∈Γ(W3)

Resxx
hµ2−hν3+l−k−1Y0(xLW1

(0)Sw1, x)w2

= ϑY([w]kl)w2

= (ρ(Y))(([w]kl +Q∞)⊗ w2)

= 0.

So for w′3 ∈ (W ′
3)[hν3+k], we have

〈w′3,Resxx
hµ2−hν3+l−k−1Y0(xLW1

(0)Sw1, x)w2〉 = 0. (5.7)

On the other hand,

Y0(w, x) = Coeff0
log xY(w, x)

= Coeff0
log xx

LW3
(0)Y(x−LW (0)w, 1)x−LW2

(0)

= xLW3
(0)SY0(x−LW (0)Sw, 1)x−LW2

(0)S . (5.8)

By (5.8),

〈w′3,Resxx
hµ2−hν3+l−k−1Y0(xLW1

(0)Sw1, x)w2〉

= Resxx
−1〈x−LW ′3 (0)Sw′3,Y0(xLW1

(0)Sw1, x)xLW2
(0)Sw2〉

= Resxx
−1〈w′3,Y0(w1, 1)w2〉

= 〈w′3,Y0(w1, 1)w2〉. (5.9)
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From (5.7) and (5.9), we obtain

〈w′3,Y0(w1, 1)w2〉 = 0 (5.10)

for k, l ∈ N, µ ∈ Γ(W2), ν ∈ Γ(W3), w1 ∈ W1, w2 ∈ (W2)[hµ2+l] and w′3 ∈ (W ′
3)[hν3+k]. Since

µ, ν, k, l are also arbitrary, we see that (5.10) holds for w1 ∈ W1, w2 ∈ W2 and w′3 ∈ W ′
3.

Hence Y0(w1, 1) = 0 for w1 ∈ W1. Then by the L(0)-conjugation property of intertwining
operators, we have

Y(w1, x) = xLW3
(0)Y(x−LW1

(0)w1, 1)x−LW2
(0)

= xLW3
(0)Y0(x−LW1

(0)w1, 1)x−LW2
(0)

= 0

for w1 ∈ W1. Since w1 is arbitrary, we obtain Y = 0, proving the injectivity of ρ.
We now prove the surjectivity of ρ. Let

f ∈ HomA∞(V )(A
∞(W1)⊗A∞(V ) W2,W3).

We want to construct an intertwining operator Yf of type
(

W3

W1W2

)
such that ρ(Y f ) = f . For

simplicity, we construct Yf and prove the surjectivity only in the case W2 = W µ
2 6= 0 and

W3 = W ν
3 6= 0 for µ, ν ∈ C/Z. The surjectivity in the general case follows immediately.

We define

Yf
hµ2−hν3+l−k+wtw1−1,0

(w1)w2 = f(([w1]kl +Q∞(W1))⊗A∞(V ) w2)

for k, l ∈ N, homogeneous w1 ∈ W1 and w2 ∈ (W2)[hµ2+l]. Then by Lemma 5.3,

Yf
hµ2−hν3+l−k+wtw1−1,0

(w1)w2 ∈ (W3)TkU = (W3)[hν3+k].

We define a map

(Yf )0 : W1 ⊗W2 → W3{x}
w1 ⊗ w2 7→ (Yf )0(w1, x)w2

by

(Yf )0(w1, x)w2 =
∑
k∈N

Yf
hµ2−hν3+l−k+wtw1−1,0

(w1)x−h
µ
2+hν3−l+k−wtw1

for w1 ∈ W1, w2 ∈ (W2)[hµ2+l] and l ∈ N. We then define

Yf (w1, x)w2 = xLW3
(0)(Yf )0(x−LW1

(0)w1, 1)x−LW2
(0)w2

= xLW3
(0)N (Yf )0(x−LW1

(0)Nw1, x)x−LW2
(0)Nw2 (5.11)

for w1 ∈ W1, w2 ∈ W2 and w3 ∈ W3. Since LW1(0)N and LW2(0)N are locally nilpotent
operators, x−LW1

(0)Nw1 ∈ W1[log x] and x−LW2
(0)Nw2 ∈ W2[log x]. Then the coefficient of x

to a power in
(Yf )0(x−LW1

(0)Nw1, x)x−LW2
(0)Nw2
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is an element of W3[log x]. Since LW3(0)N is also locally nilpotent, the coefficient of x to a
power in the right-hand side of (5.11) is also in W3[log x]. This shows that Yf (w1, x)w2 is in
fact in W3[log x]{x}. In particular, we obtain a linear map

Yf : W1 ⊗W2 → W3[log x]{x}
w1 ⊗ w2 7→ Yf (w1, x)w2.

We now prove that Yf is indeed an intertwining operator of type
(

W3

W1W2

)
. From the

definition of Yf , we see that it is lower truncated. Also by definition, for w1 ∈ W1, w2 ∈
(W2)[hµ2+l], l ∈ N,

(Yf )0(w1, 1)w2 =
∑
k∈N

Yf
hµ2−hν3+l−k+wtw1−1,0

(w1)w2

=
∑
k∈N

f(([w1]kl +Q∞(W1))⊗A∞(V ) w2).

Then we have

Yf (w1, x)w2 =
∑
k∈N

xLW3
(0)f(([x−LW1

(0)w1]kl +Q∞(W1))⊗A∞(V ) x
−LW1

(0)w2)

and

f(([w1]kl +Q∞(W1))⊗A∞(V ) w2)

= Resxx
hµ2−hν3+l−k−1(Yf )0(xLW1

(0)Sw1, x)w2

= Coeff0
log xResxx

hµ2−hν3+l−k−1Yf (xLW1
(0)w1, x)w2. (5.12)

From Proposition 4.4, we know that (4.23) with w replaced by w1 is an element of
Q∞(W1). In particular,∑

j∈N
n+p−j≥0

(−1)j
(
p

j

)
f(([v]k,n+p−j � [w1]n+p−j,l+p +Q∞(W1))⊗A∞(W1) w2)

−
∑
i∈N

l−n+k+p−j≥0

(−1)p−j
(
p

j

)
·

· f(([w1]k,l−n+k+p−j � [v]l−n+k+p−j,l+p +Q∞(W1))⊗A∞(W1) w2)

−
∑
j∈N

(
wt v + n− k − 1

j

)
f(([(YW1)p+j(v)w1]k,l+p +Q∞(W1))⊗A∞(W1) w2)

= 0 (5.13)

for k, l, n ∈ N, p ∈ Z such that l + p ∈ N, v ∈ V , w1 ∈ W1 and w2 ∈ (W2)[hµ2+l+p]. Since

f ∈ HomA∞(V )(A
∞(W1)⊗A∞(V ) W2,W3),
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the left-hand side of (5.13) is equal to∑
j∈N

n+p−j≥0

(−1)j
(
p

j

)
ϑW3([v]k,n+p−j)f(([w1]n+p−j,l+p +Q∞(W1))⊗A∞(W1) w2)

−
∑
j∈N

l−n+k+p−j≥0

(−1)p−j
(
p

j

)
·

· f(([w1]k,l−n+k+p−j +Q∞(W1))⊗A∞(W1) ϑW2([v]l−n+k+p−j,l+p)w2)

−
∑
j∈N

(
wt v + n− k − 1

j

)
f(([(YW1)p+j(v)w1]k,l+p +Q∞(W1))⊗A∞(W1) w2). (5.14)

From the definitions of ϑW3 , ϑW2 and (5.12), we see that (5.14) is equal to∑
j∈N

n+p−j≥0

(−1)j
(
p

j

)
Resx1Resx2x

n+p−j−k−1
1 ·

· xh
µ
2−hν3+l−n+j−1

2 YW3(x
LV (0)
1 v, x1)(Yf )0(x

LW1
(0)S

2 w1, x2)w2

−
∑
j∈N

l−n+k+p−j≥0

(−1)p−j
(
p

j

)
Resx1Resx2x

n−k+j−1
1 ·

· xh
µ
2−hν3+l−n+p−j−1

2 (Yf )0(x
LW1

(0)S
2 w1, x2)YW2(x

LV (0)
1 v, x1)w2

−
∑
j∈N

(
wt v + n− k − 1

j

)
Resx2x

hµ2−hν3+l+p−k−1
2 (Yf )0(x

LW1
(0)S

2 (YW1)p+j(v)w1, x2)w2

= Resx1Resx2x
n−k−1
1 x

hµ2−hν3+l−n−1
2 (x1 − x2)pYW3(x

LV (0)
1 v, x1)(Yf )0(x

LW1
(0)S

2 w1, x2)w2

− Resx1Resx2x
n−k−1
1 x

hµ2−hν3+l−n−1
2 (−x2 + x1)p(Yf )0(x

LW1
(0)S

2 w1, x2)YW2(x
LV (0)
1 v, x1)w2

− Resx2Resyy
p(1 + y)wt v+n−k−1x

hµ2−hν3+l+p−k−1
2 (Yf )0(x

LW1
(0)S

2 YW1(v, y)w1, x2)w2. (5.15)

Since the left-hand side of (5.15) is equal to the left-hand side of (5.13), we see that the
right-hand side of (5.15) is 0 for k, l, n ∈ N, p ∈ Z such that l + p ∈ N, v ∈ V , w1 ∈ W1 and
w2 ∈ (W2)[hµ2+l+p]. The right-hand side of (5.15) is also 0 when l + p < 0 since in this case

w2 = 0. Multiplying the right-hand side of (5.15) by x−p−1
0 and then take sum over p ∈ Z,

we obtain

Resx1Resx2x
n−k−1
1 x

hµ2−hν3+l−n−1
2 x−1

0 δ

(
x1 − x2

x0

)
YW3(x

LV (0)
1 v, x1)(Yf )0(x

LW1
(0)S

2 w1, x2)w2

− Resx1Resx2x
n−k−1
1 x

hµ2−hν3+l−n−1
2 ·

· x−1
0 δ

(
x2 − x1

−x0

)
(Yf )0(x

LW1
(0)S

2 w1, x2)YW2(x
LV (0)
1 v, x1)w2
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− Resx2Resyx
−1
0 δ

(
yx2

x0

)
(1 + y)n−k−1·

· xh
µ
2−hν3+l−k−1

2 (Yf )0(x
LW1

(0)S
2 YW ((1 + y)LV (0)v, y)w1, x2)w2

= 0. (5.16)

The third term in the left-hand side of (5.16) is equal to

− Resx2Resyx
−1
0 δ

(
yx2

x0

)
(1 + y)n−k−1x

hµ2−hν3+l−k−1
2 ·

· (Yf )0(x
LW1

(0)S
2 YW ((1 + y)LV (0)v, y)w1, x2)w2

= −Resx2Resyx
−1
0 δ

(
yx2

x0

)
(1 + x0x

−1
2 )n−k−1x

hµ2−hν3+l−k−1
2 ·

· (Yf )0(x
LW1

(0)S
2 YW ((1 + x0x

−1
2 )LV (0)v, x0x

−1
2 )w1, x2)w2

= −Resx2(x2 + x0)n−k−1x
hµ2−hν3+l−n−1
2 ·

· (Yf )0(YW ((x2 + x0)LV (0)v, x0)x
LW1

(0)S
2 w1, x2)w2

= −Resx1Resx2x
n−k−1
1 x

hµ2−hν3+l−n−1
2 x−1

1 δ

(
x2 + x0

x1

)
·

· (Yf )0(YW (x
LV (0)
1 v, x0)x

LW1
(0)S

2 w1, x2)w2. (5.17)

Using (5.17) and substituting x
−LV (0)
1 v and x

−LW1
(0)S

2 w1 for v and w1, respectively, we see
that (5.16) becomes

Resx1Resx2x
n−k−1
1 x

hµ2−hν3+l−n−1
2 x−1

0 δ

(
x1 − x2

x0

)
YW3(v, x1)(Yf )0(w1, x2)w2

− Resx1Resx2x
n−k−1
1 x

hµ2−hν3+l−n−1
2 x−1

0 δ

(
x2 − x1

−x0

)
(Yf )0(w1, x2)YW2(v, x1)w2

− Resx1Resx2x
n−k−1
1 x

hµ2−hν3+l−n−1
2 x−1

1 δ

(
x2 + x0

x1

)
(Yf )0(YW (v, x0)w1, x2)w2

= 0. (5.18)

Since k, l, n ∈ N are arbitrary, (5.18) gives

x−1
0 δ

(
x1 − x2

x0

)
YW3(v, x1)(Yf )0(w1, x2)w2 − x−1

0 δ

(
x2 − x1

−x0

)
(Yf )0(w1, x2)YW2(v, x1)w2

= x−1
1 δ

(
x2 + x0

x1

)
(Yf )0(YW (v, x0)w1, x2)w2. (5.19)

This is the Jacobi identity for (Yf )0. To obtain the Jacobi identity for Yf , we replace x0,

x1, x2, v, w1 and w2 by x0x
−1
2 , x1x

−1
2 , 1, x

−LV (0)
2 v, x

−LW1
(0)

2 w1 and x−LW2
(0)w2, respectively
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in (5.19) and then multiply xLW3
(0) from the left of both sides of (5.19). Then we obtain

x−1
0 x2δ

(
x1x

−1
2 − 1

x0x
−1
2

)
x
LW1

(0)

2 YW3(x
−LV (0)
2 v, x1x

−1
2 )(Yf )0(x

−LW1
(0)

2 w1, 1)x
−LW1

(0)

2 w2

− x−1
0 x2δ

(
1− x1x

−1
2

−x0x
−1
2

)
x
LW1

(0)

2 (Yf )0(x
−LW1

(0)

2 w1, 1)YW2(x
−LV (0)
2 v, x1x

−1
2 )x

−LW1
(0)

2 w2

= x−1
1 x2δ

(
1 + x0x

−1
2

x1x
−1
2

)
x
LW1

(0)

2 (Yf )0(YW (x
−LV (0)
2 v, x0x

−1
2 )x

−LW1
(0)

2 w1, 1)w2. (5.20)

Using the L(0)-conjugation formulas for vertex operators and the definition

Yf (w1, x2) = x
LW1

(0)

2 (Yf )0(x
−LW1

(0)

2 w1, 1)x
−LW1

(0)

2

of Yf , we see that (5.20) is equivalent to

x−1
0 δ

(
x1 − x2

x0

)
YW3(v, x1)Yf (w1, x2)w2 − x−1

0 δ

(
x2 − x1

−x0

)
Yf (w1, x2)YW2(v, x1)w2

= x−1
1 δ

(
x2 + x0

x1

)
Yf (YW (v, x0)w1, x2)w2,

the Jacobi identity for Y .
We also need to show that Yf satisfies the L(−1)-derivative property. This follows from

(5.11) and the L(0)-commutator formula for (Yf )0 which is a special case of the Jacobi
identity for (Yf )0. In fact, applying d

dx
to both sides of (5.11), we obtain

d

dx
Yf (w1, x)w2 = x−1xLW3

(0)LW3(0)(Yf )0(x−LW1
(0)w1, 1)x−LW2

(0)w2

− x−1xLW3
(0)(Yf )0(LW1(0)x−LW1

(0)w1, 1)x−LW2
(0)w2

− x−1xLW3
(0)(Yf )0(x−LW1

(0)w1, 1)LW2(0)x−LW2
(0)w2 (5.21)

for w1 ∈ W1 and w2 ∈ W2. Using the L(0)-commutator formula

LW3(0)(Yf )0(x−LW1
(0)w1, 1)− (Yf )0(x−LW1

(0)w1, 1)LW2(0)

= (Yf )0((LW1(−1) + LW1(0))x−LW1
(0)w1, 1)

and (5.11) with w1 replaced by LW1(−1)w1, the right-hand side of (5.21) is equal to

x−1xLW3
(0)(Yf )0(LW1(−1)x−LW1

(0)w1, 1)x−LW2
(0)w2

= xLW3
(0)(Yf )0(x−LW1

(0)LW1(−1)w1, 1)x−LW2
(0)w2

= Yf (LW1(−1)w1, x)w2. (5.22)

From (5.21) and (5.22) , we obtain the L(−1)-derivative property for Yf .
Since V is a vertex operator algebra and Yf satisfies the lower-truncation property, the

Jacobi identity and the L(−1)-derivative property, Yf is an intertwining operator of type
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(
W3

W1W2

)
(see Definition 3.10 in [HLZ] for the definition of intertwining operator in the case

that V is a vertex operator algebra).
Finally we prove ρ(Y f ) = f . By definition,

(ρ(Yf ))(([w1]kl +Q∞(W1))⊗A∞(V ) w2)

= ϑYf ([w1]kl)w2

= Resxx
hµ2−hν3+l−k−1(Yf )0(xLW1

(0)w1, x)w2

= f(([w1]kl +Q∞(W1))⊗A∞(V ) w2) (5.23)

for k, l ∈ N, w1 ∈ W1 and w2 ∈ (W2)[hµ2+l]. From Lemma 5.2 and (5.23), we obtain ρ(Y f ) = f .
This finishes the proof that ρ is surjective.

6 AN(V )-bimodules and intertwining operators

In this section, we formulate and prove the second main theorem of the present paper. For
N ∈ N, we use the results obtained in the preceding two sections to give an AN(V )-bimodule
AN(W ) for a lower-bounded generalized V -module W . For lower bounded generalized V -
modules W1, W2 and W3, we obtain a linear map ρN : VW3

W1W2
→ HomAN (V )(A

N(W1)⊗AN (V )

Ω0
N(W2),Ω0

N(W3) induced from the linear isomorphism ρ in the preceding section (see below
for the definition of Ω0

n(W ) for a lower-bounded generalized V -module). We prove that ρN is
surjective. Our second main theorem states that ρN is an isomorphism when W2 and W ′

3 are
certain universal lower-bounded generalized V -modules generated by Ω0

N(W2) and Ω0
N(W ′

3),
respectively.

Let V be a grading-restricted vertex algebra and W a lower-bounded generalized V -
module. For n ∈ N, let

Ω0
n(W ) =

n∐
m=0

WTmU =
n∐

m=0

∐
µ∈Γ(W )

W[hµ+m].

For homogeneous v ∈ V , k, l, n ∈ N, µ ∈ Γ(W ) and w ∈ W[hµ+l], we have

ϑW ([v]kn)w = δnlResxx
l−k−1YW (xLV (0)v, x)w ∈ W[hµ+k] ⊂ WTkU.

We fix N ∈ N in the rest of this section. Recall the associative algebra AN(V ) (see
Section 2 and Subsection 4.2 in [H5]). Then the discussion above in particular shows that
when restricted to AN(V ), ϑW gives Ω0

N(W ) a graded AN(V )-module structure. But in
general, Ω0

N(W ) is not nondegenerate as a graded AN(V )-module (see Definition 2.4 for the
definition of nondegenerate graded AN(V )-module).

Let UN(W ) be the space of all (N + 1) × (N + 1) matrices with entries in W . Then
UN(W ) can be viewed as subspaces of U∞(W ). In this paper, we shall always view UN(W )
as subspaces of U∞(W ) and we shall use the notations for elements of U∞(W ) to denote
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elements of UN(W ). Using these notations, we see that UN(W ) are spanned by elements of
the forms [w]kl for w ∈ W and k, l = 0, . . . , N .

Let AN(W ) be the subspace of A∞(W ) consisting of elements of the form w+Q∞(W ) for
w ∈ UN(W ). Since AN(V ) is a subalgebra of A∞(V ), A∞(W ) as an A∞(V )-bimodule is also
an AN(V )-bimodule. For v ∈ V , w ∈ W and k,m, n, l = 0, . . . , N , by definition, [v]km � [w]nl
and [w]km � [v]nl are still in UN(W ). Thus AN(W ) is in fact an AN(V )-subbimodule of
A∞(W ).

Let W1, W2 and W3 be lower-bounded generalized V -modules and Y an intertwining
operator of type

(
W3

W1W2

)
. Let

ηN : AN(W1)⊗AN (V ) Ω0
N(W2)→ A∞(W1)⊗A∞(V ) W2

be the AN(V )-module map defined by

ηN((w1 +Q∞(V ))⊗AN (V ) w2) = (w1 +Q∞(V ))⊗A∞(V ) w2

for w1 ∈ UN(W1) and w2 ∈ Ω0
N(W2). Given

f ∈ HomA∞(V )(A
∞(W1)⊗A∞(V ) W2,W3),

we have a map fN = f ◦ ηN . By Lemma 5.3, the image of AN(W1) ⊗AN (V ) Ω0
N(W2) under

fN is in fact in Ω0
N(W3). So fN is an element of

HomAN (V )(A
N(W1)⊗AN (V ) Ω0

N(W2),Ω0
N(W3)).

Hence f 7→ fN gives a linear map from

HomA∞(V )(A
∞(W1)⊗A∞(V ) W2,W3)

to
HomAN (V )(A

N(W1)⊗AN (V ) Ω0
N(W2),Ω0

N(W3)).

In particular, the image of

ρ(Y) ∈ HomA∞(V )(A
∞(W1)⊗A∞(V ) W2,W3)

under this map is an element

ρN(Y) = ρ(Y) ◦ ηN ∈ HomAN (V )(A
N(W1)⊗AN (V ) Ω0

N(W2),Ω0
N(W3))

More explicitly, (ρN(Y)) is given by

(ρN(Y))([w1]kl +Q∞(W1))⊗AN (V ) w2)

= (ρ(Y))([w1]kl +Q∞(W1))⊗A∞(V ) w2)

= ϑY([w1]kl)w2
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=
∑

ν∈Γ(W3)

Resxx
hµ2−hν3+l−k−1Y0(xLW1

(0)w1, x)w2

for k, l = 0, . . . , N , w1 ∈ W1, w2 ∈ (W2)[hµ2+l] and µ ∈ Γ(W2).
We now have a linear map

ρN : VW3
W1W2

→ HomAN (V )(A
N(W1)⊗AN (V ) Ω0

N(W2),Ω0
N(W3))

Y 7→ ρN(Y).

Proposition 6.1 Assume that W2 and W ′
3 are generated by Ω0

N(W2) and Ω0
N(W ′

3). Then
the linear map ρN is injective.

Proof. Assume that ρN(Y) = 0. Then for w1 ∈ UN(W1), w2 ∈ Ω0
N(W2),

(ρ(Y))(w1 +Q∞(W1))⊗A∞(V ) w2) = 0. (6.1)

SinceW2 is generated by Ω0
N(W2), W2 is spanned by elements of the form (YW2)wt v+l−k−1(v)w2

for k ∈ N, 0 ≤ l ≤ N , homogeneous v ∈ V and w2 ∈ (W2)TlU. For k ∈ N, 0 ≤ l ≤ N ,
w1 ∈ UN(W1) homogeneous v ∈ V and w2 ∈ (W2)TlU ⊂ Ω0

N(W2), we have

(ρ(Y))(w1 +Q∞(W1))⊗A∞(V ) (YW2)wt v+l−k−1(v)w2)

= (ρ(Y))((w1 +Q∞(W1 : X))⊗A∞(V ) ϑW2([v]kl)w2)

= (ρ(Y))((w1 � [v]kl +Q∞(W1))⊗A∞(V ) w2)

= 0.

So (6.1) holds for w1 ∈ UN(W1) and w2 ∈ W2.
Since W ′

3 is generated by Ω0
N(W ′

3), every element of W ′
3 is a linear combination of elements

of the form (YW3)wt v+k−n−1(v)′w′3 for n ∈ N, 0 ≤ k ≤ N , homogeneous v ∈ V , w′3 ∈ (W ′
3)TnU,

where (YW3)wt v+k−n−1(v)′ is the adjoint of (YW3)wt v+k−n−1(v). Then for n ∈ N, 0 ≤ k, l ≤ N ,
w1 ∈ U∞(W1) homogeneous v ∈ V , w2 ∈ W2 and w′3 ∈ (W ′

3)TkU, we have

〈(YW3)wt v+k−n−1(v)′w′3, (ρ(Y))(w1 +Q∞(W1))⊗A∞(V ) w2)〉
= 〈w′3, (YW3)wt v+k−n−1(v)(ρ(Y))(w1 +Q∞(W1))⊗A∞(V ) w2)〉
= 〈w′3, ϑW3([v]nk)(ρ(Y))(w1 +Q∞(W1))⊗A∞(V ) w2)〉
= 〈w′3, (ρ(Y))([v]nk �w1 +Q∞(W1))⊗A∞(V ) w2)〉
= 0.

Then we see that (6.1) holds for w1 ∈ U∞(W1) and w2 ∈ W2. Thus we obtain ρ(Y) = 0. By
Theorem 5.5, ρ is injective. So Y = 0, proving the injectivity of ρN .

In general, ρN is not surjective. But we shall prove that in the case that W2 and W ′
3 are

equivalent to certain universal lower-bounded generalized V -modules, it is also surjective.
Such a universal lower-bounded generalized V -module SN(M) has been constructed from
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an AN(V )-module M in Section 5 of [H5] using the construction in Section 5 of [H2] for a
grading-restricted vertex algebra.

Since in our result below on the surjectivity, we assume for simplicity that V is a vertex
operator algebra, we shall instead use the modified construction for vertex operator algebra
in subsection 4.2 of [H4].

In the remaining part of this section, V is a vertex operator algebra. LetM =
∐N

n=0Gn(M)
be a graded AN(V )-module given by a linear map ϑM : AN(V ) → End M and operators
LM(0) and LM(−1) (see Definition 2.4). Take g = 1V and B ∈ R a lower bound of the real
parts of the eigenvalues of LM(0). From Subsection 4.2 of [H4], we have a lower-bounded

generalized V -module
>
M1V

B satisfying the universal property given by Theorem 4.7 in [H4].

For simplicity, we shall denote it simply by
>
M .

Using the construction in Subsection 4.2 of [H4] and the results in [H2] and [H3], we see

that
>
M is generated by M . In particular, we identify M as a subspace of

>
M . Let JM be the

generalized V -submodule of
>
M generated by elements of the forms

Resxx
l−k−1Y>

M
(xLV (0)v, x)w (6.2)

for l = 0, . . . , N , k ∈ −Z+ and w ∈ Gl(M),

Resxx
l−k−1Y>

M
(xLV (0)v, x)w − ϑM([v]kl)w (6.3)

for v ∈ V , k, l = 0, . . . , N and w ∈ Gl(M).

Let SNvoa(M) =
>
M/JM . Then SNvoa(M) is a lower-bounded generalized V -module. From

(6.2) and (6.3), we see that JM ∩M = 0. Then we can also identify M as a subspace of

SNvoa(M). Since
>
M is generated by M , SNvoa(M) is also generated by M and hence is spanned

by elements of the form
Resxx

l−n−1YSNvoa(M)(x
LV (0)v, x)w (6.4)

for v ∈ V , l = 0, . . . , N , n ∈ N and w ∈ Gl(M). In Section 5 of [H5], the nondegen-
erate graded A∞(V )-module Gr(SN(M)) is studied. What we are interested here is the
graded A∞(V )-module structure on SNvoa(M) and the graded AN(V )-module structure on
Ω0
N(SNvoa(M)).

Proposition 6.2 For a graded AN(V )-module M , the graded AN(V )-module Ω0
N(SNvoa(M))

is equal to M .

Proof. We prove only the case that the eigenvalues of LM(0) are all congruent to each other
modulo Z. The general case can be obtained by taking direct sums. In this case, there exists
µ ∈ C/Z and hµ ∈ C such that M =

∐N
n=0M[hµ+l], where for l = 0, . . . , N , M[hµ+l] is the

generalized eigenspace of LM(0) with eigenvalue hµ + l.
Since SNvoa(M) is spanned by elements of the form (6.4), (SNvoa(M))TnU for n ∈ N is

spanned by elements of the form (6.4) for v ∈ V , l = 0, . . . , N and w ∈ Gl(M). But from the
definition of JM , when 0 ≤ n ≤ N , an element of this form is equal to ϑM([v]nl)w ∈M[hµ+n].
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So (SNvoa(M))TnU ⊂ M for n = 0, . . . , N . In particular, we have Ω0
N(SNvoa(M)) ⊂ M . But by

the construction, M ⊂ Ω0
N(SNvoa(M)). Thus we obtain Ω0

N(SNvoa(M)) = M .

From the construction of SNvoa(M), we have the following universal property:

Proposition 6.3 Let W be a lower-bounded generalized V -module and f : M → Ω0
N(W ) be

a graded AN(V )-module map. Then there exists a unique V -module map f∨ : SNvoa(M)→ W
such that f∨|M = f .

Proof. By Theorem 4.7 in [H4], there is a unique V -module map
>
f :

>
M → W such that

>
f |M = f . Since

>
f is a V -module map, the image of f is in Ω0

N(W ) and f is a graded
AN(V )-module map,

>
f(Resxx

l−n−1Y>
M

(xLV (0)v, x)w) = Resxx
l−n−1YW (xLV (0)v, x)f(w) = 0

for l = 0, . . . , N , k ∈ −Z+ and w ∈ Gl(M) and

>
f(Resxx

l−k−1Y>
M

(xLV (0)v, x)w − ϑM([v]kl)w)

= Resxx
l−k−1YW (xLV (0)v, x)f(w)− ϑW ([v]kl)f(w)

= 0

for v ∈ V , k, l = 0, . . . , N and w ∈ Gl(M). So we obtain JM ⊂ ker
>
f . In particular,

>
f

induces a V -module map f∨ : SNvoa(M) → W such that f∨|M = f . The uniqueness of f∨

follows from the uniqueness of
>
f .

Using Propositions 5.1 and 6.3, we have the following consequence:

Corollary 6.4 Let W be an A∞(V )-module. Let f : M → W be an AN(V )-module map with
W viewed as an AN(V )-module. Then there exists an A∞(V )-module map f∨ : SNvoa(M) →
W such that f∨|M = f .

Proof. Since V is a vertex operator algebra, we have a conformal vector ω such that
LSNvoa(M)(0) and LSNvoa(M)(−1) are given by the actions of ω∞(0) and ω∞(−1) on SNvoa(M)
(see Remark 4.5). The actions of ω∞(0) and ω∞(−1) on W also give operators LW (0)
and LW (−1) on W . In particular, LW (0) and LW (−1) acts on M and on

∐N−1
n=0 Gn(M),

respectively (recall from [H5] that Gn(M) is the homogeneous subspace of M of level n).
Since f is an AN(V )-module map, it in particular commutes with the actions of ω∞(0) and
ω∞(−1). Then f(M) is also a graded A∞(V )-module. Let W0 be the A∞(V )-submodule of
W generated by f(M). Then W0 is a graded A∞(V )-module containing f(M).

We now have a graded A∞(V )-module W0 and an AN(V )-module map from M to f(M) ⊂
W0. By Propositions 5.1 and 6.3, there exists a unique A∞(V )-module map f∨ : SNvoa(M)→
W0 such that f∨|M = f . Since W0 ⊂ W , we can also view f∨ as an A∞(V )-module map
from SNvoa(M) to W .
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We also need a right A∞(V )-module structure on SNvoa(M) and a universal property of
this right A∞(V )-module structure. These can be obtained using the following result and
Corollary 6.4:

Proposition 6.5 The linear map O : U∞(V )→ U∞(V ) given by

O([v]kl) = [−eLV (1)(−1)−LV (0)v]kl

for k, l ∈ N and v ∈ V induces an isomorphism from A∞(V ) to its opposite algebra.

Proof. We need only prove

O(u � v)−O(v) �O(u) ∈ Q∞(V )

for u, v ∈ U∞(V ).
Let W be a lower-bounded generalized V -module. Then

〈ϑW ′([v]kl)w
′, w〉

= Resxx
l−k−1〈YW ′(xLV (0)v, x)w′, w〉

= Resxx
l−k−1〈w′, YW (exLV (1)(−x−2)LV (0)xLV (0)v, x−1)w〉

= Resxx
l−k−1〈w′, YW (exLV (1)x−LV (0)(−1)−LV (0)v, x−1)w〉

= Resxx
l−k−1〈w′, YW (x−LV (0)eLV (1)(−1)−LV (0)v, x−1)w〉

= −Resyy
k−l−1〈w, YW (yLV (0)eLV (1)(−1)−LV (0)v, y)w〉

= 〈w′, ϑW ([−eLV (1)(−1)−LV (0)v]lk)w〉
= 〈w′, ϑW (O([v]kl))w〉 (6.5)

for k, l ∈ N, v ∈ V , w ∈ W and w′ ∈ W ′. From (6.5), we obtain

〈w′, ϑW (O(v))w〉 = 〈ϑW ′(v)w′, w〉 (6.6)

for v ∈ U∞(V ), w ∈ W and w′ ∈ W ′.
Using (6.6), we have

〈w′, ϑW (O(u � v))w〉
= 〈ϑW ′(u � v)w′, w〉
= 〈ϑW ′(u)ϑW ′(v)w′, w〉
= 〈ϑW ′(v)w′, ϑW (O(u))w〉
= 〈w′, ϑW (O(v))ϑW (O(u))w〉
= 〈w′, ϑW (O(v) �O(u))w〉 (6.7)

for u, v ∈ U∞(V ), w ∈ W and w′ ∈ W ′. Since w′ and w are arbitrary, we obtain from (6.7)

O(u � v)−O(v) �O(u) ∈ kerϑW
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for u, v ∈ U∞(V ). Since W is arbitrary, we obtain

O(u � v)−O(v) �O(u) ∈ Q∞(V ),

proving that O indeed induces an isomorphism from A∞(V ) to its opposite algebra.

Since A∞(V ) is isomorphic to its opposite algebra, a left A∞(V )-module also give a right
A∞(V )-module and vice versa. In particular, SNvoa(M) is also a right A∞(V )-module. Then
from Corollary 6.4, we obtain the following consequence immediately:

Corollary 6.6 Let W be a right A∞(V )-module. Let f : M → W be a right AN(V )-module
map when W is viewed as a right AN(V )-module. Then there exists a right A∞(V )-module
map f∨ : SNvoa(M)→ W such that f∨|M = f .

We now prove our second main theorem.

Theorem 6.7 Let V be a vertex operator algebra. Assume that W2 and W ′
3 are equivalent

to SNvoa(Ω0
N(W2)) and SNvoa(Ω0

N(W ′
3)), respectively. Then ρN is a linear isomorphism.

Proof. By Theorem 5.5, ρ is a linear isomorphism. Then the composition ρN ◦ρ−1 is a linear
map from

HomA∞(V )(A
∞(W1)⊗A∞(V ) W2,W3)

to
HomAN (V )(A

N(W1)⊗AN (V ) Ω0
N(W2),Ω0

N(W3)).

We need only prove that ρN ◦ ρ−1 is an isomorphism. Then from the definition of ρN and
Theorem 5.5, ρN is also a linear isomorphism.

By Proposition 6.1, ρN is injective. Since both ρN and ρ−1 are injective, ρN ◦ ρ−1 is also
injective. We still need to prove that ρN ◦ ρ−1 is surjective. Let

fN ∈ HomAN (V )(A
N(W1)⊗AN (V ) Ω0

N(W2),Ω0
N(W3)).

We want to find
f ∈ HomA∞(V )(A

∞(W1)⊗A∞(V ) W2,W3)

such that the (ρN ◦ ρ−1)(f) is fN .
Let AN,∞(W1) be the subspace of A∞(W1) obtained by taking sums of elements of

the form [w1]np + Q∞(W1) for w1 ∈ W1, 0 ≤ n ≤ N and p ∈ N, including certain in-
finite sums as in the case of U∞(W1). Then AN,∞(W1) is an AN(V )-A∞(V )-bimodule.
Since Ω0

N(W ′
3) ⊗AN (V ) A

N,∞(W1) is a right A∞(V )-module, its dual space (Ω0
N(W ′

3) ⊗AN (V )

AN,∞(W1))∗ a left A∞(V )-module. The map fN gives an AN(V )-module map from Ω0
N(W2)

to (Ω0
N(W ′

3)⊗AN (V ) A
N,∞(W1))∗ as follows: For w2 ∈ Ω0

N(W2), we define the image of w2 in
(Ω0

N(W ′
3)⊗AN (V ) A

N,∞(W1))∗ to be the linear functional given by

w′3 ⊗AN (V ) ([w1]np +Q∞(W1)) 7→ 〈w′3, fN(([w1]np +Q∞(W1))⊗AN (V ) w2)〉
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for 0 ≤ n, p ≤ N , w1 ∈ W1 and w′3 ∈ Ω0
N(W ′

3) and

w′3 ⊗AN (V ) ([w1]np +Q∞(W1)) 7→ 0

for 0 ≤ n ≤ N , p ∈ N + 1 + N, w1 ∈ W1 and w′3 ∈ Ω0
N(W ′

3). For 0 ≤ k, l ≤ N , v ∈ V , we
have

〈w′3, fN(([w1]np +Q∞(W1))⊗AN (V ) ϑW2([v]kl)w2)〉
= 〈w′3, fN(([w1]np +Q∞(W1)) � ([v]kl +Q∞(V ))⊗AN (V ) w2)〉.

This means that the linear map from Ω0
N(W2) to (Ω0

N(W ′
3)⊗AN (V )A

N,∞(W1))∗ is an AN(V )-
module map.

Since W2 is equivalent to SNvoa(Ω0
N(W2)), by Corollary 6.4, there exists a unique A∞(V )-

module map from W2 to (Ω0
N(W ′

3)⊗AN (V )A
N,∞(W1))∗ such that when restricted to Ω0

N(W2),
it is equal to the AN(V )-module map given above. But such an A∞(V )-module map is
equivalent to an element

fN,∞ ∈ (Ω0
N(W ′

3)⊗AN (V ) A
N,∞(W1)⊗A∞(V ) W2)∗.

Since A∞(W1)⊗A∞(V ) W2 is a left A∞(V )-module, its dual space (A∞(W1)⊗A∞(V ) W2)∗

is a right A∞(V )-module. The map fN,∞ gives a right AN(V )-module map from Ω0
N(W ′

3)
to (AN,∞(W1) ⊗A∞(V ) W2)∗ as follows: For w′3 ∈ Ω0

N(W ′
3), we define the image of w′3 in

(AN,∞(W1)⊗A∞(V ) W2)∗ to be the linear functional given by

([w1]np +Q∞(W1))⊗A∞(V ) w2 7→ fN,∞(w′3 ⊗AN (V ) ([w1]np +Q∞(W1))⊗AN (V ) w2)〉

for 0 ≤ n ≤ N , p ∈ N, w1 ∈ W1 and w2 ∈ W2 and

([w1]np +Q∞(W1))⊗A∞(V ) w2 7→ 0

for n ∈ N + 1 + N, p ∈ N, w1 ∈ W1 and w2 ∈ W2. We use w′3ϑ
r
W ′3

(v) to denote the right

action of v on W ′
3. Then for 0 ≤ k, l ≤ N , v ∈ V , we have

fN,∞(w′3ϑ
r
W ′3

([v]kl)⊗AN (V ) ([w1]np +Q∞(W1))⊗AN (V ) w2)〉
= fN,∞(w′3 ⊗AN (V ) ([v]kl � [w1]np +Q∞(W1))⊗AN (V ) w2)〉.

This means that the linear map from Ω0
N(W ′

3) to (AN,∞(W1)⊗A∞(V ) W2)∗ is a right AN(V )-
module map.

Since W ′
3 is equivalent to SNvoa(Ω0

N(W ′
3)), by Corollary 6.6, there exists a unique right

A∞(V )-module map from W ′
3 to (A∞(W1)⊗A∞(V )W2)∗ such that when restricted to Ω0

N(W ′
3),

it is equal to the right AN(V )-module map given above. But such a right A∞(V )-module
map is equivalent to a left A∞(V )-module map from (A∞(W1) ⊗A∞(V ) W2)∗∗ to W3. Since
A∞(W1) ⊗A∞(V ) W2 is a A∞(V )-submodule of (A∞(W1) ⊗A∞(V ) W2)∗∗, we obtain a unique
left A∞(V )-module map from A∞(W1)⊗A∞(V ) W2 to W3, or equivalently, an element

f ∈ HomA∞(V )(A
∞(W1)⊗A∞(V ) W2,W3).

From our construction of f , it is clear that (ρN ◦ ρ−1)(f) = fN . This proves the surjectivity
of ρN ◦ ρ−1.
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