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Abstract

This paper concerns the scattering problem for a nonlinear medium of compact
support, D, with second-harmonic generation. Such a medium, when probed with
monochromatic light beams at frequency ω, generates additional waves at frequency
2ω. The response of the medium is governed by a system of two coupled semilinear
partial differential equations for the electric fields at frequency ω and 2ω. We investigate
whether there are situations in which the generated 2ω wave is localized inside D, that
is, the nonlinear interaction of the medium with the probing wave is invisible to an
outside observer. This leads to the analysis of a semilinear elliptic system formulated
in D with non-standard boundary conditions. The analysis presented here sets up
a mathematical framework needed to investigate a multitude of questions related to
nonlinear scattering with second-harmonic generation.

1 Introduction

The focus of this paper is a nonlinear model describing higher order optical harmonics gen-
eration in bulk crystals [7, 19]. Such media, when probed with monochromatic laser beams,
generate waves at new frequencies. The most common example is perhaps the green laser
pointer, which emits a frequency-doubled green light based on an infrared laser source and an
internal (second-harmonic generating) crystal. In our model the light propagation through
the medium is governed by a system of monochromatic Maxwell’s equations at different fre-
quencies, which are coupled through sources depending nonlinearly on the time-harmonic
electric fields at different frequencies. To make this more precise: Maxwell’s equations, in
terms of the electric field E for a non-magnetic medium (i.e., B = H) with no free charge
and no current, assert (cf. [7])

∇(divE)−∆E = −µ0ε0Ett − µ0Ptt.
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In linear optics of isotropic source-free media, the polarization relation P = ε0χE implies
that divE = 0. In nonlinear optics, this linear relation between P and E does not hold,
nevertheless, it is still commonly assumed that divE ≈ 0. According to [7] this is true in
many cases of interest, e.g., in the context of the slowly varying amplitude approximation.
This justifies considering the nonlinear vector wave equation

∆E − 1

c2
Ett = µ0Ptt, (1.1)

where c = (µ0ε0)
−1/2 is the speed of light, and ε0 and µ0 are the vacuum electric permittivity

and the magnetic permeability, respectively. We split the polarization into its linear and
nonlinear contributions P = PL + PNL in terms of dependence on E. In our model, we
assume that E,P can be decomposed into sums of discrete frequency components (we use ·̂
to denote a quantity in the frequency domain)

E(t, x) =
∑
n∈Z

Ê(x;ωn)e
−iωnt PL(NL)(t, x) =

∑
n∈Z

P̂L(NL)(x;ωn)e
−iωnt

For the linear polarization the usual constitutive relation of linear media

P̂L(x;ωn) = ε0χ
(1)(x;ωn)Ê(x;ωn)

holds, where the linear susceptibility χ(1) is in general a matrix. Substituting these expres-
sions into (1.1) we arrive at

∆Ê(x;ωn) +
ω2
n

c2
ε(x, ωn)Ê(x;ωn) = −µ0ω

2
nP̂ (x;ωn) (1.2)

where ε = Id + χ(1) is the relative permittivity matrix for the inhomogeneous media and
P̂ (x;ωn) := P̂NL(x;ωn) now refers to the nonlinear polarization.

Remark 1.1. The physical optical field, E, is real, and we consider waves with positive
frequencies ωn > 0, n = 1, 2, .... Complexifying we can write E =

∑
n>0Ene

−iωnt + E∗
ne
iωnt,

where ·∗ denotes the complex conjugate. If we introduce ω−n = −ωn, the relevant expansions
for E therefore take the form

E =
∑
n∈Z

Ê(x;ωn)e
−iωnt,

where Ê(x; 0) = 0, the frequencies appear together with their negatives, and the amplitudes
obey the symmetry

Ê(· ;−ωn) = Ê∗(· ;ωn) . (1.3)

In this work we limit ourselves to second order nonlinear effects, which means that the
nonlinear polarization P̂NL depends on Ê quadratically, and more specifically we consider
the sum frequency generation process. In other words , we model the interaction of three
waves with frequencies linked through the equation ω3 = ω1 + ω2 using a second order
nonlinearity. Initially we assume that the two input frequencies are different, ω1 ̸= ω2,
and that all frequencies are nonzero. The interaction is quantified by the second order
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susceptibility tensor χ(2). We define the components of the second order susceptibility tensor
χ
(2)
ijk as the proportionality constants in the formula

P̂i(ω3) = ε0
∑
jk

∑
(12)

χ
(2)
ijk(ω3;ω1, ω2)Êj(ω1)Êk(ω2), (1.4)

where i = 1, 2, 3 indicates the component of the vector P̂ (ω3), and similarly for the indices
j, k and the fields Ê(ω1), Ê(ω2). Note that here for simplicity we have suppressed the x-
dependence in the fields. The first argument of χ(2) is redundant, since it is always the sum
of the second and third arguments, but by convention it is still listed [7]. Since Êj(ω1) is

associated with the time dependence e−iω1t and Êk(ω2) with e
−iω2t, their product is associated

with e−iω3t, which explains the notation. The second summation over (12), indicates that
ω3 is held fixed and the sum is over the two distinct permutations of ω1, ω2, leading to the
formula

P̂i(ω3) = ε0
∑
jk

[
χ
(2)
ijk(ω3;ω1, ω2) + χ

(2)
ikj(ω3;ω2, ω1)

]
Êj(ω1)Êk(ω2). (1.5)

Using the convention known as intrinsic permutation symmetry, we assume that

χ
(2)
ijk(ω3;ω1, ω2) = χ

(2)
ikj(ω3;ω2, ω1), (1.6)

which is motivated by convenience and the fact that only the sum of the two coefficients can
be measured in practice, so we may as well assume that the individual pieces are the same.
Finally, the symmetry (1.3) for Ê and hence also for P̂ implies

χ
(2)
ijk(−ω3;−ω1,−ω2) = (χ

(2)
ijk)

∗(ω3;ω1, ω2). (1.7)

With this in mind, we can now write (1.5) in a more compact tensor notation

P̂ (ω3) = 2ε0χ
(2)(ω3;ω1, ω2)Ê(ω1)Ê(ω2).

To have a complete description of interaction of the three involved waves we also need the
polarizations P̂ (ω1) and P̂ (ω2). These are given by analogous formulas, for example since
ω1 = ω3 − ω2, hence

P̂ (ω1) = 2ε0χ
(2)(ω1;ω3,−ω2)Ê(ω3)Ê

∗(ω2),

and similarly
P̂ (ω2) = 2ε0χ

(2)(ω2;ω3,−ω1)Ê(ω3)Ê
∗(ω1).

Using the above constitutive laws for polarizations in the PDEs (1.2), we obtain the governing
non-linear system that describes the interaction between the three waves Ê(· ;ω1), Ê(· ;ω2)
and Ê(· ;ω3) in the sum frequency generation model.

Remark 1.2. In the governing system the three tensors χ(2), which can be different and x-
dependent, must be specified. Each tensor contains 27 complex constants. So to describe the
nonlinear interaction of three waves, 81 constants must be specified. In practice, however,
this number is much smaller due to various crystal symmetries (see e.g. [7, 19]). We also
remark that nonlinear susceptibility tensors obey the Kramers-Kronig relations describing
their dependence on generating frequencies (see e.g. [7, Section 1.7]).
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In this work we will further limit ourselves to the (degenerate) case when ω1 = ω2 =: ω and
hence ω3 = 2ω. Note that for P̂ (ω3) the second sum in (1.4) drops, as there is in this case
only one permutation of ω1, ω2. However, the sum stays for P̂ (ω1), altogether yielding

P̂ (ω) = 2ε0χ
(2)(ω; 2ω,−ω)Ê(2ω)Ê∗(ω)

P̂ (2ω) = ε0χ
(2)(2ω;ω, ω)Ê(ω)Ê(ω).

(1.8)

Let E1(x) = Ê(x;ω) and E2(x) = Ê(x; 2ω) (to simplify the notation we dropped ·̂), and
denote

χ1(x, ω) :=
2

c2
χ(2)(ω; 2ω,−ω) χ2(x, ω) :=

4

c2
χ(2)(2ω;ω, ω).

Taking into account that χ1 (which describes the interaction of a 2ω wave and a −ω wave)
and χ2 (which describes the interaction of two ω waves) in general may be different and
x-dependent, we arrive at the second-harmonic generation governing system of PDEs

∆E1 +
ω2

c2
ε(x, ω)E1 = −ω2χ1(x, ω)E2E

∗
1 ,

∆E2 +
4ω2

c2
ε(x, 2ω)E2 = −ω2χ2(x, ω)E1E1.

(1.9)

The Scattering Problem for Second-Harmonic Generation. We are interested in
the interaction of a monochromatic time harmonic incident electrical field with a nonlinear
optical medium of bounded support modeled by the second-harmonic generation as described
above. We assume that the nonlinear medium occupies a bounded connected region D ⊂ R3

with smooth boundary ∂D where ν denotes the outward normal vector. We further assume
that this medium is probed by a time harmonic incident field at frequency ω given by
Ẽin(x, t) = Ein

1 (x)e
−iωt, where the spacially dependent part Ein

1 is an entire solution of

∆Ein
1 +

ω2

c2
Ein

1 = 0, in R3. (1.10)

The incident field generates a transmitted field Ẽtr(x, t) in D and a scattered field Ẽsc(x, t)
in R3\D, which due to the nonlinear response of the medium are sums of two time-harmonic
waves at frequencies ω and 2ω, that is

Ẽtr(x, t) = E1(x)e
−iωt + E2(x)e

−i2ωt, Ẽsc(x, t) = Esc
1 (x)e

−iωt + Esc
2 (x)e

−i2ωt.

The components E1 and E2 of the total field inside D satisfy
∆E1 +

ω2

c2
ε(x, ω)E1 = −ω2χ1(x, ω)E2E

∗
1 , in D,

∆E2 +
4ω2

c2
ε(x, 2ω)E2 = −ω2χ2(x, ω)E1E1, in D,

(1.11)

whereas the components Esc
1 and Esc

2 of the scattered field satisfy
∆Esc

1 +
ω2

c2
Esc

1 = 0, in R3\D,

∆Esc
2 +

4ω2

c2
Esc

2 = 0, in R3\D.
(1.12)
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Figure 1: The scattering of a monochromatic time-harmonic incident wave by a
second-harmonic generation nonlinear optical medium of bounded support D.

Furthermore, both the trace and normal derivatives of the total fields inside and outside D
corresponding to the same frequency are continuous across ∂D, i.e., the following transmis-
sion conditions hold

E1 = Ein
1 + Esc

1 and
∂E1

∂ν
=
∂E in

1

∂ν
+
∂Esc

1

∂ν
on ∂D,

E2 = Esc
2 and

∂E2

∂ν
=
∂Esc

2

∂ν
on ∂D.

(1.13)

Finally the scattered fields Esc
1 , E

sc
2 are radiating, i.e., they satisfy the Sommerfeld radiation

condition, which in three dimension requires

lim
r→∞

r

(
∂Esc

1

∂r
− i

ω

c
Esc

1

)
= 0 and lim

r→∞
r

(
∂Esc

2

∂r
− i

2ω

c
Esc

2

)
= 0, (1.14)

uniformly with respect to x̂ := x/|x|. In nonlinear optics, the equations (1.10)-(1.14) define
the scattering problem for a nonlinear medium D of second-harmonic generation type, with
a monochromatic time-harmonic incident field.

Although higher order harmonic generation in nonlinear optics is investigated in the
physics and material science literature (see e.g. [7, 19]), a rigorous mathematical analysis of
many questions related to such models is still in its infancy [3, 21]. There is, however, a vast
mathematical literature on direct and inverse problems for semilinear scalar wave equations
in the time-domain, or at single frequency (e.g. with Kerr nonlinearities [2]); we refer the
reader to [1, 4, 12, 14, 15, 16, 18] and references therein for samples of this work.

In this paper we investigate, among other things, the existence of probing frequencies
ω that may yield a vanishing 2ω scattered field, given a second-harmonic generation inho-
mogeneity of compact support. In other words, at such frequencies the nonlinear effects of
the medium can be invisible to an external observer. These frequencies are conceptually
somewhat similar to non-scattering wave numbers and/or transmission eigenvalues in linear
scattering theory, i.e., probing frequencies at which it is possible to have zero scattering
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from a given linear inhomogeneity [5, 6, 8, 9, 10, 11, 13, 22]. Generally speaking, the anal-
ysis presented here introduces a mathematical framework needed to investigate a multitude
of questions related to the nonlinear scattering problem associated with a second-harmonic
generation process.

2 Formulation of the Problem and our Main Results

As described above, if we require that Esc
2 ≡ 0 in R3\D in the scattering problem (1.10)-

(1.14), then we obtain the second-harmonic non-scattering problem. We introduce the no-
tation that

(N1) A frequency ω, for which (1.10)− (1.14) has a non-trivial solution with Esc
2 ≡ 0

in R3\D is called a second-harmonic non-scattering frequency.

In the same way as we arrive at the transmission eigenvalue problem for the study of non-
scattering wave numbers in linear scattering theory (see e.g. [8]), here we consider the
equation for the incident field (1.10) only in D and denote V := Ein

1 |D. Noting that E1 − V
represents the ω-scattered field inside D and letting q(x, ω) := ε(x, ω)/c2, we obtain the
following nonlinear eigenvalue problem

∆E1 + ω2q(x, ω)E1 = −ω2χ1(x, ω)E2E
∗
1 in D

∆E2 + 4ω2q(x, 2ω)E2 = −ω2χ2(x, ω)E
2
1 in D

∆V + ω2

c2
V = 0 in D

∂(E1 − V )

∂ν
= Nω(E1 − V ) on ∂D

E2 =
∂E2

∂ν
= 0 on ∂D .

(2.1)

Here Nω is the exterior Dirichlet-to-Neumann operator

Nω : F 7→ ∂W

∂ν

∣∣∣∣
∂D

with W being the unique outwardly radiating solution of

∆W +
ω2

c2
W = 0 in R3\D, W = F on ∂D.

(N2) We call an ω for which (2.1) has a nontrivial solution a second-harmonic

transmission eigenvalue.

Being a second-harmonic transmission eigenvalue is a necessary condition for being a second-
harmonic non-scattering frequency. Furthermore if V can be extended as an entire solution
to the Helmholtz then it is also a sufficient condition. The extendability is likely related to
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the regularity of D and the constitutive material properties of the inhomogeneity, as is the
case for linear scattering (see [9, 10, 22] . It would be very interesting to study the nonlin-
ear second-harmonic transmission eigenvalue problem, and possibly also its inhomogeneous
version where the Cauchy data E2, ∂E2/∂ν may be prescribed in order to control the field
at frequency 2ω outside D.
However, we are not in the position to analyze (2.1) at this time, and instead here we
investigate the solvability of a “weaker” problem, which provides necessary conditions for ω
being a second-harmonic transmission eigenvalue (and therefore also a necessary condition
for ω being a second-harmonic non-scattering frequency). More specifically, we study the
existence of nontrivial solutions E1 and E2 to

∆E1 + ω2q(x, ω)E1 = −ω2χ1(x, ω)E2E
∗
1 in D

∆E2 + 4ω2q(x, 2ω)E2 = −ω2χ2(x, ω)E
2
1 in D

E2 =
∂E2

∂ν
= 0 on ∂D.

(2.2)

As we discarded the incident field in the above system and restricted the ω and 2ω fields
inside D, (2.2) also applies to the situation where there is a ω-source outside the region D.
Specifically, (2.2) also provides necessary conditions for the vanishing of the second-harmonic
wave outside D, given an exterior ω-source.

(N3) We call an ω for which (2.2) has a nontrivial solution a generalized second-harmonic

transmission eigenvalue, or for short: a generalized transmission eigenvalue.

Note that if at a generalized transmission eigenvalue, the field E1 can be extended to all
of R3 as sum of an outwardly radiating and an incident entire solution of the Helmholtz
equation, then this eigenvalue is a second-harmonic non-scattering frequency.

In this paper we study the scalar version of (2.2), i.e., we assume E1 and E2 are scalar
functions, which we in the following will denote by u1 and u2, respectively. This assumption
simplifies many technicalities in the presentation, but will allow us to capture the math-
ematical structure associated with these nonlinearities for our system of PDEs. In three
dimensions, the results presented here are obtained for the spherically symmetric case, i.e.,
when D := B1(0) is the unit ball centered at the origin and all the coefficients in the PDEs
depend only on the radius r = |x|. As a lead in to this, we consider the one-dimensional
case, with D := (0, 1). It should be noted that, the one-dimensional problem is also of
interest in its own right, as the second-harmonic generation process in laser technology often
is modelled as a one-dimensional problem, by considering applied waves that fall onto the
nonlinear medium at normal incidence [7]. Next we summarize our main results.

Remark 2.1. For the sake of simplicity of presentation we are going to assume that the
functions q, χ1, χ2 are real-valued and do not depend on the frequency ω. However, all
our results from Sections 2.1, 2.2 and 2.3 and our methods of analysis can be adapted to
the situation where q, χ1, χ2 and the source function f from Section 2.3 (cf. (2.19)) are
complex-valued functions that also depend on ω. To that end additional assumptions should
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be imposed and some of the existing assumptions should be modified. For example, in
Sections 2.1 and 2.2 additionally we need q, χ1 and χ2 to be continuous functions of ω (near
the origin in the complex plane) uniformly in x. Furthermore, the positivity of χ2 a.e. in D,
as required in (2.6) below, should be replaced with positivity at the frequency ω = 0:

χ2(0, ·) > 0, a.e. x ∈ D . (2.3)

For Lemma 2.8 we need χ2 and q to be real-valued for ω > 0 small enough. In Section 2.3
we need q, χ1, χ2 and f to be analytic functions of ω. Moreover, q, as a function of ω must
satisfy the following symmetry relation (we suppress the x-dependence):

q(ω) = q(−ω). (2.4)

The property (2.4) is physically justified and expresses the fact that physical fields are real.
Specifically, q (or rather q− 1) is the Fourier transform of a real-valued function – the linear
sucseptibility. The nonlinear susceptibilities χ1, χ2 in the frequency domain also satisfy (2.4),
for the same reason, and in particular at ω = 0 they must be real-valued, which is in line
with the assumption (2.3).

2.1 About generalized transmission eigenvalues in the 1-D case

We consider the one-dimensional problem:
u′′1 + ω2qu1 = −ω2χ1u2u1 in D := (0, 1)

u′′2 + 4ω2qu2 = −ω2χ2u
2
1 in D

u2 = u′2 = 0 at ∂D = {0, 1},

(2.5)

We suppress the domain D from the notation of all the introduced function spaces. In our
proofs we assume that the nonlinear susceptibilities χ1 and χ2 are real valued functions of x
only, with

M := ∥χ1∥L∞ + ∥χ2∥L∞ <∞, and χ2(x) > 0, a.e. x ∈ D. (2.6)

Further, we assume that the relative permittivity q is a real valued function of x only, with

q ∈ C1[0, 1], Q := ∥q∥L∞ > 0. (2.7)

To define a weak solution of the problem (2.5), we introduce the Hilbert space X = H2×L2,
whose elements will be denoted using the boldface notation u = (u1, u2) ∈ X. We let ∥ · ∥X
and ⟨·, ·⟩X denote the norm and the inner product of X, respectively, defined in the usual
way

⟨u,ϕ⟩X = ⟨u1, ϕ1⟩H2 + ⟨u2, ϕ2⟩L2 , and ∥u∥2X = ⟨u,u⟩X . (2.8)

Multiplying the first equation of (2.5) by ϕ2, the second one by ϕ1 and integrating by parts,
we introduce the map T : X ×X → C

T (u,ϕ) =

∫
D

[
(u′′1 + ω2qu1)ϕ2 + χ1ω

2u2u1ϕ2

]
dx+

∫
D

[
u2(ϕ

′′
1 + 4ω2qϕ1) + χ2ω

2u21ϕ1

]
dx.

(2.9)
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In one dimension the Sobolev embedding implies that H2(D) ↪→ C1(D), with a continuous
and compact injection. Therefore the integrals containing the nonlinearities in the above
expression are well-defined. Moreover, for fixed u ∈ X, the map ϕ 7→ T (u,ϕ) is conjugately
linear and continuous as a map from X → X, hence by the Riesz representation theorem,
there exists an element, which we denote by T (u) ∈ X, such that

T (u,ϕ) = ⟨T (u),ϕ⟩X , u,ϕ ∈ X. (2.10)

In particular, T : X → X is a bounded (the image of a bounded set is bounded) continuous
nonlinear map. Often we will write T = Tω to explicitly indicate the dependence of T on ω.

Definition 2.2. (ω,u) ∈ C×X is a solution of (2.5) iff Tω(u) = 0.

Remark 2.3. A more traditional space for the weak formulation of (2.5) might seem to be
L2 ×H2

0 , as it explicitly incorporates the zero boundary condition. In this space, however,
the nonlinearity u21 makes the resulting operator T unbounded, i.e., defined only on a dense
subspace of L2 ×H2

0 .

With these preliminaries we are ready to state our first result, which will be proven in
Section 5:

Theorem 2.4. Assume (2.6) and (2.7) hold. There exists a constant cQ(χ2) > 0, depending
only on Q and χ2, such that if

0 ̸= u ∈ X and 0 < |ω|2 ≤ cQ(χ2)

M(1 +M∥u∥X)
then Tω(u) ̸= 0.

Remark 2.5. If the nonlinear susceptibility χ2 is a positive constant, then in the above
theorem we can taken cQ(χ2) = c̃Qχ2, where c̃Q > 0 only depends on Q.

The above theorem immediately implies:

Corollary 2.6. Assume (2.6) and (2.7) hold. For any r > 0 there exists δ = δ(r,Q,M, χ2),
such that if 0 < |ω| < δ and 0 < ∥u∥X < r then

Tω(u) ̸= 0.

This corollary implies that there are no generalized (and hence also no second-harmonic)
transmission eigenvalues, with eigenfunctions in the ball BX

r (0), provided ω is sufficiently
small and nonzero. Alternatively, Theorem 2.4 implies that a sufficiently small ω can be a
generalized transmission eigenvalue only if its corresponding eigenfunction satisfies

∥u∥X ≥ c

|ω|2
, (2.11)

i.e., if generalized transmission eigenvalues approaching 0 exist, then their corresponding
eigenfunctions blow up at a rate of 1/|ω|2. This leads to the following dichotomy: either
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such blow-up eigenfunctions exist, or our non-existence result can be improved. Based on
numerical evidence we conjecture that both situations may occur. In the degenerate case
χ1 = 0 the two equations decouple and the variable u1 appears in the second equation as
a source term. In Section 2.4, it is shown that the generalized transmission eigenvalues
form a discrete set (without finite accumulation points) and for that reason there will be no
such eigenvalues in a sufficiently small interval (0, δ). However, for χ1 strictly positive we
conjecture, entirely based on numerical evidence, that the first situation occurs:

Conjecture 2.7. Assume (2.6) and (2.7) hold. Furthermore assume χ1 > 0. Then there
exist δ, c > 0 such that any ω ∈ (0, δ) is a generalized transmission eigenvalue, with a
corresponding eigenfunction u satisfying (2.11).

As the lemma below shows, it is important for the validity of this conjecture that the first
component, u1, of the eigenfunction u be complex valued:

Lemma 2.8. Assume (2.6) and (2.7) hold (in fact, we only need q ∈ L∞(0, 1)). There exists
δ > 0 depending only on q, such that if ω ∈ (0, δ] and 0 ̸= u = (u1, u2) ∈ X with u1 real
valued, then

Tω(u) ̸= 0.

Moreover, when q = 1 one can take δ = π
2
.

For the proof of this lemma we refer to Section 3.

2.2 About generalized transmission eigenvalues in the 3-D radially
symmetric case

Here we consider the problem
∆u1 + ω2qu1 = −ω2χ1u2u1 in D := {|x| < 1}

∆u2 + 4ω2qu2 = −ω2χ2u
2
1 in D

u2 = ∂νu2 = 0 on ∂D := {|x| = 1}

(2.12)

where D := B1(0) ⊂ R3 is the unit ball centered at the origin and q, χ1 and χ2 are radial
functions of the spacial variable, i.e., functions of r = |x|. Looking only for radially symmetric
solutions u1 := y1(r) and u2 := y2(r) of (2.12), the problem reads

y′′1 +
2

r
y′1 + ω2qy1 = −ω2χ1y2y1 for r < 1

y′′2 +
2

r
y′2 + 4ω2qy2 = −ω2χ2y

2
1 for r < 1

y2(1) = y′2(1) = 0

y1(0), y2(0) are bounded,

(2.13)

where the derivatives are with respect to r. We define new functions of r, denoted u1(r)
and u2(r) (by a slight abuse of notation) as follows u1(r) = ry1(r) and u2(r) = ry2(r). The
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boundary conditions at the endpoint r = 1 stay the same, i.e., u2(1) = u′2(1) = 0 and at
the endpoint r = 0 they become u1(0) = u2(0) = 0. Thus we end up with the following one
dimensional problem for the radial functions u1 and u2

u′′1 + ω2qu1 = −ω
2

x
χ1u2u1 in D := (0, 1)

u′′2 + 4ω2qu2 = −ω
2

x
χ2u

2
1 in D

u2(0) = u2(1) = u′2(1) = 0

u1(0) = 0

(2.14)

To make it look more like the one dimensional case we have used x for the radial variable.
Analogously to Section 2.1, and again suppressing the domain D from the notation of the
function spaces, we let

X⋄ = H2
⋄ × L2, H2

⋄ =
{
u ∈ H2 : u(0) = 0

}
. (2.15)

We endow the space X⋄ with the same norm and inner product as X (cf. (2.8)). Multiplying
the first equation of (2.14) by ϕ2, the second one by ϕ1 and integrating by parts motivates
us to introduce the map T ⋄ : X⋄ ×X⋄ → C, defined by

T ⋄(u,ϕ) =

∫
D

[
(u′′1 + ω2qu1)ϕ2 +

ω2

x
χ1u2u1ϕ2

]
dx

+

∫
D

[
u2

(
ϕ
′′
1 + 4ω2qϕ1

)
+
ω2

x
χ2u

2
1 ϕ1

]
dx.

(2.16)

Using the mean value theorem and the Sobolev embedding H2(D) ↪→ C1(D) one easily
concludes that there exists a constant C > 0 such that∥∥∥u

x

∥∥∥
L∞

≤ C∥u∥H2 , ∀ u ∈ H2
⋄ . (2.17)

In particular, the integrals containing the nonlinearities in the definition of T ⋄ are well-
defined, continuous and bounded. Thus, there exists a bounded, continuous and nonlinear
map T ⋄ : X⋄ → X⋄ with

T ⋄(u,ϕ) = ⟨T ⋄(u),ϕ⟩X⋄ , u,ϕ ∈ X⋄. (2.18)

We shall write T ⋄
ω to indicate the dependence of the operator T ⋄ on ω. We define (ω,u) ∈

C×X⋄ to be a solution of (2.14) iff T ⋄
ω(u) = 0.

Theorem 2.9. Theorem 2.4, Corollary 2.6 and Lemma 2.8 hold for the operator T ⋄
ω in the

space X⋄.

If we assume a lower bound χ2(x) ≥ m > 0 for a.e. x ∈ D, then we can take C(χ2) = C0m,
where C0 > 0 is an absolute constant (see Remark 5.6). Consequently, the constant δ (from
Corollary 2.6) takes the form δ = δ(r,Q,m,M).
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We will present the proofs for the operator T in the space X. All the arguments apply
analogously to T ⋄ in the space X⋄. In fact, in the latter case the arguments are somewhat
simpler due to the fact that the linearization of T ⋄ has a 1-dimensional kernel, while that of
T has a 2-dimensional kernel (cf. Remark 4.2). When appropriate, we will comment on the
necessary modifications of a given argument to treat the case of T ⋄.

We should point out that the conjecture 2.7 only applies to the one-dimensional problem
(2.5).

2.3 Solvability result in the presence of a force term

For this set of results, we introduce a function g ̸= 0 in the first equation of (2.12). We
will state the result and carry out the proof in the radially symmetric case, i.e., for the
problem (2.14) and operator T ⋄

ω . An analogous result holds in the one-dimensional case.
More specifically, with f(x) = xg(x), we are considering the problem

u′′1 + ω2qu1 = −ω
2

x
χ1u2u1 + f in D := (0, 1)

u′′2 + 4ω2qu2 = −ω
2

x
χ2u

2
1 in D

u1(0) = u2(0) = u2(1) = u′2(1) = 0,

(2.19)

the weak formulation of which becomes

T ⋄
ω(u) = f , f = (0, f). (2.20)

In this section we will assume

χ1, χ2 ∈ L∞(0, 1), q ∈ C[0, 1] and 0 ̸= f ∈ L2(0, 1). (2.21)

Suppose also that q is real-valued. We define zω, z̃ω as the solutions of the following initial
value problems:{

z′′ω + ω2qzω = 0 in (0, 1)

zω(0) = 0 and z′ω(0) = 1

{
z̃′′ω + ω2qz̃ω = 0 in (0, 1)

z̃ω(0) = 1 and z̃′ω(0) = 0.
(2.22)

Let aω be the solution of a′′ω + ω2qaω = f with zero initial conditions aω(0) = a′ω(0) = 0.
More explicitly,

aω(x) =

∫ x

0

[
zω(x)z̃ω(t)− zω(t)z̃ω(x)

]
f(t) dt. (2.23)

We introduce the function

ζ(ω) =

(∫ 1

0

zωaωz2ω
χ2dx

x

)2

−
∫ 1

0

z2ωz2ω
χ2dx

x
·
∫ 1

0

a2ωz2ω
χ2dx

x
, (2.24)

and the associated set

Λ = Λ(f, q, χ2) = {ω ∈ C : ζ(ω) = 0} ∪ {0} ⊂ C. (2.25)
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In Lemma 6.2 and the discussion proceeding it is shown that this function is entire, and thus
Λ is (at most) countable, with no finite accumulation points for any f ̸= 0. Finally, for any
ρ, δ > 0 (with ρ large and δ small) we define

G = Gρ,δ = {ω ∈ C : |ω| ≤ ρ and dist(ω,Λ) ≥ δ} (2.26)

Theorem 2.10. Assume (2.21) holds. For any ρ, δ > 0 there exists c = c(ρ, δ, f, χ2, q) > 0
such that if ∥χ1∥L∞ < c, then (2.20) has a solution for any ω ∈ Gρ,δ.

The proof of Theorem 2.10 is given in Section 6.

Remark 2.11. We note that Λ = C for f = 0, and thus Theorem 2.10 is vacuous in that
case.

The set Λ = Λ(f, q, χ2) may contain (countably many) real frequencies. For example, let
q = 1, then

zω(x) =
sin(ωx)

ω
, z̃ω(x) = cos(ωx).

Further, let us also take χ2 = 1 and f(x) = x. Figure 1 below shows a plot of the function
ω10ζ(ω) given these choices.

Figure 2: The plot of ω10ζ(ω) for q = χ2 = 1 and f = x.

2.4 Generalized transmission eigenvalues in the degenerate case
χ1 = 0

Consider the problem (2.14) in the degenerate case χ1 = 0. Further, let us assume that
χ2 ∈ L∞(0, 1) is a nonzero function and q ∈ C[0, 1]. Notice that in this case the system
(2.14) decouples and it is straightforward to show that 0 ̸= ω ∈ C is an eigenvalue of (2.14)
iff it is a zero of the following entire function (see Lemma 6.2 for the proof that this function
is entire):
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Υ1(ω) =

∫ 1

0

z2ωz2ω
χ2dx

x
,

where zω is defined by (2.22). Consequently, the eigenvalues form a discrete set in the complex
plane (without finite accumulation points). Let us now choose q = 1, and take χ2 = 1( 1

2
,1),

i.e., the material that occupies the unit ball B1 ⊂ R3 is extremely inhomogeneous, its core
B 1

2
is linear and the nonlinearity is supported near the boundary: in the annulus B1\B 1

2
.

With these choices there are (countable many) real eigenvalues. Indeed, Figure 3a below,
shows that Υ1 has (countably many) positive zeros. We mention that the same conclusion
remains true as long as χ2 is supported away from the origin, i.e., for χ2 = 1(c,1) for any
0 < c < 1. However, with the choice χ2 = 1, the function Υ1 appears to have no positive
zeros.

(a) The plot of ω3Υ1(ω) for q = 1
and χ2 = 1( 1

2
,1).

(b) The plot of ω6Υ2(ω) for q = 1
and χ2 = 1.

Figure 3

In the 1d case, i.e., for the problem (2.5) the situation is interestingly different. Substituting
u1 = α zω + β z̃ω into the equation for u2, we find that 0 ̸= ω ∈ C is an eigenvalue of (2.5) iff{

a1α
2 + b1αβ + c1β

2 = 0,

a2α
2 + b2αβ + c2β

2 = 0,
for some (α, β) ∈ C2\{0}, (2.27)

where
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a1(ω) =

∫ 1

0

z2ω z2ω χ2dx,

b1(ω) = 2

∫ 1

0

zω z̃ω z2ωχ2dx,

c1(ω) =

∫ 1

0

z̃2ω z2ωχ2dx

and



a2(ω) =

∫ 1

0

z2ω z̃2ωχ2dx,

b2(ω) = 2

∫ 1

0

zω z̃ω z̃2ωχ2dx,

c2(ω) =

∫ 1

0

z̃2ω z̃2ωχ2dx.

It is then straightforward to show that (2.27) is equivalent to Υ2(ω) = 0, where

Υ2 = (a1c2 − a2c1)
2 − (a1b2 − a2b1)(b1c2 − b2c1).

Discreteness of eigenvalues again follows from the fact that Υ2 is an entire function. Let us
now take q = 1. Figure 3b shows that Υ2 has one positive zero for χ2 = 1. Further numerical
plots show that for the choice χ2 = 1(c,1) (with 0 < c < 1 arbitrary) the function Υ2 has a
similar shape as that in Figure 3b, i.e., it continues to have only one positive zero.

3 Proof of Lemma 2.8

The proof of Lemma 2.8 is based on the following lower bound for the nonlinear operator T
(2.10): for any u = (u1, u2) ∈ X and ω ∈ C

∥Tω(u)∥X ≥ |ω|2

∥z2ω∥H2

∣∣∣∣∫ 1

0

χ2u
2
1 z2ω dx

∣∣∣∣ , (3.1)

where zω is defined by (2.22). To prove this bound we use that

∥T (u)∥X = sup
∥ϕ∥X=1

|⟨T (u),ϕ⟩X | .

Now, make the choice

ϕ = (ϕ1, 0), ϕ1 =
z−2ω

∥z−2ω∥H2

and use the fact that ϕ
′′
1 + 4ω2qϕ1 = 0. Consequently,

⟨T (u),ϕ⟩X =
ω2

∥z−2ω∥H2

∫ 1

0

χ2u
2
1 z−2ω dx.

To conclude the proof of (3.1), it remains to note that

z−2ω = z2ω, (3.2)

which directly follows from the definition of zω (2.22) and the fact that q is real-valued
(or more generally, when q is also ω-dependent and complex-valued, we use the symmetry
assumption (2.4)). In Lemma A.1 of the Appendix, we show that as ω → 0
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zω(x) = x+ o(1), z′ω(x) = 1 + o(1),

uniformly in x. In particular, for real ω there exists δ = δ(q) > 0 such that z2ω(x) > 0 for
a.e. x ∈ (0, 1) and 0 ≤ ω ≤ δ.

Suppose now, for the sake of a contradiction, that Lemma 2.8 is not true, i.e. , Tω(u) = 0
for some ω ∈ (0, δ] and u ̸= 0 with u1 real valued. Then (3.1) implies∫ 1

0

χ2u
2
1 z2ωdx = 0.

As all the functions inside the integral are non-negative, we conclude that the integrand is
zero and hence u1 = 0 a.e. in (0, 1). From the definition of T we then immediately also find
that u2 = 0. In combination u = 0, which is a contradiction.

Remark 3.1. When q = 1 we have z2ω = sin(2ωx)/2ω and this function is positive a.e. in
(0, 1) provided ω ≤ π

2
. Consequently, we may take δ = π

2
.

In the next section we discuss the Fredholm property of the linearization of the nonlinear
system, which is an intermediate tool needed throughout our remaining proofs.

4 The Fredholm property of linearization

In this paper we use the following norm and inner product on the space H2

∥u∥2H2 = ∥u∥2L2 + ∥u′′∥2L2 , ⟨u, v⟩H2 = ⟨u, v⟩L2 + ⟨u′′, v′′⟩L2 . (4.1)

This norm is equivalent to the standard H2-norm involving u′ as well. Let T be the operator
from (2.10) and consider its linear part L = Lω : X → X defined by

⟨L(u),ϕ⟩X =

∫
D

(
u′′1 + ω2qu1

)
ϕ2dx+

∫
D

u2

(
ϕ
′′
1 + 4ω2qϕ1

)
dx. (4.2)

The operator L is in fact the Frechét derivative of T at u = 0. Indeed, T (0) = 0 and as
u → 0 in X we have

T (u) = L(u) + o(∥u∥X),

consequently

∂uT |u=0 = L.

However, we mention that T is not Frechét differentiable at any u ̸= 0, because one of the
nonlinearities contains complex conjugation. We now state the main result of this section:

Theorem 4.1. Let ω ∈ C and L = Lω : X → X be given by (4.2). Assume q satisfies (2.7).
Then, L is a Fredholm operator of index 0, its kernel and the orthogonal complement of its
range in X are 2-dimensional spaces given by
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Nω := N(Lω) =
{
(u, 0) : u ∈ H2 and u′′ + ω2qu = 0

}
R⊥
ω := R(Lω)

⊥ =
{
(u, 0) : u ∈ H2 and u′′ + 4ω2qu = 0

} (4.3)

Remark 4.2. For the operator T ⋄ : X⋄ → X⋄ (2.18), its linearization L
⋄ : X⋄ → X⋄ is given

by the same formula (4.2). Furthermore, the above theorem still holds for L⋄ with X⋄ in
place of X, and with H2 replaced by H2

⋄ in the formula (4.3). In particular, the kernel N⋄
ω

and the orthogonal complement of the range (R⋄
ω)

⊥ of L⋄ are now 1-dimensional.

Let us start by verifying (4.3). If L(u) = 0, using the definition (4.2) and choosing
ϕ1 = 0 and ϕ2 = u′′1 + ω2qu1 ∈ L2, we conclude that u′′1 + ω2qu1 = 0 in D = (0, 1). Similarly,
choosing ϕ2 = 0 and ϕ1 ∈ H2 to be a solution of ϕ′′

1 +4ω2qϕ1 = u2, we conclude that u2 = 0.
This proves the inclusion ⊂ of the first formula of (4.3). The other inclusion is trivial. To
prove the second formula we just observe that the adjoint L∗ : X → X is given by

⟨L∗(u),ϕ⟩X =

∫
D

(
u′′1 + 4ω2qu1

)
ϕ2dx+

∫
D

u2

(
ϕ
′′
1 + ω2qϕ1

)
dx, (4.4)

and that

R(L)⊥ = N(L∗).

To prove the Fredholm property, let us write

L = L0 + ω2K,

where the operators L0, K : X → X are given by

⟨L0(u),ϕ⟩X =

∫
D

(
u′′1ϕ2 + u2ϕ

′′
1

)
dx, ⟨K(u),ϕ⟩X =

∫
D

(
qu1ϕ2 + 4qu2ϕ1

)
dx.

(4.5)
In the two lemmas below we show that L0 is a Fredholm operator with index 0 and K is a
compact operator. Since a compact perturbation of a Fredholm operator with index 0 stays
Fredholm with index 0 [17] this concludes the proof of Theorem 4.1.

Lemma 4.3. L0 : X → X given by (4.5) is a self-adjoint, Fredholm operator with index 0.

Proof. The self-adjointness is obvious. Let N0 and R0 denote the kernel and the range of
the operator L0, respectively. We will show that the range R0 ⊂ X is closed. This will
imply that X = R0 ⊕ R⊥

0 . But, from (4.3) with ω = 0 we know that N0 and R⊥
0 are both

2-dimensional, therefore L0 is Fredholm with index 0.
To prove that the range is closed, let us split X into the direct sum X = N0 ⊕N⊥

0 . It is
enough to show that there exists c > 0, such that

∥L0(u)∥X ≥ c∥u∥X , ∀ u ∈ N⊥
0 . (4.6)
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Indeed, suppose {un} ⊂ X is such that L0(u
n) → y in X for some y ∈ X. Let us split

un = vn +wn, where vn ∈ N0 and wn ∈ N⊥
0 . Then L0(u

n) = L0(w
n) → y. Using (4.6) we

get

∥L0(w
n)− L0(w

m)∥X ≥ c∥wn −wm∥X ,

which shows that {wn} is Cauchy and hence convergent: wn → w for some w ∈ X. Thus,
we conclude that y is in the range of L0, as y = L0(w).

To prove (4.6), assume that this inequality is not true, then there exists a sequence
{un} ⊂ N⊥

0 with ∥un∥X = 1, such that L0(u
n) → 0 in X. Extract a weakly convergent

subsequence, which we do not relabel, such that un ⇀ u, for some u = (u1, u2) ∈ X. We
also write un = (un1 , u

n
2 ). Specifically,

un1 ⇀ u1 in H2 and un2 ⇀ u2 in L2.

For any ϕ ∈ X, we can use the definition of weak convergence and (4.5) to conclude that

0 = lim
n→∞

⟨L0(u
n),ϕ⟩X = ⟨L0(u),ϕ⟩X .

In other words L0(u) = 0, or equivalently, u ∈ N0. On the other hand N⊥
0 is weakly closed,

hence u ∈ N⊥
0 . Thus, we obtain that u = 0. To arrive at a contradiction we are going to

show that, in fact, we have strong convergence un → 0 in X.
The convergence L0(u

n) → 0 implies that

sup
∥ϕ∥X≤1

|⟨L0(u
n),ϕ⟩X | −→ 0.

In particular, writing ϕ = (ϕ, ψ) and using the definition of L0 we obtain

sup
∥ϕ∥H2≤1

∣∣∣∣∫
D

un2 ϕ
′′
dx

∣∣∣∣ −→ 0, sup
∥ψ∥L2≤1

∣∣∣∣∫
D

(un1 )
′′ ψdx

∣∣∣∣ −→ 0. (4.7)

The second relation of (4.7) clearly implies that (un1 )
′′ → 0 in L2. Consequently, un1 → 0 in

H2 (since we already know that un1 → 0 in L2, due to the weak convergence in H2).
It remains to prove un2 → 0 in L2. To that end let ϕn ∈ H2 be such that ϕ′′

n = un2 .
Specifically, let us take

ϕn(x) =

∫ x

0

∫ t

0

un2 (s)dsdt,

then it is clear that for some constant C > 0, that is independent of n,

∥ϕn∥H2 ≤ C∥un2∥L2 .

Since {un2} ⊂ L2 is bounded, we conclude that {ϕn} ⊂ H2 is also bounded and, using the
first equation of (4.7) we deduce that un2 → 0 in L2.

Lemma 4.4. Assume q satisfies (2.7), then K : X → X given by (4.5) is a compact operator.
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Proof. Let us show that K maps a weakly convergent sequence to a strongly convergent
one. K is a sum of two terms, compactness of the first term is obvious, as un1 ⇀ 0 in H2

implies strong convergence in L2. Let us prove the compactness of the second term, so let
un := un2 ⇀ 0 in L2. In particular, there exists a constant c0 > 0, such that ∥un∥L2 ≤ c0.
We need to prove

sup
∥ϕ∥H2≤1

∣∣∣∣∫
D

qunϕdx

∣∣∣∣ −→ 0. (4.8)

Consider the average of un over D = (0, 1), i.e.,

an =

∫
D

un(x)dx.

The weak convergence shows that an → 0. Let us now introduce the function

vn(x) =

∫ x

0

∫ t

0

(un(s)− an) dsdt.

Note that vn solves the following Neumann problem:{
v′′n = un − an

v′n(0) = v′n(1) = 0.

Therefore, integrating by parts and using the boundary conditions we can write∫
D

qunϕdx =

∫
D

q(v′′n + an)ϕdx =

∫
D

v′n

(
q ϕ

′
+ q′ ϕ

)
dx+ an

∫
D

qϕdx.

Consequently, for some constant C > 0, that depends on L∞-norms of q and q′, we get

sup
∥ϕ∥H2≤1

∣∣∣∣∫
D

qunϕdx

∣∣∣∣ ≤ C (∥v′n∥L2 + |an|) .

It remains to show that v′n → 0 in L2. Note that

v′n(x) =

∫ x

0

un(s)ds− anx.

The weak convergence un ⇀ 0 in L2 implies the pointwise convergence v′n(x) → 0 for any
x ∈ D. Furthermore, it is clear that |v′n(x)| ≤ 2c0 for all x ∈ D. We may now use Lebesgue’s
dominated convergence result to conclude the proof.

5 Proof of Theorem 2.4

This proof is separated into three subsections.
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5.1 Lyapunov’s projection equation

Let ω ∈ C and T be the operator given by (2.10). Let us write it as

T = L+ ω2A,

where L given by (4.2) is the linear part of T and A : X → X is the nonlinear part:

⟨A(u),ϕ⟩X =

∫
D

(
χ1u2u1ϕ2 + χ2u

2
1ϕ1

)
dx. (5.1)

Let N,R be the kernel and the range of L, respectively. We note that L, and consequently,
its kernel and range depend on ω. Mostly, we will suppress this dependence for the ease of
notation, but occasionally this dependence will be shown explicitly with subscript ω. Recall
that L has closed range (cf. Theorem 4.1). Therefore, we can decompose

X = N ⊕N⊥, X = R⊕R⊥.

Let PN : X → N denote the orthogonal projection ontoN , we define PR analogously. Solving
T (u) = 0 is equivalent to solving the equations{

PRT (u) = 0

PR⊥T (u) = 0
⇐⇒

{
L(u) + ω2PRA(u) = 0

ω2PR⊥A(u) = 0,
(5.2)

where we used that PRL = L and PR⊥L = 0. Writing

u = v +w, v ∈ N, w ∈ N⊥

the first equation of (5.2) can be rewritten as a fixed point equation for w:

w = B(v +w), with B(u) = −ω2L−1PRA(u) ∈ N⊥. (5.3)

Here we used that L : N⊥ → R is invertible with bounded inverse (Theorem 4.1). The main
idea of Lyapunov’s projection method (cf. [23]) is to solve (5.3), assuming B(v + ·) is a
contraction on N⊥, and substitute the solution w(v) into the second equation:

ω2PR⊥A(v +w(v)) = 0.

As R⊥ is 2-dimensional (see (4.3)), we obtain that the equation T (u) = 0 can be rewritten
as a system of 2 nonlinear equations, with 2 unknowns (the unknown v lies in N , which also
is 2-dimensional), see (5.10) below.

Thus, we need to analyze the properties of the operator B. To that end, let us first derive
basic estimates for A.

Lemma 5.1. Let A : X → X be given by (5.1) and M > 0 be defined by (2.6). There exists
an absolute constant C > 0, such that for any u,v ∈ X

∥A(u)∥X ≤ CM∥u∥2X
∥A(u)− A(v)∥X ≤ CM max{∥u∥X , ∥v∥X}∥u− v∥X .

(5.4)

20



Proof. The first inequality of (5.4) is obvious, let us show the second one. Note that

⟨A(u)− A(v),ϕ⟩X =

∫
D

[
χ1u1(u2 − v2)ϕ2 + χ1v2 (u1 − v1)ϕ2 + χ2(u1 + v1)(u1 − v1)ϕ1

]
dx.

Bounding χ1, χ2 by M , using Hölder’s inequality and taking supremum over ∥ϕ∥X ≤ 1 we
arrive at

1

M
∥A(u)− A(v)∥X ≤∥u1∥L∞ ∥u2 − v2∥L2 + ∥v2∥L2 ∥u1 − v1∥L∞+

+ ∥u1 + v1∥L∞ ∥u1 − v1∥L2 .

The desired estimate follows, since the L∞-norms in the above inequality are bounded by
the H2-norms due to the Sobolev embedding theorem.

We introduce the following notation (signifying its ω-dependence)

γω =
∥∥L−1

ω

∥∥
L(Rω ,N⊥

ω )
, (5.5)

and use BN⊥
r (0) to denote the open ball of radius r > 0, centered at the origin in the Hilbert

space N⊥.

Lemma 5.2. Let M,γω be given by (2.6), (5.5), respectively, and let C be the absolute
constant from Lemma 5.1. For any r > 0 with

CM |ω|2γωr <
1

4
, (5.6)

and any fixed v ∈ N with ∥v∥X ≤ r

(i) the map B(v + ·) : N⊥ → N⊥ is a contraction that maps the closed ball BN⊥
r (0) into

itself. In particular, the equation w = B(v + w) has a unique solution w(v) with
∥w(v)∥X ≤ r.

(ii) furthermore, we have the estimate

∥w(v)∥X ≤ 4CM |ω|2γω∥v∥2X , (5.7)

and in particular w(0) = 0.

Proof. Due to Lemma 5.1, for any v ∈ N and w1,w2 ∈ N⊥

∥B(v)∥X ≤ CM |ω|2γω∥v∥2X
∥B(v +w1)− B(v +w2)∥X ≤ 2CM |ω|2γωmax {∥v∥X , ∥wj∥X} ∥w1 −w2∥X

(5.8)

Suppose now that v,wj have norms less than or equal to r and assume (5.6) holds, then
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∥B(v +w1)− B(v +w2)∥X <
1

2
∥w1 −w2∥X ,

proving that B(v + ·) is a contraction. A combination of the last estimate with the first
inequality of (5.8) gives

∥B(v +w1)∥X ≤ ∥B(v)∥X +
1

2
∥w1∥X <

r

4
+
r

2
< r,

showing that B(v+ ·) maps the closed ball BN⊥
r (0) into itself. This finishes the proof of part

(i), as by the Banach fixed point theorem, the equation w = B(v +w) has a unique fixed

point w(v) ∈ BN⊥
r (0).

To conclude the proof it remains to establish (5.7). Let us write w = w(v). From the
fixed point equation and Lemma 5.1 we estimate

∥w∥X ≤ CM |ω|2γω∥v +w∥2X ≤ 2CM |ω|2γω∥v∥2X + 2CM |ω|2γω∥w∥2X .

The second term in the last sum can be estimated as follows:

2CM |ω|2γω∥w∥2X ≤ 2CM |ω|2γωr∥w∥X ≤ 1

2
∥w∥X ,

where in the first step we used that ∥w∥X ≤ r, and in the second one we used the hypothesis
(5.6). The last two inequalities clearly finish the proof.

Combining the above lemma with (5.2) we arrive at:

Proposition 5.3. Let r > 0 and suppose (5.6) holds. If u ∈ X with ∥u∥X ≤ r and

u = v +w, v ∈ N, w ∈ N⊥, (5.9)

then,

T (u) = 0 ⇐⇒

{
w = w(v)

ω2PR⊥A(u) = 0,
(5.10)

where w(v) is the unique solution of the equation (5.3) with ∥w(v)∥X ≤ r.

5.2 The main idea of the proof and some auxiliary lemmas

Let ω ∈ C and N = Nω be given by (4.3). Let zω, z̃ω be defined by (2.22). These functions
form a basis for Nω. Therefore, a generic element of Nω has the form

vω,α = (α1zω + α2z̃ω, 0) , α = (α1, α2) ∈ C2. (5.11)

According to Proposition 5.3, searching for a nontrivial solution to T (u) = 0 is (provided
ω ̸= 0 and the hypothesis (5.6) holds) equivalent to solving
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{
PR⊥

ω
A (vω,α +w(vω,α)) = 0

α ∈ C2\{0},
(5.12)

where the unknown is the constant vector α = (α1, α2).
The main idea of the proof of Theorem 2.4 is to first consider the problem (5.12), corre-

sponding to ω = 0. Formally w = 0 in that case, and we therefore consider the problem{
PR⊥

0
A (v0,α) = 0

α ∈ C2\{0}.
(5.13)

It will be shown that (5.13) has no solution and a lower bound on PR⊥
0
A(v) will be obtained.

Then, we will derive closeness estimates between the problems (5.13) and (5.12). Carefully
tracking the ω-dependence in these estimates it will be shown that under an appropriate
smallness assumption on ω, the problem (5.12) will have no solution either. We mention that
the closeness estimates need to be uniform in α. The main difficulty is that ω-dependence
enters not only through vω,α, but also through the spaces Nω, Rω and their orthogonal
complements. We start by showing that (5.13) has no solution.

Lemma 5.4. Assume the notation introduced above and that χ2(x) > 0 for a.e. x ∈ D, then
there exists a constant C = C(χ2) > 0, such that∥∥PR⊥

0
A(v)

∥∥
X
≥ C∥v∥2X , ∀ v ∈ N0. (5.14)

Remark 5.5. If χ2 is a positive constant, then the implicit constant in (5.14) is of the form
C(χ2) = C0χ2, where C0 > 0 is an absolute constant.

Proof. The inequality is obvious for v = 0, so let us assume that v ̸= 0. Note that N0 =
span{(1, 0); (x, 0)} and R⊥

0 = N0, hence v = (α1+α2x, 0) for some α1, α2 ∈ C. Let f = (f, 0)
and g = (g, 0) be an X-orthonormal basis for N0, then the orthogonal projection operator
is given by

PN0A(v) = ⟨A(v),f⟩X f + ⟨A(v), g⟩X g,

but the definition of A (5.1) implies

⟨A(v),f⟩X =

∫
D

χ2v
2
1fdx

and analogously for g. In particular, PN0A(v) depends only on χ2 and is independent of χ1.
For any λ ∈ C and v ∈ N0

PN0A(λv) = λ2PN0A(v).

Therefore, establishing the inequality (5.14) is equivalent to showing

∥PN0A(v)∥X ≥ C > 0 ∀ ∥v∥X = 1. (5.15)
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The map v → ∥PN0A(v)∥X is continuous as a map N0 → R. The set S = {v ∈ N0 : ∥v∥X =
1} is closed and bounded, and therefore (by finite dimensionality) compact. In particular,
∥PN0A(·)∥X attains its minimum on S. Hence, (5.15) will follow once we show

∥PN0A(v)∥X ̸= 0 ∀ ∥v∥X = 1. (5.16)

It is clear that PN0A(v) = 0 iff A(v) is orthogonal to (1, 0) and (x, 0), i.e.,∫
D

χ2(α1 + α2x)
2dx = 0, and

∫
D

χ2(α1 + α2x)
2xdx = 0.

Let us show that these equations imply that v = 0, which then verifies (5.16). If α2 = 0,
then obviously α1 = 0, because χ2 > 0 a.e. in D, and we conclude that v = 0. So let us
assume that α2 ̸= 0, and set α = α1/α2, then we obtain∫

D

χ2(α + x)2dx = 0, and

∫
D

χ2(α + x)2xdx = 0. (5.17)

These are two quadratic equations in α. They may be rewritten as
α2

∫
D

χ2dx+ 2α

∫
D

χ2xdx+

∫
D

χ2x
2dx = 0

α2

∫
D

χ2xdx+ 2α

∫
D

χ2x
2dx+

∫
D

χ2x
3dx = 0.

(5.18)

If α ∈ C is a solution of the above system, then we shall show that α ∈ R. Before doing so,
note that this concludes our proof since (5.17) obviously cannot hold for α real (thus leading
us to the conclusion that α2 = α1 = 0).

Indeed if α ∈ C is a solution to (5.18), then we can cancel the α2 terms by multiplying
the top equation by 1

2

∫
D
χ2xdx and the bottom equation by 1

2

∫
D
χ2dx and subtracting the

bottom from the top. This yields a linear equation for α with real coefficients and leading
coefficient given by

c =

(∫
D

χ2xdx

)2

−
∫
D

χ2x
2dx

∫
D

χ2dx.

Since χ2 > 0 a.e. in D, the Cauchy-Schwartz inequality gives that c ̸= 0 (in fact, c < 0). It
follows that α must be real. This completes the proof of Lemma 5.4.

Remark 5.6. For the operator T ⋄ : X⋄ → X⋄ given by (2.18) we similarly write

T ⋄ = L⋄ + ω2A⋄, ⟨A⋄(u),ϕ⟩X⋄ =

∫
D

χ1

x
u2u1ϕ2 +

χ2

x
u21ϕ1dx.

In view of Remark 4.2 (R⋄
0)

⊥ = N⋄
0 = span {(x, 0)}. Therefore,

PN⋄
0
A⋄(v) = 3⟨A⋄(v), (x, 0)⟩X⋄ (x, 0).

But v ∈ N⋄
0 is given by v = (αx, 0) for some α ∈ C, and a direct calculation gives
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∥PN⋄
0
A⋄(v)∥X⋄ =

√
3|α|2

∫
D

χ2x
2dx = 3

√
3

∫
D

χ2x
2dx ∥v∥2X⋄ .

Thus, Lemma 5.4 holds trivially in this case. Moreover, we see that if χ2(x) ≥ m > 0 for
a.e. x ∈ D, then the constant in the above inequality (or equivalently, in the analogue of
(5.14)) can be taken to depend just on m.

Let us next state some auxiliary lemmas regarding closeness estimates for the problems
(5.13) and (5.12). In particular we will assume that ω is small enough, specifically that it
lies, in the disk

ΩQ =

{
ω ∈ C : |ω| ≤ 1

2
√
Q

}
, (5.19)

where Q is given by (2.7). The proofs of the lemmas below will be given in the Appendix.

Lemma 5.7. Let Nω ⊂ X be given by (4.3) and PNω : X → Nω be the orthogonal projection
operator. Then the map ω 7→ PNω is continuous as a map from ΩQ → L(X). Moreover,
there exist δ, C > 0 depending only on Q, such that

∥PNω − PN0∥L(X) ≤ C|ω|2, ∀ |ω| < δ. (5.20)

Remark 5.8. The lemma also holds for R⊥
ω in place of Nω.

Lemma 5.9. Let Lω be given by (4.2) and let Nω, Rω be its kernel and its range, respectively.
Let also

γω =
∥∥L−1

ω

∥∥
L(Rω ,N⊥

ω )
,

then ω 7→ γω is continuous as a function from ΩQ → (0,∞). In particular, as ω → 0

γω −→ γ0 =
∥∥L−1

0

∥∥
L(R0,N⊥

0 )
.

Lemma 5.10. Let vω,α be given by (5.11) with ω ∈ ΩQ, α ∈ C2. There exist constants
σ1 > 0 and σ2 > 0, which depend only on Q, such that

∥vω,α − v0,α∥X ≤ |ω|2σ1∥vω,α∥X , ∀ α ∈ C2,

and

∥v0,α∥2X ≥ σ2∥vω,α∥2X , ∀ α ∈ C2.

Using the above lemmas we now establish a key result that will be used in the proof of
the main theorem.
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Lemma 5.11. Suppose that (2.6) and (2.7) hold, and let M and Q be defined as in (2.6)
and (2.7). Let r > 0 and ω ∈ ΩQ be such that (5.6) holds. Let vω ∈ Nω be given by (5.11)
(in the notation we suppress its dependence on α) and assume ∥vω∥X ≤ r. Finally, let

w = w(vω) ∈ B
N⊥

ω
r (0) be defined by the fixed point equation (5.3). There exists a positive

constant cQ(χ2) (depending only on Q and χ2) such that if in addition

|ω|2 ≤ cQ(χ2)

M(1 +Mr)
, (5.21)

then

∥PR⊥
ω
A(vω +w(vω))∥X ≥ cQ(χ2)∥vω∥2X .

Remark 5.12. If the nonlinear susceptibility χ2 is a positive constant, then in the above
lemma, one can take cQ(χ2) = cqχ2, where the constant cq > 0 only depends on Q.

Proof. Note that v0 is given by the formula (5.11) with ω = 0, yielding v0 = α1 + α2x. To
somewhat simplify the notation let us write w = w(vω). We start with the inequality

∥PR⊥
ω
A(vω +w)− PR⊥

0
A(v0)∥X ≤

∥∥PR⊥
ω
[A(vω +w)− A(v0)]

∥∥
X
+
∥∥∥(PR⊥

ω
− PR⊥

0

)
A(v0)

∥∥∥
X

=: I1 + I2.

Invoking the first inequality of Lemma 5.1, we can estimate

I2 ≤ CMp(ω)∥v0∥2X , p(ω) = ∥PR⊥
ω
− PR⊥

0
∥L(X).

Using the second inequality of the same lemma we also have

I1 ≤ CM max{∥v0∥X , ∥vω∥X , ∥w∥X}
(
∥vω − v0∥X + ∥w∥X

)
. (5.22)

Lemma 5.10 implies the bound

∥vω − v0∥X ≤ |ω|2σ1∥vω∥X , (5.23)

which in turn gives

∥v0∥X ≤
(
1 + |ω|2σ1

)
∥vω∥X . (5.24)

The last estimate will be used inside the maximum in (5.22). Next, we can estimate w by
using the inequality (5.7) of Lemma 5.2, which reads

∥w∥X ≤ 4CM |ω|2γω∥vω∥2X , (5.25)

where γω is defined by (5.5). The hypothesis (5.6), combined with the above inequality also
gives

∥w∥X ≤ ∥vω∥X . (5.26)
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We may without loss of generality assume that all the absolute constants, C, in the above
inequalities are the same. Let us now use (5.24) and (5.26) to bound the maximum in (5.22)
and let us use (5.23) and (5.25) to bound the remaining terms in (5.22). We arrive at

I1 ≤ CM |ω|2
(
1 + |ω|2σ1

) [
σ1 + 4CMγωr

]
∥vω∥2X .

Using (5.24) in the bound for I2 we get

I2 ≤ CMp(ω)
[
1 + |ω|2σ1

]2 ∥vω∥2X .

Invoking Lemma 5.4, for a constant C2 := C(χ2) > 0 we have

∥PR⊥
0
A(v0)∥X ≥ C2∥v0∥2X ≥ C2σ2∥vω∥2X , (5.27)

where in the last step we used Lemma 5.10. Now, using the triangle inequality and combining
the above inequalities we obtain

∥PR⊥
ω
A(vω +w)∥X ≥ ∥PR⊥

0
A(v0)∥X − I1 − I2 ≥ κ∥vω∥2X ,

where

κ = C2σ2 − CM
(
1 + |ω|2σ1

) [
|ω|2 (σ1 + 4CMγωr) + p(ω)

(
1 + |ω|2σ1

)]
.

It remains to make sure that κ is positive, e.g. by requiring

κ ≥ 1

2
C2σ2,

which is insured provided

|ω|2 [σ1 + 4CMγωr] + p(ω)
[
1 + |ω|2σ1

]
≤ C2σ2

2CM (1 + |ω|2σ1)
. (5.28)

Lemma 5.7 asserts that p(ω) ≤ C3|ω|2 for |ω| < δ, with C3 and δ > 0 depending only on Q.
Therefore, by continuity, the function p(ω)/|ω|2 is bounded on the disk ΩQ. Bounding γω
(which is also continuous) by its maximum on ΩQ we now have that, for some constant CQ

|ω|2 [σ1 + 4CMγωr] + p(ω)
[
1 + |ω|2σ1

]
≤ CQ|ω|2(1 +Mr).

Similarly, the right hand side of (5.28) can be bounded from below by its minimum value on
ΩQ:

C2σ2
2CM (1 + |ω|2σ1)

≥ c̃QC2

M
.

Thus, (5.28) will be satisfied, if we impose

CQ|ω|2(1 +Mr) ≤ c̃QC2

M
, or |ω|2 ≤ c̃QC2

CQM(1 +Mr)
.

The assertion of this lemma now follows if we take cQ(χ2) = min{ c̃QC2

CQ
, 1
2
C2σ2}.

27



5.3 Concluding the proof of Theorem 2.4

Fix 0 ̸= u and let r = ∥u∥X . Suppose that ω ∈ ΩQ, where ΩQ is the disk in the complex
plane given by (5.19). Further, suppose that (5.6) holds, more precisely suppose

|ω|2 < 1

4CMr max
ω∈ΩQ

γω
=:

CQ
Mr

,

Recall that γω is a continuous function of ω ∈ ΩQ (cf. Lemma 5.9) so that the above
maximum is attained. Finally, assume the inequality (5.21) also holds. In other words,
putting these three conditions together we are assuming that

|ω|2 ≤ min

{
CQ
Mr

,
cQ(χ2)

M(1 +Mr)
,
1

4Q

}
. (5.29)

For the sake of a contradiction, let us now assume Tω(u) = 0. Set v = PNωu, then Theo-
rem 5.3 implies that we must have u = v +w(v) and

PR⊥
ω
A(v +w(v)) = 0.

But Lemma 5.11 gives the estimate

∥PR⊥
ω
A(v +w(v))∥X ≥ cQ(χ2)∥v∥2X .

This implies that v = 0, and consequently w(v) = 0 and u = 0, which is a contradiction.
Note that if we define c̃Q(χ2) = min{CQ∥χ2∥L∞ , cQ(χ2), ∥χ2∥L∞/4Q} then the condition
(5.29) is satisfied, provided

|ω|2 ≤ c̃Q(χ2)

M(1 +Mr)
.

This completes the proof of Theorem 2.4.

6 Existence in the presence of a force term

6.1 The main idea and the outline of the proof

The goal here is to prove Theorem 2.10. Let us separate out the first nonlinearity in (2.19),
which contains complex conjugation:

T ⋄ = F +G,

where F,G are given by the following formulas (as usual, sometimes we will write Fω to
indicate the dependence of F on ω)

⟨F (u),ϕ⟩X⋄ =

∫
D

(u′′1 + ω2qu1)ϕ2 + u2

(
ϕ
′′
1 + 4ω2qϕ1

)
dx+ ω2

∫
D

χ2u
2
1ϕ1

dx

x
(6.1)

and
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⟨G(u),ϕ⟩X⋄ = ω2

∫
D

χ1u2u1ϕ2

dx

x
. (6.2)

The reason for separating out the nonlinearity containing conjugation is that now F : X⋄ →
X⋄ is Fréchet differentiable, in fact C1, and for any p,u ∈ X⋄

F (p+ u) = F (p) + F ′
p(u) + E(u), (6.3)

where F ′
p : X⋄ → X⋄ denotes the Fréchet derivative of F at the point p and is given by

⟨F ′
p(u),ϕ⟩X⋄ =

∫
D

[
(u′′1 + ω2qu1)ϕ2 + u2

(
ϕ
′′
1 + 4ω2qϕ1

)]
dx+ 2ω2

∫
D

χ2p1u1ϕ1

dx

x
. (6.4)

Often, we will also write F ′
ω,p to indicate the dependence on ω. Finally, E : X⋄ → X⋄ is the

error term given by

⟨E(u),ϕ⟩X⋄ = ω2

∫
D

χ2u
2
1ϕ1

dx

x
. (6.5)

We are going to search for solutions to the problem (2.19) near the point p (which for
now is an arbitrary nonzero point), i.e., we consider the equation T ⋄(p + u) = f , where u
is the unknown variable, assumed to be small. The reason for introducing the point p is to
create an invertible operator so that the original equation can be rewritten as a fixed point
equation. Let us rewrite our equation as

F (p+ u) +G(p+ u) = f .

In Lemma 6.3 below, it will be shown that under a suitable condition on ω the operator F ′
p

is invertible. But then, using (6.3) in the above equation and inverting F ′
p, we obtain a fixed

point equation

u = H(u), (6.6)

where

H(u) = (F ′
p)

−1 [f − F (p)− E(u)−G(p+ u)] .

We will utilize the freedom to choose p, in particular it will be chosen so that F (p) = f .
This equation is easier to analyze, as it corresponds to two decoupled ODEs. Our approach
is thus as follows: (1) for a given 0 ̸= f ∈ L2 and f = (0, f) find p such that

Fω(p) = f , and F ′
ω,p is invertible. (6.7)

(2) solve the equation u = H(u) for this choice of p. To achieve (1) we require a certain
restriction on ω, namely that ω /∈ Λ, where Λ is given by (2.25).

Remark 6.1. Such a choice of p is not possible when f = 0. The reason is the scaling
symmetry of the equation F (p) = 0, which implies that if p is a solution of this equation,
then there are other solutions accumulating near p. This immediately prevents F ′

p from
being invertible.
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Note that Theorem 2.10 provides an existence result for any ω ∈ G, with a smallness as-
sumption on ∥χ1∥L∞ which doesn’t depend on ω. Therefore when analyzing the fixed point
equation (6.6) we need to ensure that H is a contraction for all ω ∈ G. The main difficulty
stems from the dependence of p on ω. Indeed, the operator F depends on ω, hence so does
the solution p of the equation F (p) = f . Consequently, the operator (F ′

ω,p)
−1 depends on

ω also through p, and we need to control its operator norm, uniformly in ω. This is where
the “buffer zone” excluded from the set G (2.26) will be essential.

6.2 The equation Fω(p) = f and invertibility of F ′
ω,p

Let zω be defined by (2.22). Recall that zω is a basis for the kernel of L⋄ and z2ω is a basis
for the orthogonal complement of the range of L⋄, where L⋄ is the linearization of T ⋄ at 0,
cf. Remark 4.2.

Lemma 6.2. Let zω(x) be defined by (2.22), then ω 7→ zω(x) is an entire function of ω for
each fixed x ∈ [0, 1]. Moreover, if D ⊂ C is a compact set, then the functions zω(x), z

′
ω(x)

and ∂ωzω(x) are bounded, as functions of two variables (ω, x) in the set D × [0, 1].

This is a classical result about solutions of differential equations involving a complex
parameter. For the proof we refer to [20].This lemma will be used in the sequel. We now
address the invertibility of the operator F ′

ω,p defined by (6.4).

Lemma 6.3. Let p = (p1, p2) ∈ X⋄ and 0 ̸= ω ∈ C be such that∫ 1

0

p1zωz2ω
χ2dx

x
̸= 0,

then F ′
ω,p is an invertible operator on X⋄.

Proof. Note that F ′
ω,p is the sum of the operator L⋄ (defined by (4.2)) and a compact opera-

tor. We showed in Theorem 4.1 and Remark 4.2 that L⋄ : X⋄ → X⋄ is a Fredholm operator
of index 0. Consequently, F ′

ω,p is also a Fredholm operator of index 0 on the space X⋄.
Therefore, to prove the invertibility it is enough to show that F ′

ω,p is injective. To that end
suppose F ′

ω,p(u) = 0 and let us show that u = 0. Directly form the definition we have

∫ 1

0

(u′′1 + ω2qu1)ϕ2dx = 0, ∀ϕ2 ∈ L2

∫ 1

0

u2

[(
ϕ
′′
1 + 4ω2qϕ1

)
+ 2ω2χ2

x
p1u1ϕ1

]
dx = 0, ∀ϕ1 ∈ H2

⋄ .

(6.8)

The first equation clearly implies that u′′1 + ω2qu1 = 0 and since u1 ∈ H2
⋄ , we conclude that

u1 = αzω for some α ∈ C. Suppose α ̸= 0, and take ϕ1 = z−2ω. Since ϕ′′
1 + 4ω2qϕ1 = 0 the

second equation of (6.8) implies ∫ 1

0

χ2

x
p1zω z−2ω dx = 0,
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which contradicts the hypothesis of the lemma, because z−2ω = z2ω (cf. (3.2)). We conclude
that α must be zero and thus u1 = 0. It now follows immediately from the second equation
in (6.8) that u2 = 0, and as a consequence u = 0.

Now we turn to solving the equation Fω(p) = f . Let aω be as in (2.23) and introduce
the functions

k1(ω) =

∫ 1

0

z2ωz2ω
χ2dx

x
, k2(ω) =

∫ 1

0

zωaωz2ω
χ2dx

x
, k3(ω) =

∫ 1

0

a2ωz2ω
χ2dx

x

Note that the function ζ defined by (2.24) can be rewritten as

ζ(ω) = k22(ω)− k1(ω)k3(ω). (6.9)

Using Lemma 6.2 and the estimate (2.17) we conclude that kj(ω) are entire functions for
j = 1, 2, 3.

Lemma 6.4. Let f ∈ L2 and set f = (0, f), let G = Gρ,δ ⊂ C be as in (2.26). Then we can
decompose

G =
s⋃
j=1

Gj, (6.10)

where s is some integer and Gj are regular1 compact sets, such that for each j = 1, .., s and
ω ∈ Gj there exists pω ∈ X⋄ with the following properties:

(i) F (pω) = f and F ′
ω,pω

is invertible.

(ii) ω 7→ pω is continuous as a mapping Gj → X⋄.

Furthermore, there exists C = C(ρ, δ, f, q, χ2) > 0 such that for any j = 1, .., s and any
ω ∈ Gj

∥(F ′
ω,pω

)−1∥L(X⋄) ≤ C. (6.11)

Proof. The equation Fω(p) = f is the weak formulation of the problem
p′′1 + ω2qp1 = f, in (0, 1)

p′′2 + 4ω2qp2 = −ω
2

x
χ2p

2
1, in (0, 1)

p1(0) = p2(0) = p2(1) = p′2(1) = 0.

(6.12)

Note that the two ODEs in the above system are decoupled, therefore we can easily analyze
this system. We start by solving the first equation along with its corresponding boundary
condition:

1i.e. Gj is the closure of its interior
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p1 = czω + aω, c ∈ C.
To analyze the second equation, let bω be given by

bω(x) = ω2

∫ x

0

[
z2ω(x)z̃2ω(t)− z2ω(t)z̃2ω(x)

]
χ2(t)

(
czω(t) + aω(t)

)2 dt
t

(6.13)

and for some constant c̃ ∈ C let

p2 = c̃z2ω − bω.

Then p2 satisfies the second equation in (6.12) and the condition p2(0) = 0. We therefore
need to choose c and c̃ such that the remaining boundary conditions p2(1) = p′2(1) = 0 are
satisfied, i.e., {

c̃ z2ω(1) = bω(1)

c̃ z′2ω(1) = b′ω(1) .

A necessary and sufficient condition for this to have a solution, c̃, is that

z2ω(1)b
′
ω(1) = z′2ω(1)bω(1).

Using basic algebra and the fact that the Wronskian of z2ω, z̃2ω is equal to −1, the last
equation reduces to the following equation for c∫ 1

0

z2ω
(
czω + aω

)2
χ2

dx

x
= 0. (6.14)

If we want to invoke Lemma 6.3 to insure the invertibility of F ′
ω,p, we must also require∫ 1

0

zωz2ω
(
czω + aω

)
χ2

dx

x
̸= 0. (6.15)

The equations (6.14) and (6.15) can be rewritten as{
k1(ω)c

2 + 2k2(ω)c+ k3(ω) = 0

k1(ω)c+ k2(ω) ̸= 0
(6.16)

It is easy to see that the system (6.16) is solvable for c ∈ C iff the discriminant of the
quadratic is nonzero, i.e., ζ(ω) ̸= 0. Let now

pω =
(
cωzω + aω, c̃ωz2ω − bω

)
,

where the complex constants cω, c̃ω are defined by

cω =


− k3(ω)

2k2(ω)
, if k1(ω) = 0

−k2(ω) +
√
ζ(ω)

k1(ω)
, if k1(ω) ̸= 0

c̃ω =


b′ω(1)

z′2ω(1)
, if z2ω(1) = 0

bω(1)

z2ω(1)
, if z2ω(1) ̸= 0

(6.17)
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Thus, for any ω ̸= 0 with ζ(ω) ̸= 0 (which clearly is true for any ω ∈ G) we have that
F (pω) = f and F ′

ω,pω
is invertible. This completes the proof of part (i).

To prove part (ii), we note that the coefficients cω, c̃ω and hence also pω may not be
continuous for ω ∈ G. To ensure continuity (in fact, holomorphicity) we will need to decom-
pose G into parts and on each part use a consistent and continuous “branch” of pω. Since
G is bounded it contains at most finitely many (possibly no) zeros of the entire function
k1(ω) (we may also assume all of these zeros are in the interior of G, otherwise we may
slightly enlarge G). Choose ϵj > 0 small enough that the disk |ω − ωj| ≤ ϵj is contained
in G and contains no other zeros of k1(ω). Let ω∗

1, ..., ω
∗
m be the zeros (if any) in G of the

entire function z2ω(1), again we may assume these zeros are all in the interior of G. For
the sake of the argument, suppose these zeros do not coincide with any of ωj (if there are
coincidences a similar argument will apply). Since z′2ω(1) cannot be zero at any ω∗

j , we can
choose ϵ∗j > 0 small enough such that z′2ω(1) is never zero on the disks |ω − ω∗

j | ≤ ϵ∗j and
these disks are contained in G. Moreover, we may assume all these disks (centered at ωj and
ω∗
j ) are mutually disjoint. As G is just a closed disk with finitely many open disks removed

(cf. (2.26)), it is clear that introducing cuts we can represent

G =
n⋃
j=1

Bϵj(ωj) ∪
m⋃
j=1

Bϵ∗j
(ω∗

j ) ∪
l⋃

j=1

Dj, (6.18)

where Dj are closures of bounded, open and simply connected sets; moreover, on each of these
sets z2ω(1), k1(ω) and ζ(ω) are zero free. Consider such a set Dj. Using simply connectedness
(and enlarging Dj slightly to work with an open set) we can define a holomorphic square root
for ζ(ω), as this is a nonvanishing analytic function there. Thus, using the second formulas
in (6.17) we obtain holomorphic coefficients cω, c̃ω for ω ∈ Dj. Continuity of pω then follows
directly from Lemma 6.2. On a set Bϵ∗j

(ω∗
j ) the functions z′2ω(1) and k1(ω) are zero free

and the argument is analogous. Finally, on Bϵj(ωj) the function z2ω(1) is zero free, hence to
define c̃ω we use the second formula in (6.17); however, k1(ω) has a unique zero on this set, at
ωj. To make sure that cω defined by (6.17) is continuous we choose the holomorphic branch

of
√
ζ(ω) such that

√
ζ(ωj) = k2(ωj) so that appropriate cancellation happens, making sure

that cω is continuous at ωj (recall that ζ = k22 − k1k3). It remains to denote the sets in the
decomposition (6.18) by Gj.

Let us now turn to the proof of (6.11). For shorthand let us set Γω = F ′
ω,pω

. Assume the
estimate (6.11) is not true on Gj, then there exists a sequence of complex numbers {ωn} ⊂ Gj
such that, as n→ ∞

∥Γ−1
ωn
∥L(X⋄) → ∞. (6.19)

As Gj ⊂ C is compact, from {ωn} we may extract a convergent subsequence, which we do
not relabel: ωn → ω∗, for some ω∗ ∈ Gj. The definition of Gj implies that ω∗ ̸= 0 and
ζ(ω∗) ̸= 0. In particular, Γω∗ is an invertible operator on X⋄. Invoking part (ii), we know
that pω is continuous for ω ∈ Gj. But then it is easy to see that Γωn → Γω∗ in L(X⋄). Using
the invertibility of the limit Γω∗ , it is a straightforward exercise to show that as n→ ∞

Γ−1
ωn

→ Γ−1
ω∗ .
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This clearly contradicts (6.19).

6.3 Concluding the proof of Theorem 2.10 by the Banach fixed-
point theorem

Let f ∈ L2(0, 1) with f = (0, f) and G =
⋃s
j=1 Gj as in (6.10). Fix j and let ω ∈ Gj and

pω be as in Lemma 6.4. Then from (6.6) we see that the equation T ⋄(pω + u) = f can be
rewritten as a fixed point equation u = H(u) where

H(u) = −(F ′
ω,pω

)−1 [E(u) +G(pω + u)] . (6.20)

We mention that f appears implicitly in the above formulation, since pω depends on f .
Consider the difference

H(u)−H(v) = −(F ′
ω,pω

)−1 [E(u)− E(v) +G(pω + u)−G(pω + v)] . (6.21)

Assume R > 0 and u,v ∈ BR(0) ⊂ X⋄. Using the definitions of E,G from (6.5) and (6.2)
respectively, it is easy to see that for some absolute constant C0 > 0 the following Lipschitz
estimates hold:

∥E(u)− E(v)∥X⋄ ≤ C0R|ω|2∥χ2∥L∞∥u− v∥X⋄ ,

∥G(pω + u)−G(pω + v)∥X⋄ ≤ C0|ω|2∥χ1∥L∞ (R + ∥pω∥X⋄) ∥u− v∥X⋄ .
(6.22)

Item (ii) of Lemma 6.4 implies that ω 7→ pω is continuous as a map from Gj → X⋄.
In particular, ∥pω∥X⋄ reaches its maximum on Gj and this maximum depends on f, χ2, q.
Further, using (6.11) we can bound the operator norm of (F ′

ω,pω
)−1 uniformly for ω ∈ Gj.

Thus, there exists C = C(G, f, q, χ2) > 0 such that

∥H(u)−H(v)∥X⋄ ≤ C
[
R
(
1 + ∥χ1∥L∞

)
+ ∥χ1∥L∞

]
∥u− v∥X⋄ , (6.23)

for all u,v ∈ BR(0) and ω ∈ Gj. Further, we can also estimate

∥H(0)∥X⋄ ≤ ∥(F ′
ω,pω

)−1∥L(X⋄)C0|ω|2∥χ1∥L∞∥pω∥2X⋄ ≤ C∥χ1∥L∞ , ∀ ω ∈ Gj,

where we may assume C is the same constant as the one in (6.23). Let us start by assuming

R =
1

4C + 1
, ∥χ1∥L∞ ≤ min

{
1

4C
,

1

2C(4C + 1)

}
. (6.24)

Note that we can impose the above assumption on χ1, as C does not depend on χ1. This
implies that the Lipschitz constant of H on BR(0) is at most 1/2 and also

∥H(0)∥X⋄ ≤
1

2(4C + 1)
=
R

2
.
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Now, for any u ∈ BR(0)

∥H(u)∥X⋄ ≤ ∥H(u)−H(0)∥X⋄ + ∥H(0)∥X⋄ ≤
1

2
∥u∥X⋄ +

R

2
≤ R.

Thus, H is a contraction on BR(0) ⊂ X⋄, and maps this closed ball into itself for each ω ∈ Gj.
Therefore, by the Banach fixed point theorem, the equation u = H(u) or equivalently
T ⋄(pω + u) = f has a unique solution u ∈ BR(0) for each ω ∈ Gj. Since this argument
applies to all j = 1, ..., s, we obtain the existence for any ω ∈ G.
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A Appendix

Here we present the proofs of Lemmas 5.7, 5.9 and 5.10. We start with an auxiliary estimate
for the solution of a second order differential equation in the presence of a small parameter.
Recall that Q is given by (2.7) and define

ΩQ =

{
ω ∈ C : |ω| ≤ 1

2
√
Q

}
,

Lemma A.1. Let a, b ∈ R be fixed, ω ∈ ΩQ and q satisfy (2.7). Let z = zω be the solution
of the following initial value problem

z′′ + ω2qz = 0, in D = (0, 1)

z(0) = b,

z′(0) = a.

(A.1)

Then there exists a constant C = C(a, b,Q) > 0, such that

zω(x) = ax+ b+ ω2rω(x), with ∥rω∥H2 ≤ C. (A.2)

Furthermore, given any ω0 ∈ ΩQ

∥zω − zω0∥H2 ≤ C|ω − ω0|. (A.3)

In particular, ω 7→ zω is continuous as a mapping ΩQ → H2.
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Proof. Clearly, zω satisfies the following integral equation

zω(x) = ax+ b+ ω2

∫ x

0

(t− x)q(t)zω(t)dt. (A.4)

This implies the estimate

∥zω∥L∞ ≤ |a|+ |b|+ 1

2
|ω|2∥q∥L∞∥zω∥L∞ ≤ |a|+ |b|+ 1

8
∥zω∥L∞ ,

where in the last step we used the hypothesis on ω. Consequently, ∥zω∥L∞ ≤ 8
7
(|a|+ |b|).

But (A.4) shows that

rω(x) =

∫ x

0

(t− x)q(t)zω(t)dt. (A.5)

In particular r′′ω = −qzω,and hence the H2-norm of rω can be controlled by the L∞-norm of
zω. This verifies (A.2). To prove the estimate (A.3), we write

zω(x)− zω0(x) =
(
ω2 − ω2

0

) ∫ x

0

(t− x)q(t)zω(t)dt+ ω2
0

∫ x

0

(t− x)q(t) (zω(t)− zω0(t)) dt.

Analogously to before we use this identity to obtain an L∞ bound for zω − zω0 , and subse-
quently an H2 bound, both of the order |ω − ω0|.

A.1 Proof of Lemma 5.7

Throughout the proof we assume that ω ∈ ΩQ. If {u1
ω,u

2
ω} is an X-orthonormal basis for

Nω, then the orthogonal projection operator is given by the following formula:

PNωu =
2∑
j=1

⟨u,ujω⟩X ujω, ∀ u ∈ X.

For any ω, ω0 ∈ C, we can now write

(
PNω − PNω0

)
u =

2∑
j=1

⟨u,ujω − ujω0
⟩X ujω + ⟨u,ujω0

⟩X
(
ujω − ujω0

)
,

which readily implies the bound

∥∥PNω − PNω0

∥∥
L(X)

≤ 2
2∑
j=1

∥∥ujω − ujω0

∥∥
X
.

Therefore, to establish the first part of Lemma 5.7 it suffices to construct a family of or-
thonormal bases {u1

ω,u
2
ω} for which the mappings ω 7→ ujω, j = 1, 2 are continuous ΩQ → X.

Recall that X = H2 × L2. Let zω, z̃ω be given by (2.22), and define
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u1
ω = (uω, 0), uω =

z̃ω
∥z̃ω∥H2

and

u2
ω(x) = (vω, 0) vω(x) =

fω(x)

∥fω∥H2

,

where

fω(x) = zω(x)− ⟨zω, uω⟩H2 uω(x).

The continuity of ω 7→ ujω now follows from the continuity of zω, z̃ω, with respect to ω, as
shown in Lemma A.1 (and the fact that ∥z̃ω∥H2 and ∥fω∥H2 stay bounded away from zero).
This completes the proof of the first part of Lemma 5.7.

Let us now turn to the proof of inequality (5.20), which is concerned with an estimate
for small ω. Lemma A.1 applied to z̃ω implies that

z̃ω = 1 + ω2r̃ω, with ∥r̃ω∥H2 ≤ C,

where the constant C depends only on Q. This clearly shows that

∥z̃ω∥H2 = 1 +O(ω2).

Combining the last two identities we also conclude that, there exist δ, C > 0 (depending only
on Q), such that for all |ω| < δ

uω = 1 + ω2ũω, with ∥ũω∥H2 ≤ C,

and therefore ∥∥u1
ω − u1

0

∥∥
X
= ∥uω − 1∥H2 ≤ C|ω|2, ∀ |ω| < δ.

Similarly, Lemma A.1 applied to zω implies that

zω = x+ ω2rω, with ∥rω∥H2 ≤ C.

Using the above representation, the fact that D = (0, 1) and integrating out the H2-inner
product we find that, for |ω| < δ

fω(x) = x− ⟨x, 1⟩H2 + ω2f̃ω = x− 1

2
+ ω2f̃ω, with ∥f̃ω∥H2 ≤ C,

where C is a possibly different constant, which depends only on Q. Consequently, we have

∥fω∥H2 = ∥x− 1
2
∥H2 +O(ω2).

But then, as ω → 0

∥∥u2
ω − u2

0

∥∥
X
=

∥∥∥∥vω − x− 1
2

∥x− 1
2
∥H2

∥∥∥∥
H2

= O(ω2).
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A.2 Proof of Lemma 5.9

By definition

γω = sup

{
∥L−1

ω v∥X
∥v∥X

: v ∈ Rω\{0}
}

= sup

{
∥u∥X

∥Lωu∥X
: u ∈ N⊥

ω \{0}
}

=

= sup

{
1

∥Lωu∥X
: u ∈ N⊥

ω , ∥u∥X = 1

}
,

hence

1

γω
= inf

{
∥Lωu∥X : u ∈ N⊥

ω , ∥u∥X = 1
}
.

It is convenient to have a representation where u varies over X. To that end simply note
that we also have

γ−1
ω = inf

{
∥Lωu∥X : u ∈ X, ∥PN⊥

ω
u∥X = ∥u∥X = 1

}
. (A.6)

Since γω > 0 for any ω ∈ ΩQ (recall that Lω is a Fredholm operator according to Theo-
rem 4.1), we may equivalently show the continuity of γ−1

ω . Fix ω0 ∈ ΩQ and let us prove the
continuity at this point. Let ω ∈ C be close enough to ω0 so that

aω :=
∥∥∥PN⊥

ω
− PN⊥

ω0

∥∥∥
L(X)

≤ 1

2
. (A.7)

This is possible due to Lemma 5.7 and the fact that PN⊥
ω
= Id−PNω . Take now any u that

is admissible in (A.6), then

1 = ∥PN⊥
ω
u∥X ≤ ∥PN⊥

ω0
u∥X + aω.

Therefore,

∥PN⊥
ω0
u∥X ≥ 1− aω. (A.8)

Because of (A.7) the above norm is at least 1/2, in particular PN⊥
ω0
u ̸= 0. We set

bω := ∥Lω − Lω0∥L(X).

Now using the triangle inequality we can estimate

∥Lωu∥X ≥ ∥Lω0u∥X − bω = ∥PN⊥
ω0
u∥X ∥Lω0v∥X − bω, (A.9)

where

v =
PN⊥

ω0
u

∥PN⊥
ω0
u∥X

.

Observe that ∥v∥X = ∥PN⊥
ω0
v∥X = 1. In particular v is an admissible element in the

infumum defining γ−1
ω0

, so that
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∥Lω0v∥X ≥ γ−1
ω0
.

Using this inequality, along with (A.8) in (A.9) we obtain

∥Lωu∥X ≥ (1− aω) γ
−1
ω0

− bω.

Now we can take infimum over u, and the left hand side will yield γ−1
ω . Hence

γ−1
ω − γ−1

ω0
≥ −aωγ−1

ω0
− bω. (A.10)

Changing the roles of ω and ω0 and repeating the above argument we get

γ−1
ω0

− γ−1
ω ≥ −aωγ−1

ω − bω. (A.11)

As aω ≤ 1/2, the last inequality can be used to get an upper bound for γ−1
ω , namely

1

2
γ−1
ω ≤ (1− aω)γ

−1
ω ≤ γ−1

ω0
+ bω. (A.12)

Combining the estimates (A.10), (A.11) and (A.12) we obtain

−aωγ−1
ω0

− bω ≤ γ−1
ω − γ−1

ω0
≤ 2aω

(
γ−1
ω0

+ bω
)
+ bω.

To complete the proof we use the fact that aω, bω → 0 as ω → ω0. The convergence of aω
follows from Lemma 5.7, whereas the convergence of bω follows directly from the definition
(4.2).

A.3 Proof of Lemma 5.10

Consider the first inequality of Lemma 5.10. To simplify notation we suppress the α depen-
dence and write vω = vω,α (recall that vω is defined in (5.11)). Since the second component
of vω is 0, we have

vω = (vω, 0), vω(x) = α1zω(x) + α2z̃ω(x),

where zω, z̃ω are given by (2.22). Observe that v0 is a linear function, hence

(vω − v0)
′′ = v′′ω = −ω2qvω. (A.13)

Also, observe that (vω − v0)(0) = (vω − v0)
′(0) = 0, and therefore

(vω − v0)(x) =

∫ x

0

(vω − v0)
′′(t)(x− t)dt ,

from which it immediately follows that∫ 1

0

|vω − v0|2dx ≤ 1

12

∫ 1

0

|(vω − v0)
′′|2dx .
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In particular

∥vω − v0∥2X = ∥vω − v0∥2L2 + ∥(vω − v0)
′′∥2L2 ≤

13

12
∥(vω − v0)

′′∥2L2 .

In combination with (A.13) this now yields

∥vω − v0∥X ≤
√

13

12
Q|ω|2∥vω∥L2 ≤

√
13

12
Q|ω|2∥vω∥X .

The second inequality of Lemma 5.10 is an immediate consequence of the facts that ∥v0∥X
is bounded from below by c|α| and that ∥vω∥X is bounded from above by C|α| uniformly
for ω ∈ ΩQ. We leave the details to the reader.
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