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Abstract— We discuss the proof of a version of the
maximum principle with state space constraints for data with
very weak regularity properties, using the classical method
of packets of needle variations (PNVs), as in Pontryagin’s
book, but coupling it with a nonclassical theory of multivalued
differentials, the so-called “generalized differential quotients”
(GDQs). The key technical point of our argument is the
use of a different type of PNVs, that we call “chattering
PNVs.” These variations make it possible to get a conclusion
involving finitely additive vector-valued measures of finite
total variation. The theory presented here applies to control
dynamics without uniqueness of trajectories (so that the flow
maps are set-valued) and to differential inclusions (so that
the “differentials” of maps are also set-valued).
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I. I NTRODUCTION

Since the work of Milyutin and his collaborators in the
1970s, it has been clear that the correct formulation
of the Pontryagin maximum principle with state space
constraints must involve finitely additive vector-valued
measures of finite total variation. In this paper—which
should be regarded as a continuation of [1]1 where the
reader will find the definitions of all the technical terms
occuring in the statement of our main theorem—we focus
on the role of “chattering PNVs” (where “PNV” stands
for “packet of needle variations”) in the proof of the main
result of [1], stated there without proof. Here, we will
not repeat the rather long list of definitions of [1], and
we will instead refer the reader to the paper itself. We
will, however, restate the theorem in full, and will then
outline the proof, focusing on a detailed explanation of the
main new technical point, namely, how chattering PNVs
are defined and used and how they lead to finitely additive
measures.

II. CHATTERING PNVS: AN INTRODUCTION

In a standard PNV, one is given a “reference control”
η∗ : [a, b] 7→ U (whereU is the set of control values of
our optimal control problem), and one specifies

(1) a finite sequencet = (t̄1, . . . , t̄p̄) of distinct times,
such thata ≤ t̄1 < t̄2 < · · · < t̄p̄ < b;

(2) a sequence~u = (u(1), . . . ,u(p̄)) such that, for each
index j ∈ {1, . . . , p̄}, u(j) belongs toUpj , that is,
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u(j) is a finite sequence(uj1, . . . , u
j
pj ) of control

values.

If p =
∑p̄
j=1 pj , then one constructs ap-parameter

variation—the PNV associated tot, ~u—by letting η~ε, for
~ε = (ε1, . . . , εp) ∈ Rp+, be the control defined as follows:

a. We group the componentsεk of ~ε into p̄ vectors
~ε(1), . . . , ~ε(p̄) of dimensionsp1, . . . , pp̄, by writing
~ε(j) = (εj1, . . . , ε

j
pj ), whereεji = εp1+...+pj−1+i.

b. We then assign to each pair(i, j) of indices such
that j ∈ {1, . . . , p̄} and i ∈ {1, . . . , pj} the interval
Iji (~ε) = [tj + εj1 + · · ·+ εji−1, t

j + εj1 + · · ·+ εji [ ,
so that, if |~ε| = ε1 + . . . + εp is sufficiently small,
then theIji (~ε) are pairwise disjoint subintervals of
[a, b], andIji (~ε) has lengthεji for eachi, j.

c. Finally, we defineη~ε by letting it be the control
obtained from the reference controlη∗ by substituting
the constant control valueuji for η∗(t) for t ∈ Iji (~ε).

For a chattering PNV, we will do a similar thing, except
that the variation involves in addition a positive-integer
parameterN and, for ~ε ∈ Rp,+ such that|~ε| is small
enough, the controlsη~ε,N are constructed by

(1) first defining Ij(~ε) to be, for eachj, the interval
[tj , tj + |~ε(j)| [ , whose length is|~ε(j)| = εj1+· · ·+εjpj ;

(2) subdividing eachIj(~ε) into N subintervalsIj,`(~ε)
of length |~ε(j)|

N , so that if ` = 1, . . . , N then

Ij,`(~ε) =
[
tj + (`− 1) |~ε

(j)|
N , tj + ` |~ε

(j)|
N

[
;

(3) subdividing eachIj,`(~ε) into pj subintervals of

lengths ε
j
1
N , . . . ,

εjpj
N .

Once this is done,η~ε,N is the control obtained by
substituting the constant control valueuji for η∗(t)
whenevert ∈ Ij,`i (~ε) for some`.

In other words, the classical PNV as well as the chat-
tering one involve the substitution of a controluji for the
reference control on a setSji (~ε) of measureεji located
near t̄j , but in the classical PNV this set is itself an
interval, whereas in the chattering PNVSji (~ε) is the union

of N intervalsIj,`i (~ε) of length εji
N , evenly distributed on

the intervalIj(~ε). The effect of this variation is that the
trajectoriesξ~ε,N corresponding to the controlsη~ε,N can
be well approximated, for largeN , by trajectories of the
convexified contol system. This approximation turns out
to play a key role in the argument that leads to finitely
additive measures, as we will explain in the last section of
the paper.



III. T HE MAXIMUM PRINCIPLE

As in [1], we consider afixed time-interval optimal control
problem with state space constraints, of the form

minimize ϕ(ξ(b)) +
∫ b
a
f0(ξ(t), η(t), t) dt

subject to



ξ(·) ∈W 1,1([a, b], X) ,
ξ̇(t) = f(ξ(t), η(t), t) a.e. ,
ξ(a) = x̄∗ and ξ(b) ∈ S ,
gi(ξ(t), t) ≤ 0 for t∈ [a, b], i=1, . . . ,m,
hj(ξ(b)) = 0 for j = 1, . . . , m̃ ,
η(·) ∈ U ,

and areference trajectory-control pair(ξ∗, η∗).
We assume that the data 14-tuple

D = (X,m, m̃, U, a, b, ϕ, f0, f, x̄∗,g,h, S,U)

satisfies the following conditions (using “FDNRLS” and
“ppd” for “finite-dimensional normed real linear space”
and “possibly partially defined,” respectively):

(H1) X is a FDNRLS,m ∈ Z+, m̃ ∈ Z+; U is a set,
a, b ∈ R, a < b, x̄∗ ∈ X andS ⊆ X;

(H2) f0 is a ppd function fromX × U × R to R;
(H3) f is a ppd function fromX × U × R to X;
(H4) g = (g1, . . . , gm) is anm-tuple of ppd functions

from X × R to R;
(H5) h = (h1, . . . , hm̃) is anm̃-tuple of ppd functions

from X to R;
(H6) ϕ is a ppd function fromX to R;
(H7) U is a set of controllers.

(A controller is a ppd function fromR to U whose domain
is a nonempty compact interval.)

An admissible controlleris a member ofU . If α, β ∈ R
and α ≤ β, then we useW 1,1([α, β], X) to denote the
space of all absolutely continuous mapsξ : [α, β] 7→ X.
A trajectory for a controllerη : [α, β] 7→ U is a map
ξ ∈W 1,1([α, β], X) such that, for almost everyt ∈ [α, β],
(ξ(t), η(t), t) belongs toDo(f) andξ̇(t) = f(ξ(t), η(t), t).
A trajectory-control pair(abbr. TCP) is a pair(ξ, η) such
thatη is a controller andξ is a trajectory forη. Thedomain
of a TCP(ξ, η) is the domain ofη, which is, by definition,
the same as domain ofξ. A TCP (ξ, η) is admissibleif
η ∈ U .

A TCP (ξ, η) with domain [α, β] is cost and con-
straint admissible if (i) (ξ, η) is admissible, (ii) the
function [α, β] 3 t 7→ f0(ξ(t), η(t), t) is a. e. defined and

measurable, (iii)
∫ β
α

min
(

0, f0(ξ(t), η(t), t)
)
dt > −∞,

(iv) ξ(β) ∈ Do(ϕ), and (v) ξ satisfies all our state space
constraints, that is (usingDo(·) for “domain of”),

(CA1) ξ(α) = x̄∗ and ξ(β) ∈ S ∩
(
∩m̃j=1 Do(hj)

)
(CA2) (ξ(t), t) ∈ Do(gi) and gi(ξ(t), t) ≤ 0 for all

t ∈ [α, β], and all i ∈ {1, . . . ,m},
(CA3) hj(ξ(β)) = 0 for j = 1, . . . , m̃.

We useADM(D) andADM[a,b](D) to denote the sets
of (i) all cost and constraint admissible TCPs(ξ, η), and
(ii) all (ξ, η) ∈ ADM(D) whose domain is[a, b].

It follows that if (ξ, η) ∈ ADM[a,b](D) then the number

J(ξ, η) = ϕ(ξ(β))+
∫ β
α
f0(ξ(t), η(t), t) dt—called thecost

of (ξ, η)—is well defined and belongs to]−∞,+∞].
The hypothesis on the reference TCP(ξ∗, η∗) is that it

is a cost-minimizer inADM[a,b](D). In other words,

(H8) (ξ∗, η∗) ∈ ADM[a,b](D), J(ξ∗, η∗) < +∞, and
J(ξ∗, η∗) ≤ J(ξ, η) for all members(ξ, η) of
ADM[a,b](D) .

The “cost-augmented dynamics”f and the “epi-augmented
dynamics” f̌ are the set-valued maps fromX×U×R to
R×X such thatDo(f) = Do(f̌) = Do(f0) ∩ Do(f) and,
for z = (x, u, t) ∈ X×U×R,

f(z) = {(f0(z), f(z))} and f̌(z) = [f0(z),+∞[×{f(z)}

(so f is actually single-valued).
We will also use the constraint indicator maps

χcogi : X × R 7→→ R, for i = 1, . . . ,m, and theepifuncion
ϕ̌ : X 7→→ R, defined as follows (where “A : B 7→→ C”
stands for “A is a set-valued map fromB to C”):

• χcogi (x, t) = ∅ if gi(x, t) ≤ 0 or (x, t) /∈ Do(gi), and
χcof (x, t) = [0,+∞ [ if g(x, t) > 0 .

• ϕ̌(x) = {ϕ(x) +v : v ∈ R, v ≥ 0} if x ∈ Do(ϕ), and
ϕ̌(x) = ∅ if x /∈ Do(ϕ).

For i ∈ {1, . . . ,m}, we let

σf
∗(t)= f(ξ∗(t), η∗(t), t) and σgi∗ (t)=0 if t ∈ [a, b],
Avgi ={(x, t) ∈ X × [a, b] : gi(x, t) > 0} ,

(so theAvgi are the “sets to be avoided”). We then define
Ki to be the set of allt ∈ [a, b] such that(ξ∗(t), t) belongs
to the closure ofAvgi . ThenKi is obviously a compact
subset of[a, b]..

We now make technical hypotheses onD, ξ∗, η∗, and
five new objects calledΛf , Λg, Λh, Λϕ, andC. To state
these hypotheses, we letUc;[a,b] denote the set of all
constantU -valued functions defined on[a, b], and define
Uc;[a,b];∗ = Uc;[a,b] ∪ {η∗}. We useT X(ξ∗, δ) to denote
the tube{(x, t) ∈ X × [a, b] : ‖x− ξ∗(t)‖ ≤ δ}, and write
fη(x, t) = f(x, η(t), t), f0,η(x, t) = f0(x, η(t), t), and
fη(x, t) = f(x, η(t), t). We useL(X) to denote the set
of all linear maps fromX to X.

(H9) For each η ∈ Uc;[a,b];∗. there exist a positive
numberδη such that

(H9.a) fη(x, t) is defined whenever(x, t) belongs to
T X(ξ∗, δη),

(H9.b) the mapfη is co-IBIC2 onT X(ξ∗, δη), and the
function 7→f0,η is co-ILBILSC onT X(ξ∗, δη).

(H10) The numberδη∗ can be chosen so that (i) each
function gi is defined on T X(ξ∗, δη∗), and
(ii) for each i ∈ {1, . . . ,m}, t ∈ [a, b], the set
{x ∈ X : gi(x, t) > 0, ‖x− ξ∗(t)‖ ≤ δη∗}
is relatively open in the ball
{x ∈ X : ‖x− ξ∗(t)‖ ≤ δη∗},

2“co-IBIC” and “co-ILBILSC” stand for “co-integrably bounded
integrally continuous” and “co-integrably lower bounded integrally lower
semicontinuous,” respectively. These concepts are defined in [1].



(H11) Λf is a measurable integrably bounded
set-valued map from[a, b] to X† × L(X)
with compact convex values such that3

Λf ∈ V GL
1,ft

GDQ(f̌ ; [a, b]; ξ∗, σf
∗;X × R),

(H12) Λg is an m-tuple (Λg1 , . . . ,Λgm) such that,
for each i ∈ {1, . . . ,m}, Λgi is an upper
semicontinous set-valued map from[a, b] to
X† with compact convex values, such that
Λgi ∈ V Gpw,robGDQ (χcogi ; ξ∗, σ

gi
∗ , Avgi),

(H13) Λh is a generalized differential quotient4 of h at
( ξ∗(b),h(ξ∗(b))) in the direction ofX.

(H14) Λϕ is a generalized differential quotient of the
epifunctionϕ̌ at (ξ∗(b), ϕ(ξ∗(b))) in the direction
of X,

(H15) C is a limiting Boltyanskii approximating cone
of S at ξ∗(b).

In our last hypothesis, we use the abbreviation ETIVN
for “equal-time interval-variational neighborhood,” and as-
sume

(H16) The classU is an ETIVN5 of η∗.

We are now almost ready to state our version of the
maximum principle. All we need is a few preliminary
definitions.

First, we define theHamiltonian to be the ppd function
Hα fromX×U×X†×R toR (depending on a real parameter
α) given byHα(x, u, p, t)=p · f(x, u, t)−αf0(x, u, t).

Next, we useInt([a, b]) to denote the set of all real
intervals J such that J ⊆ [a, b]. (So J ∈ Int([a, b])
if and only if J is a connected subset of[a, b].) We
let PDSeq([a, b]) denote the set of all finite sequences
of pairwise disjoint members ofInt([a, b]), and write
PDSeq#([a, b]) to denote the set of all members
(J1, . . . , Jm) of PDSeq([a, b]) such thatJ1 ∪ · · · ∪ Jm
belongs toInt([a, b]). If Y is a FDNRLS, afinitely additive
Y -valued interval set function on[a, b] (or “additive
measure on[a, b]”) is a mapµ : Int([a, b]) 7→ Y having the
property that µ(J1 ∪ · · · ∪ Jm) = µ(J1) + · · ·+ µ(Jm)
wheneverm ∈ Z, m > 0, and (J1, . . . , Jm) belongs to
PDSeq#([a, b]). Thetotal variation of µ is the supremum
‖µ‖tv of the real numbers‖µ(J1)‖ + · · · + ‖µ(Jm)‖,
ranging over all(J1, . . . , Jm) ∈ PDSeq([a, b]). We say
that µ is of of bounded variationif ‖µ‖tv < ∞. We say
that µ is nonnegativeif Y = R andµ(J) ≥ 0 for every
J ∈ Int([a, b]). (Then every nonnegativeµ is of bounded
variation and satisfies‖µ‖tv = µ([a, b]).)

3The complicated expressionsV GL
1,ft

GDQ (f̌ ; [a, b]; ξ∗, σf
∗;X ×R) and

V Gpw,robGDQ (χcogi ; ξ∗, σ
gi
∗ , Avgi ) refer, respectively, to the set of allL1

fixed-time GDQ variational generators off̌ along(ξ∗, σf
∗) in the direction

of X×R and the set of all pointwise robust GDQ variational generators
of χcogi along (ξ∗, σ

gi
∗ ) in the direction ofAvgi . These concepts are

defined in [1].
4Generalized differential quotients (GDQs) and limiting Boltyanski

approximating cones are defined in [1].
5Again, the concept of ETIVN is defined in [1]. What (H16) means is,

essentially, that whenever we consider a packet of needle variations of
η∗, the controls corresponding to a parameter~ε are admissible as long
as |~ε| is small enough.

If Y is a FDNRLS, we useBvadd([a, b], Y ) to de-
note the set of all additiveY -valued interval set func-
tions on [a, b] that are of bounded variation, and write
bvadd([a, b], Y ) to denote the subset ofBvadd([a, b], Y )
whose members are theµ ∈ Bvadd([a, b], Y ) such that
µ({t}) = 0 for every t ∈ [a, b]. We let bvadd+([a, b])
denote the set of allµ ∈ bvadd([a, b],R) that are nonneg-
ative.

If ν ∈ bvadd+([a, b]) andY is a FDNRLS, we would
like to be able to multiplyν by a bounded Borel measur-
able mapγ : [a, b] 7→ Y and obtain aµ ∈ bvadd([a, b], Y )
such that, formally,dµ = γ · dν. It turns out that this is
not quite the right thing to do, and that what really can
be done is multiplyν by a “bounded Borel measurable
pair,” as we now explain. IfZ is any FDNRLS, then
every µ ∈ bvadd([a, b], Z) has a unique decomposition
µ = µat,− + µat,+ + µc, whereµc is a continuous (i.e.,
nonatomic) countably additiveZ-valued Borel measure
on [a.b], and µat,−, µat,+ are, respectively, left-atomic
and right-atomic members ofbvadd([a, b], Z). (Given t ∈
[a, b[, and z̄ ∈ Z, the right delta function at t with
value z̄ is the memberδz̄+,t of bvadd([a, b], Z) such that
δz̄+,t(J) = z̄ if the interval J contains the set]t, t + ε[
for some positiveε, and δz̄+,t(J) = 0 otherwise6. A µ ∈
bvadd([a, b], Z) is right-atomic if it is the sum of a series
of right delta functions, converging in the total variation
norm. Theleft delta functionsδz̄−,t are defined in a similar
way, for t ∈ ]a, b], and then it is clear what is meant by a
left-atomicµ ∈ bvadd([a, b], Z).) Let us define abounded
measurable pair ofY -valued maps on[a, b] to be an
ordered pairγ = (γ−, γ+) of bounded Borel measurable
Y -valued maps on[a, b] such thatγ−(t) = γ+(t) for all
t in the complement of a finite or countable set. Given
such a pairγ = (γ−, γ+), and a ν ∈ bvadd+([a, b]),
the product µ = γ · ν ∈ bvadd([a, b], Y ) is given by
µ = µat,− + µat,+ + µc, where µat,−, µat,+, µc are
defined, in terms of the canonical decomposition
ν = νat,− + νat,+ + νc, by letting µc be the product of
νc with γ− or7 γ+, while µat,−, µat,+ are obtained by
multplying νat,−, νat,+ by γ− andγ+, respectively8.

We are now, finally, ready to state the main result.

Theorem 3.1:Assume that (H1-16) hold, and let
I = {i ∈ {1, . . . ,m} : Ki 6= ∅}. Then there exist

1. a covectorπ̄ ∈ X†, a nonnegative real numberπ0,
and anm̃-tupleλλλ = (λ1, . . . , λm̃) of real numbers,

2. a measurable map[a, b] 3 t 7→ (L0(t), L(t)) ∈ Λf (t),
3. bounded Borel measurable pairsγi = (γi−, γ

i
+) of

selections of the set-valued mapsΛgi , defined onKi,

6Notice that δz̄+,t([t, t + ε]) = z̄ for every positive ε; hence
limj→∞ δz̄+,t([t, t+2−j ]) = 0, while on the other handδz̄+,t({t}) = 0.
So δz̄+,t is not countably additive.

7The productsγ− ·ν andγ+ ·ν are equal, becauseγ−−γ+ vanishes
outside a countable set, andνc is nonatomic.

8The reason for considering pairs(γ−, γ+) is, of course, thatν may
contain both a left atom and a right atom at a pointt, and in that case one
should allow these two atoms to be multiplied by twodifferent vectors
γ−(t), γ+(t).



for i ∈ I,
4. a memberLh = (Lh1 , . . . , Lhm̃) ∈ (X†)m̃ of Λh,
5. a memberLϕ of Λϕ,
6. a family {νi}i∈I of nonnegative finitely additive

interval set functionsνi ∈ bvadd+([a, b]) such that
support(νi) ⊆ Ki for every i ∈ I,

having the property that, if we defineµi = γi · νi, and
let π : [a, b] 7→ X† be the unique solution of the adjoint
Cauchy problem{

dπ(t)=(−π(t)L(t)+π0L0(t))dt+
∑
i∈I dµi(t)

π(b)= π̄ −
∑m̃
j=1 λjL

h
j − π0L

ϕ (1)

then the following three conditions are satisfied:

I. the Hamiltonian maximization condition:

Hπ0(ξ∗(t̄), η∗(t̄), π(t̄)) ≥ Hπ0(ξ∗(t̄), u, π(t̄))

whenever u ∈ U , t̄ ∈ [a, b] are such that
(ξ∗(t̄), t̄) is a point of approximate continuity9 of
both augmented vector fields(x, t) 7→ f(x, u, t) and
(x, t) 7→ f(x, η∗(t), t),

II. the transversality condition, which asserts that−π̄
belongs toC† (whereC† is the polar cone ofC, i.e.,
C† = {ω ∈ X† : ω · c ≤ 0 whenever c ∈ C}),

III. the nontriviality condition

‖π̄‖+ π0 +
m̃∑
j=1

|λj |+
∑
i∈I
‖νi‖ > 0 .

Remark 3.2:The precise interpretation of the adjoint
equation (1) is as follows: defineµcdi (t) = −µi([t, b]), so
thatµcdi is the “cumulative distribution” ofµi (in the sense
that, for example,µcdi (s) + µi([s, t]) = µcdi (t) whenever
a ≤ s ≤ t ≤ b), normalized so thatµcdi (b) = 0. Let
µcd =

∑
i∈I µ

cd
i . Thenπ is a solution of (1) if and only

if

π(t)−µcd(t) = π̄−
m̃∑
j=1

λjL
h
j −π0L

ϕ−π0

∫ b

t

L0(s) ds

+
∫ b

t

(π(s)− µcd(s)) · L(s) ds+
∫ b

t

µcd(s) · L(s) ds

for all t ∈ [a, b]. Equivalently, if we write
π∗(t) = π(t)− µcd(t), then π∗ (which is absolutely
continuous) must be a solution of the differential equation
π̇∗(t) = −π∗(t) · L(t) + π0L0(t) − µcd(t) · L(t), with
terminal valueπ∗(b) = π(b)= π̄−

∑m̃
j=1 λjL

h
j −π0L

ϕ.

IV. OUTLINE OF THE PROOF OFTHEOREM 3.1

For simplicity, we make the additional assumption10 that
Ki 6= ∅ for all i ∈ {1, . . . ,m}, so that the setI occurring
in the statement of Theorem 3.1 is{1, . . . ,m}.

Packets of chatttering needle variations.Let V be
the set of all pairs(u, t̄) such thatu ∈ U , t̄ ∈ [a, b],
and (ξ∗(t̄), t̄) is a point of approximate continuity of

9This concept is defined in [1]
10It is a trivial exercise to get rid of this assumption.

both augmented vector fields(x, t) 7→ f(x, u, t) and
(x, t) 7→ f(x, η∗(t), t).

Fix a pair (V,≺) such that (i) V is a nonempty
finite subset ofV, and (ii) ≺ is a total ordering ofV
which is time-compatible, in the sense that(u, t) ≺ (u′, t′)
whenever(u, t) ∈ V, (u′, t′) ∈ V, andt < t′. For (V,≺),
we define a “packet of chattering needle control variations”
as follows. First letp be the cardinality ofV, and letT(V)
be the set of all timest that occur inV, so thatt ∈ T(V)
if and only if there existsu ∈ U such that(u, t) ∈ V.
Let (t̄1, . . . , t̄p̄) be the strictly increasing sequence of
members ofT(V). We sett̄0 = a, t̄p̄+1 = b, so that the
t̄j satisfya = t̄0 ≤ t̄1 < t̄2 < · · · < t̄p̄ < t̄p̄+1 = b . We let
r̄ = min{t̄j+1 − t̄j : j = 1, . . . , p̄}, so thatr̄ ≤ t̄j+1 − t̄j
for j = 1, . . . , p̄ .

For each indexj ∈ {1, . . . , p̄}, we useV[t̄j ] to denote
the set of all pairs(u, t) ∈ V such thatt = t̄j . We then
definepj to be the cardinality ofV[t̄j ] (so p =

∑p̄
j=1 pj)

and let
(

(u1
j , t̄j), (u

2
j , t̄j), . . . , (u

pj
j , t̄j)

)
be the≺-ordered

sequence of members ofV[t̄j ].
We identify the spaceRp with the Cartesian product

Rp1×Rp2×· · ·×Rpp̄ . Hence, if ~ε = (ε1, . . . , εp) ∈ Rp,
we can also write ~ε = (~ε(1), . . . , ~ε(p̄)) , where
~ε(j) = (ε1

j , . . . , ε
pj
j ) ∈ Rpj for j = 1, . . . , p̄ , so that

ε`j = εp1+···+pj−1+` for j ∈ {1, . . . , p̄}, ` ∈ {1, . . . , pj} .
We define

Rp,+ = {~ε = (ε1, . . . , εp) ∈ Rp : εj ≥ 0 for j = 1, . . . , p}

and, for each positive real numberr, we letSp(r) be the

simplex{~ε ∈ Rp,+ : |~ε| ≤ r}, where|~ε|def= ε1 + · · ·+ εp.
For ~ε ∈ Sp(r̄), we define intervalsIj(~ε), for

j ∈ {1, . . . , p̄}, by letting Ij(~ε)
def= [t̄j , t̄j + |~ε(j)| [ . We

remark that the intervalsIj(~ε), for j ∈ {1, . . . , p̄},
are contained in [a, b] and pairwise disjoint, since
|~ε(j)| ≤ |~ε| ≤ r̄ ≤ t̄j+1 − t̄j . For N ∈ N and
k ∈ {1, . . . , N}, we define times t̄N,kj (~ε) ∈ [a, b]
and subintervalsIN,kj (~ε) of [a, b] by letting

t̄N,kj (~ε) def= t̄j+
k|~ε(j)|
N

, IN,kj (~ε) def=
[
t̄N,k−1
j (~ε), t̄N,kj (~ε)

[
,

so the IN,kj (~ε), as k varies from 1 to N , constitute
a subdivision of Ij(~ε) into N equal subintervals

of length |~ε(j)|
N . Finally, for each j ∈ {1, . . . , p̄},

N ∈ N, k ∈ {1, . . . , N}, we divide the interval
IN,kj (~ε) into pj subintervals IN,k,`j (~ε) of length
ε`j
N , by letting t̄N,k,`j (~ε)def= t̄N,kj (~ε) + 1

N

∑`
λ=1 ε

λ
j

and IN,k,`j (~ε)def=
[
t̄N,k−1,`−1
j (~ε), t̄N,k−1,`

j (~ε)
[

for
` = 0, . . . , pj .

For ~ε ∈ Sp(r̄), N ∈ N, we define a controlη~ε,N , by
letting η~ε,N be theU -valued function on[a, b] given by

η~ε,N (t) = u`j if t ∈ IN,k,`j (~ε) ,

η~ε,N (t) = η∗(t) if t ∈ [a, b]\I(~ε) .

whereI(~ε) def=
⋃p̄
j=1 Ij(~ε).



It follows from (H16) that we can pickN -dependent
numbers r̂N ∈ ]0, r̄] such that η~ε,N ∈ U whenever
|~ε| ≤ r̂N . For each~ε ∈ Sp(r̄), let N (~ε) be the set of
all N ∈ N such that|~ε| ≤ r̂N .

Definition 4.1: The set-valued mapηηηV,≺ that assigns to
each~ε ∈ Sp(r̄) the set{η~ε,N : N ∈N (~ε)} is the packet
of chattering needle control variationscorresponding to
the pair(V,≺).

Definition 4.2: The N -chattering parameter-to-
trajectory map corresponding to the pair(V,≺)
and the positive integerN is the set-valued map
ΞV,≺,N : Sp(r̂N ) 7→→ C0([a, b], X) that assigns to each
~ε ∈ Sp(r̂N ) the set ΞV,≺,N (~ε) of all absolutely
continuous maps ξ : [a, b] 7→ X that satisfy the
conditions (i)ξ(a) = x̄, and (ii) ξ̇(t) = f(ξ(t), η~ε,N (t), t)
for almost allt ∈ [a, b].

The set-valued mapΞV,≺ : Sp(r̄) 7→→ C0([a, b], X) that
assigns to each~ε ∈ Sp(r̄) the set

⋃
N∈N (~ε) ΞV,≺,N (~ε) is

the combined parameter-to-trajectory mapcorresponding
to the pair(V,≺).

We now defineX = R × X × Rm × Rm̃ and
X̃ = (R ∪ {+∞})×X × Rm × Rm̃, and introduce set-
valued maps EV,≺,N : Sp(r̂N ) 7→→ X̃ (called the N -
chattering augmented endpoint maps) by letting
EV,≺,N (~ε) be, for ~ε ∈ Sp(r̂N ), the set of all
4-tuples (x0, x, ~w, ~z) ∈ X̃ such that, for some trajectory
ξ ∈ ΞV,≺,N (~ε), the following conditions hold:

x0 ≥ ϕ(ξ(b))+
∫ b

a

f0(ξ(t), η~ε,N (t), t) dt , (2)

x = ξ(b) , (3)

wi ≥ 0 if i ∈ {1, . . . ,m} and
sup{gi(ξ(t), t) : t ∈ [a, b]} > 0 , (4)

~z = h(ξ(b)) , (5)

where ~w = (w1, . . . , wm). In addition, we also define the
combined augmented parameter-to-trajectory map
corresponding to the pair (V,≺) to be the
set-valued map EV,≺ : Sp(r̄) 7→→ X̃ such that
EV,≺(~ε) =

⋃
N∈N (~ε) EV,≺,N (~ε) whenever~ε ∈ Sp(r̄) .

The separation property.The crucial property of the
set-valued mapEV,≺ is the following separation result. In
the statement,̂S is the subset ofX given by

Ŝ =
{

(x0, x, ~w, z) : x0 < x0,∗ , x ∈ S , ~w < ~0m , ~z = ~0m̃
}
,

where~0ν is, for anyν, the origin ofRν , and “~w < ~0m”
means “the inequalitywj < 0 holds for j = 1, . . . ,m,
if ~w = (w1, . . . , wm).” In addition, x0,∗ is the reference
cost, so thatx0,∗ = ϕ(ξ∗(b)) +

∫ b
a
f0(ξ∗(t), η∗(t), t) , and

x0,∗ ∈ R, because of (H8).
The following fact is then a trivial corollary of the

optimality of our reference trajectory-control pair.

Proposition 4.3:The image EV,≺
(
Sp(r̄)

)
does not

intersect the set̂S.

Construction of a GDQ of the augmented end-
point map. The crucial point of the proof of
our theorem is to find a GDQ ofEV,≺ at the
point P∗,p =

(
~0p, (x0,∗, ξ∗(b),~0m,~0m̃)

)
∈ Rp ×X in the

direction of the nonnegative orthantR+,p of Rp. To do this,
we first construct a setG of linear maps fromRp to X . For
eachi ∈ {1, . . . ,m}, we letMi be the set of all measures
µ ∈ bvadd([a, b], X†) such thatµ is of the formγ · ν, for
some finitely additive probability measureν on [a, b] sup-
ported byKi and some bounded Borel measurable pairγ
of selections ofΛgi . Forj = 1, . . . , p̄, ` = 1, . . . , pj , we let
x̄j = ξ∗(t̄j), Xj = (x̄j , t̄j), Vj = f∗(Xj), Vj,0 = f∗0 (Xj),

W `
j = fu

`
j (Xj), W `

j,0 = f
u`j
0 (Xj), Z`j = W `

j − Vj , and
Z`j,0 = W `

j,0 − Vj,0 .
We then let G0 = GV,≺

0 be the set of all
5-tuplesZ = (L0, L,µµµ,L

ϕ, Lh) such that (i)(L0, L) is
a measurable selection ofΛf , (ii) µµµ = (µ1, . . . , µm) ∈M
(whereM =M1×· · ·×Mm), (iii) Lϕ ∈ Λϕ, and, finally,
(iv) Lh = (Lh1 , . . . , Lhm̃) ∈ Λh.

For any given memberZ = (L0, L,µµµ,L
ϕ, Lh)

of G0, we construct a linear mapLZ : Rp 7→ X
by defining LZ(~ε) =

∑p̄
j=1

∑pj
`=1 ε

`
jQ

`,Z
j for each

~ε = (ε1, . . . , εp) = (~ε(1), . . . , ~ε(p̄)) ∈ Rp, where

ζ`,Lj (t) =
{
ML(t, t̄j) · Z`j if t > t̄j ,
0 if t ≤ t̄j ,

ζ`,L,L0
j,0 (t) =

{
Z`j,0+

∫ b
a
L0(s)ζ`,Lj (s)ds if t>t̄j ,

0 if t ≤ t̄j ,
Q`,Zj = (Q`,Z,1j , Q`,Z,2j , Q`,Z,3j , Q`,Z,4j ) ,

Q`,Z,1j = Lϕ · ζ`,Lj (b) + ζ`,L,L0
j,0 (b) ,

Q`,Z,2j = ζ`,Lj (b) ,

Q`,Z,3j = (Q`,Z,3,1j , . . . , Q`,Z,3,mj ) ,

Q`,Z,3,ij =
∫

[a,b]

〈ζ`,Lj , dµi〉 ,

Q`,Z,4j = (Q`,Z,4,1j , . . . , Q`,Z,4,m̃j ) ,

Q`,Z,4,sj = Lhs · ζ`,Lj (b) ,

for j = 1, . . . , p̄, ` = 1, . . . , pj , i = 1, . . . ,m,
s = 1, . . . , m̃. (Here ML : [a, b] × [a, b] 7→ L(X) is
the fundamental matrix solution of the linear differential
equationṀ = L·M , soML is characterized by the integral
conditionML(t, s) = idX +

∫ t
s
L(r) ·ML(r, s) dr.)

We defineG = GV,≺ to be the set of all linear maps
LZ , for all Z ∈ GV,≺

0 .

The following is then the key result.
Lemma 4.4:The setGV,≺ is a generalized differential

quotient of the augmented endpoint mapEV,≺ at P∗,p in
the direction ofR+,p.

Once Lemma 4.4 is proved, the main theorem follows
by standard arguments: Proposition 4.3 implies a restricted
form of the theorem, in which all the conditions of the
conclusion are satisfied, except only for the fact that the
inequalities of the Hamiltonian maximization condition



only holds for those pairs(u, t) ∈ V; a compactness
argument is then used to pass to the limit and obtain one
adjoint covectorπ and multipliers such that the inequalities
hold for all (u, t) ∈ V.

The proof of Lemma 4.4 is based on a long series of
estimates, to be described in detail in a forthcoming paper.

Here, we limit ourselves to pointing out why the
“chattering variations” are crucial for the proof, and why
ordinary packets of needle variations (corresponding to
N = 1) do not suffice. This can be understood by
means of the following highly simplified example. Suppose
p = 2 and p̄ = 1, so we are dealing with a 2-parameter
variation at a single timēt, using two control values
u1, u2. Assume, moreover, thatm = 1, so there is a
single state space constraintg(x, t) ≤ 0 and a single set
Mj = M. Also, assume global existence and uniquenes
of trajectories for all possible controls, so for eachη ∈ U
there exists a unique trajectoryξη : [a, b] 7→ X with initial
conditionξη(a) = x̄∗. Even more strongly, assume that all
the vector fields(x, t) 7→ f(x, u, t) are in fact constant, so
f(x, u, t) = f(u), and the reference controlη∗ is equal to
a constantu∗. Finally, assume thatg is independent oft
and of classC1.

Let us see what happens when we use a classical packet
of needle variations, withN = 1. For a vector(ε1, ε2),
write ξε1,ε2 = ξη

ε1,ε2 , and letθ(ε1, ε2) be the supremum
of the numbersg(ξε1,ε2(t), t), for t ∈ [a, b]}. Then letΘ
be the set-valued map that sends each(ε1, ε2) to [0,+∞[
if θ(ε1, ε2) > 0, and toR if θ(ε1, ε2) ≤ 0. ThenΘ is the
state space constraint part of the augmented endpoint map
E , and to prove Lemma 4.4 in this special situation we have
to show that a GDQ ofΘ is given by the setA of all linear
maps(ε1, ε2) 7→ 〈ε1ζ1 + ε2ζ2, µ〉, for µ ∈M, whereζj is
the function given byζj(t) = 0 for t < t̄, andζj(t) = Vj
for t ≥ t̄. (HereVj = f(uj)−f(u∗), and〈·, ·〉 is the pairing
that sends a curveζ : [a, b] 7→ X with left and right limits
at each point and a measureµ ∈ bvadd([a, b], X†) to the

integral〈ζ, µ〉def=
∫

[a,b]
ζ(t)dµ(t).) To prove this, it suffices

to show that, modulo a small error (where “small” means
“o(|~ε|)”), for every sufficiently small(ε1, ε2) ∈ R2,+ there
exists a memberL of A such thatL(ε1, ε2) ≥ 0 whenever
θ(ε1, ε2) > 0. (Indeed, if we letB(ε1, ε2) be the set
of all L ∈ A such thatL(ε1, ε2) ≥ 0 if θ(ε1, ε2) > 0,
and B(ε1, ε2) = A if θ(ε1, ε2) ≤ 0, then it would
follow that B is a map with compact convex nonempty
values. Furthermore,B is upper semicontinuous, because
if {(εk1 , εk2 , Lk)}k∈N is a sequence in the graph ofB such
that the (εk1 , ε

k
2) converge to a limit(ε∞1 , ε

∞
2 ), then the

compactness ofA enables us to pass to a subsequence and
assume that theLk converge to a limitL∞ ∈ A. To prove
that (ε∞1 , ε

∞
2 , L

∞) belongs to the graph ofB, we have
to show that ifθ(ε∞1 , ε

∞
2 ) > 0 then L∞(ε∞1 , ε

∞
2 ) ≥ 0.

But if θ(ε∞1 , ε
∞
2 ) > 0 then g(ξε

∞
1 ,ε∞2 (t), t) > 0 for

some t, so g(ξε
k
1 ,ε

k
2 (t), t) > 0 for sufficiently largek,

because of (H10). Then, for largek, θ(εk1 , ε
k
2) > 0, so

Lk(εk1 , ε
k
2) ≥ 0, and passage to the limit ask → ∞

yields the desired inequalityL∞(ε∞1 , ε
∞
2 ) ≥ 0. It then

follows that B is a Cellina continuously approximable
map, and by constructionL(ε1, ε2) ∈ Θ(ε1, ε2) whenever
L ∈ B(ε1, ε2), showing thatA is indeed a GDQ ofΘ.)

So let (ε1, ε2) be given, and let us prove the existence
of L. Naturally, the case whenθ(ε1, ε2) ≤ 0 is trivial,
since in this situation anyL ∈ A will do. So assume
that θ(ε1, ε2) > 0, i.e., that our curveξε1,ε2 violates
the state space constraint at some timeτ . Then, if ω =
∇g(ξ∗(τ)), the number〈ω, ξε1,ε2(τ) − ξ∗(τ)〉 is ≥ 0
(modulo a small error), becauseg(ξε1,ε2(τ)) > 0 and
g(ξ∗(τ)) ≤ 0. If we could replaceξε1,ε2(τ) − ξ∗(τ) by

its “linearization” ζε1,ε2(τ) (where ζε1,ε2(t)def= ε1ζ1(t) +
ε2ζ2(t)), we would get the inequality〈ω, ζε1,ε2(τ)〉 ≥ 0,
i.e., 〈ζε1,ε2(τ), µ〉 ≥ 0, whereµ is the right delta function
at τ with valueω. Sinceµ ∈ M, the linear mapL given
by L(ε1, ε2) = 〈ε1ζ1 + ε2ζ2, µ〉 belongs toA and satisfies
L(ε1, ε2) ≥ 0, as desired.

The above argument works as long asξε1,ε2(τ)− ξ∗(τ)
is well approximated byζε1,ε2(τ). It is easy to see that
ξε1,ε2(t) − ξ∗(t) − ζε1,ε2(t) is o(|~ε|) as long ast does
not belong to the intervalI(~ε) = [t̄, t̄ + ε1 + ε2]. But
the approximation fails whent ∈ I(~ε). (For example,
ζε1,ε2(t̄+) = ε1V1 + ε2V2, but ξε1,ε2(t̄)− ξ∗(t̄) = 0.)

It turns out that the argument can be modified so as
to make it work even on the bad intervalI(~ε). For this
purpose, suppose first that the mapt 7→ ξε1,ε2(t) − ξ∗(t)
was actually linear affine onI(~ε). Then, if τ ∈ I(~ε), we
can conclude as before that〈ω, ξε1,ε2(τ) − ξ∗(τ)〉 ≥ 0
modulo a small error. Butξε1,ε2(τ) − ξ∗(τ) is a convex
combination ofξε1,ε2(t̄)−ξ∗(t̄) andξε1,ε2(t̄+ |~ε|)−ξ∗(t̄+
|~ε|), so at least one of the two numbers〈ω, ξε1,ε2(t̄) −
ξ∗(t̄)〉 and〈ω, ξε1,ε2(t̄+ |~ε|)− ξ∗(t̄+ |~ε|)〉 is≥ 0 (modulo
a small error). On the other hand,ξε1,ε2(t) − ξ∗(t), for
both t = t̄ and t = t̄ + |~ε|, is well appproximated by
the corresponding vectorζε1,ε2(t−), so we conclude that
〈ω, ξε1,ε2(t)− ξ∗(t)〉 ≥ 0 for t = t̄ or t = t̄ + |~ε|. The
argument then proceeds as before.

The purpose of the chattering parameterN is to make
ξε1,ε2(t)− ξ∗(t), approximately, a linear affine function of
t on I(~ε). By choosingN large, in an~ε-dependent way,
we achieve the desired approximability by a linear affine
function of t up to ano(|~ε|) error.

To conclude, we remark that in the above sketch
of a proof it is clear that, ift = t̄, then one has
to use 〈ω, ζε1,ε2(t−)〉, since ζε1,ε2(t+) is not a good
approximation toξε1,ε2(t̄)− ξ∗(t̄). (If t = t̄+ |~ε| then one
can just use〈ω, ζε1,ε2(t)〉, sinceζε1,ε2 is continuous att.)
This shows that the distinction between left and right delta
functions matters, thus providing a partial explanation for
the occurence of finitely additive measures in our setting.
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