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Abstract

In a series of papers, we characterized the value func-
tion in optimal control as the unique viscosity solution
of the corresponding Bellman equation that satisfies
appropriate side conditions. The novelty of our results
was that they applied to exit time problems with gen-
eral nonnegative instantaneous costs, including cases
where the instantaneous cost is not uniformly bounded
below by positive constants. This note will extend
these results to control problems whose instantaneous
costs are allowed to take both positive and negative
values, including undiscounted examples. We apply
our results to the generalized Zubov equation, which
corresponds to the Bellman equation for a negative in-
stantaneous cost. The unique solutions of the Zubov
equations are maximum cost Lyapunov functions for
perturbed asymptotically stable systems. We study the
regularity of these Lyapunov functions, and we further
extend Zubov’s method for representing domains of at-
tractions as sublevel sets of Lyapunov functions. We
also illustrate some special properties of maximum cost
Lyapunov functions that can occur when the instanta-
neous cost for the Lyapunov function is degenerate.

Key Words: viscosity solutions, optimal control, Lya-
punov functions, stability, domains of attraction

1 Introduction

The theory of viscosity solutions1 forms the basis for
much of current research in control and optimiza-

0August 16, 2002 Draft. Supported in part by the Louisiana
Council on Research.

1If F : RN × R × RN → R is continuous, S ⊆ RN is open,
and w : S → R is locally bounded, then w is called a (vis-
cosity) solution of F (Dw(x), w(x), x) = 0 on S provided: If
φ : S → R is continuously differentiable, and if w? − φ (resp.,
w? − φ) has a local minimum (resp., maximum) at xo ∈ S, then
F (Dφ(xo), w?(xo), xo) ≥ 0 (resp., F (Dφ(xo), w?(xo), xo) ≤ 0).
Here w?(x) := lim infy→x w(y) and w?(x) := lim supy→x w(y).

tion (cf. [1, 4, 5]). A fundamental issue in con-
trol and optimization theory is the characterization
of minimum cost functions as unique viscosity solu-
tions of (Hamilton-Jacobi-)Bellman equations (a.k.a.
HJBE) that satisfy appropriate side conditions (cf.
[1, 6, 7, 11]).2 Starting from uniqueness results of this
kind, one can estimate the rate of convergence of nu-
merical schemes for approximating minimum cost func-
tions, synthesize nearly-optimal controls, and study
singular perturbations and much more (cf. [1, 4]).

In this note, we develop new uniqueness and regularity
theory for viscosity solutions of infinite horizon HJBE
(cf. [1]), and for the closely-related generalized Zubov
equation (introduced in [3, 5]), and we study the reg-
ularity of robust Lyapunov functions. Infinite horizon
HJBE have the form

sup
a∈A

B[f, `, h] (x, v(x), Dv(x), a) = 0, (1)

where

B[f, `, h](x, v, p, a)=−f(x, a) · p− `(x, a) + h(x, a)v

and A ⊂ RM is a fixed nonempty compact set (called
the control set). The control problem and assump-
tions corresponding to (1) are as follows. Set

A := {measurable functions [0,+∞) → A},

and define Ar (which is called the set of relaxed
controls) by Ar := {measurable functions [0,+∞) →
Ar}, where Ar is the set of all Radon probability
measures on A topologized as a subset of the dual
of C(A) := {continuous functions A → R} with the
weak-? topology (cf. [7]). We use the discount factor

δ[h](x, s, β) :=
∫ s

0

hr(φ(u, x, β), β(u))du

and define the running cost function

J [`, h](x, t, β)=
∫ t

0

e−δ[h](x,s,β)`r(φ(s, x, β), β(s))ds

2See also the companion paper [10] to this note, which relaxes
the ‘quasi-stability’ assumption ([) we impose below.



for all x ∈ RN , t ≥ 0, and β ∈ Ar, where φ(·, x, β) is
defined to be the solution of

d

ds
φ(s, x, β) = fr(φ(s, x, β), β(s)) a.e. ,

φ(0, x, β) = x, β ∈ Ar, x ∈ RN
(2)

on [0,∞) and

Ψr(x,m) :=
∫

A

Ψ(x, a)dm(a)

for Ψ = f, `, h, and all x ∈ RN and m ∈ Ar. We view
A as the subset of Ar consisting of all Dirac probability
measure valued relaxed controls. By the Filippov Se-
lection Theorem, all of our results will remain true ifAr

is replaced by A if {(f(x, a), `(x, a), h(x, a)) : a ∈ A} is
convex for all x ∈ RN . To account for the possibility
of divergent integrals in our maximum cost Lyapunov
functions, we use the smaller set of admissible controls

A(x) :=
{

α ∈ Ar : J [`, h](x,+∞, α)
converges in R ∪ {±∞}

}
.

The control problem corresponding to (1) is then the
(variable discount) infinite horizon problem

Infimize J [`, h](x, +∞, α) over all α ∈ A(x) (3)

for all x ∈ RN . The relationship between (1) and (3)
is that if the value function V∞ : RN → [−∞,+∞]
for (3), defined by

V∞(x) := inf
α∈A(x)

J [`, h](x,+∞, α), (4)

is everywhere finite and differentiable, then it is a global
solution of (1). Here and in the sequel, inf ∅ = +∞,
and || · || is the usual Euclidean norm. If V∞ is not
differentiable, then standard hypotheses imply that V∞
is a viscosity solution of (1) on RN (cf. [1]). In the
context of (3), we refer to f as the dynamics, ` as the
instantaneous cost (a.k.a. Lagrangian), and h as
the discount rate. We set BR := {x ∈ RN : ||x|| ≤ R}
for all R > 0, and assume throughout this note that

(A1) f : RN×A → RN is continuous, ∃L > 0 for which
||f(x, a)− f(y, a)|| ≤ L||x− y|| for all x, y ∈ RN

and a ∈ A, and f(0, a) ≡ 0.

(A2) ` : RN × A → R and h : RN × A → [0,∞) are
continuous, and `(0, a) ≡ 0.

The novelty here is that ` can take both positive and
negative values, and that we allow h ≡ 0, so the usual
uniqueness results for nonnegative ` and strictly pos-
itive h (cf. [1, 7]) cannot be applied. It is natural
to allow problems in which ` takes both positive and
negative values, since this allows cases where a non-
negative instantaneous cost is minimized in one part of
the state space and maximized in the rest of the state

space. Also, many important examples have h ≡ 0 (cf.
[7]). One of our objectives is to prove that V∞ is the
unique viscosity solution of the corresponding Bellman
equation (1) that satisfies appropriate side conditions.

The main motivation for studying the problem (3) is
that it plays an important role in stability, which we
describe next. The theories of Lyapunov functions and
domains of attraction form the basis for much of cur-
rent work in stability theory (cf. [3, 5]). A well-known
result in this area is the Zubov method (cf. [5]), which
gives conditions under which the domain of attraction
of an asymptotically stable fixed point of a given dy-
namics ẋ = f(x) is v−1([0, 1)), where v is the solution
of the Zubov equation

Dv(x) · f(x) = −H(x)[1− v(x)]
√

1 + ||f(x)||2,

for x ∈ RN , for suitable functions H. In [3, 5], Zubov’s
method was extended to the important case of per-
turbed asymptotically stable systems ẋ = f(x, a) for
which the fixed point 0 is stable under any perturba-
tion a. The main results in [3, 5] are partial differen-
tial equations (PDE) characterizations for the robust
domain of attraction Do and for robust Lyapunov func-
tions for perturbed dynamics f on Do.3 While the ex-
istence of such Lyapunov functions followed from stan-
dard results using the stability of the dynamics, the
papers [3, 5] gave new methods of computing the Lya-
punov functions and Do.

Under the conditions of [3], the robust domain of at-
traction Do for the perturbed system ẋ = f(x, a) is the
sublevel set v−1([0, 1)), where v is the unique bounded
continuous viscosity solution of the generalized Zubov
equation

inf
a∈A

B[f, g, g] (x, v(x), Dv(x), a) = 0, x ∈ RN (5)

that vanishes at the origin, under certain restrictions
on g. In [3], the solution of (5) is a maximum cost type
Lyapunov function for the dynamics f on Do of the
form

Vmax(x) := sup
α∈Ar

J [g, g](x, +∞, α)

We will usually make the following assumptions:

(A3) Condition (A1) holds, f is (globally) bounded,
g : RN ×A → [0,∞) is continuous, g(0, a) ≡ 0.

3Recall that, under the assumption (A4) below,

Do :=
{

x ∈ RN : sup{t(x, α) : α ∈ A} < +∞
}

,

where t(x, α) := inf{t ≥ 0 : ||φ(t, x, α)|| ≤ R} for all x ∈ RN and
α ∈ A and R is the constant from (A4). Recall that a function
V : O → R on an open set O ⊆ RN containing the origin is called
a (robust) Lyapunov function for f on O provided:

(i) V is positive definite

(ii) V (x) > V (φ(t, x, α)) for all x ∈ O \ {0}, t > 0, and α ∈ A
where positive definiteness means that V (x) ≥ 0 for all x ∈ O
and V (x) = 0 iff x = 0.



(A4) There exist constants C, σ,R > 0 such that
||φ(t, x, α)|| ≤ C||x||e−σt for all x ∈ BR, t ≥ 0,
and α ∈ A.4

(A5)
∫ t

0
g(φ(s, x, α), α(s)) ds > 0 ∀x ∈ Do \ {0}, t > 0,

and α ∈ A.

Sometimes we use the notation

Vmax[g, h](x) := sup
α∈Ar

J [g, h](x, +∞, α) (6)

to emphasize the functions used to calculate the Lya-
punov functions. Under our hypotheses, it will turn out
that the supremum in (6) can be taken over all α ∈ A
without changing the values of Vmax[g, h], and that (6)
is continuous at the origin. Therefore, Vmax[g, g] is the
negative of (4) for ` ≡ −g and h ≡ g, and a function w
is a viscosity solution of (5) exactly when −w is a vis-
cosity solution of (1) for ` ≡ −g and h ≡ g. Therefore,
uniqueness and regularity of solutions for (5) will follow
from the corresponding properties for (1) for negative
`. This motivates our study of (1)-(3). In [3], unique-
ness results are given for solutions of (5), and additional
assumptions are given that guarantee that Vmax is a lo-
cally Lipschitz Lyapunov function for f . Furthermore,
Vmax[δg, δg] was shown to be globally Lipschitz for large
enough positive constant δ > 0. These results form the
basis for discrete approximations of Do (cf. [2]).

2 Motivating Example

In [2, 3, 5], g is assumed to be nondegenerate, mean-
ing, for some positive constants go and r,

(i) inf{g(x, a) : x 6∈ Br, a ∈ A} ≥ go > 0
(ii) g(x, a) > 0 ∀x 6= 0, ∀a ∈ A

(7)

One can easily find equations (5) which admit several
bounded solutions, all of which are null and continu-
ous at the origin, when (7) is not satisfied. Here is an
elementary example where this occurs. It illustrates
how relaxing requirement (7), even at a single point,
can give multiple bounded solutions of (5), which are
all null at the origin, and also how these solutions are
related to the problem (3). It also illustrates the spe-
cial regularity properties that can sometimes occur for
Vmax[g, g] when g is degenerate.

4Our results will remain true if (A4) is replaced by the fol-
lowing assumptions (cf. [5, 9] for the relevant definitions):

(i) ∃ βf ∈ KL and R > 0 such that ||φ(t, x, α)|| ≤ βf (||x||, t)
for all x ∈ BR, t ≥ 0, and α ∈ A

(ii) ∃ δ, ε > 0 such that g(x, a) ≤ δα−1
2 (||x||) for all x ∈ Bε

and a ∈ A, where α1, α2 ∈ K∞ are functions such that
βf (r, t) ≤ α2(α1(r)e−t) for all r, t ≥ 0

Given βf ∈ KL, the “KL Lemma” implies the existence of func-
tions α1, α2 ∈ K∞ satisfying βf (r, t) ≤ α2(α1(r)e−t) for all
r, t ≥ 0 (cf. [12], Proposition 7).

Example 2.1 Take N = 1 and A = [−1,+1], and
define f, g : R× [−1,+1] → R by

f(x, a) :=

 1 + a, x < −1
−x + ax2, −1 ≤ x ≤ 1
−1 + a/x, x > 1

g(x, a) ≡ γ(x) := x2(x− 1)2

(8)

Then Do = (−1, 1). Set Wo := Vmax[g, 0]. We first
check that Wo(1) < ∞, which will follow once we check
that sup {Wo(x) : 0 < x < 1} is finite, since the dynam-
ics does not allow movement to the right from the initial
value x̄ = 1. If 0 < x < 1 and α ∈ A, and if we set
y(t) = φ(t, x, α), then the change of variables u = y(t)
and the fact that α(t) ≤ 1 a.e. give∫ +∞

0

γ(φ(t, x, α)) dt = lim
p↓0

∫ x

p

u2(1− u)2

u− a(y−1(u))u2
du

≤ lim
p↓0

∫ x

p

u2(1− u)2

u− u2
du ≤

∫ 1

0

u(1− u) du < ∞

which proves Wo(1) < ∞.5 A similar calculation shows
Wo(x) is finite for all x > 1 and all x ∈ (−1, 0]. We
will now construct an infinite collection of bounded so-
lutions of the corresponding equation (5) which are null
and continuous at the origin. Set T := {0, 1} and

τx(α) := inf{t ≥ 0 : φ(t, x, α) ∈ T } ∈ [0,∞]

for all α ∈ A and x ∈ R. Set

A∞T (x) :=
{

α ∈ A : lim
t→+∞

φ(t, x, α) ∈ T
}

for all x ∈ R, i.e., the set of all inputs that bring x to
T in finite time or asymptotically. For each function
Φ : R → [0,∞) satisfying Φ(0) = 0, define W [Φ] by

W [Φ](x) = sup

{∫ τx(α)

0

γ(φ(t, x, α)) dt

+Φ
(

lim
s→τx(α)−

φ(s, x, α)
)

: α ∈ A∞T (x)
}
∈ [0,∞],

where we use the limit from the left in Φ to allow
τx(α) = +∞. Then W [Φ] is the usual asymptotic
exit time value function for the final cost Φ, except
with a sup instead of an inf. Moreover, the restrictions
W [Φ]dDo coincide with the negative of V∞dDo for the
data ` ≡ −g and h ≡ 0. The preceding argument shows
that, for each choice of Φ, W [Φ](x) < ∞ exactly when
x ∈ (−1,+∞). Define the functions

Γk(x) = k|x|Wo(1), x ∈ R (9)

5Notice that Wo is a robust Lyapunov function for f on Do,
and that Wo(x) 6→ +∞ as x → 1−. This is different from the
case of Lyapunov functions on Do for nondegenerate g (cf. [3]),
which grow without bound near ∂(Do). On the other hand, Wo

is proper, meaning Wo(x) → +∞ as |x| → +∞.



for each constant k ≥ 1. The usual dynamic program-
ming methods (cf. [3]) now imply that

V̌k(x) := 1− e−W [Γk](x), k ≥ 1 constant

where we define e−∞ := 0, are all viscosity solutions of
(5) on R \ T . Moreover, the argument of [9], §1 (based
on the semidifferentials of the V̌k’s at +1 and the fact
that the constants k in (9) are all ≥ 1) shows that the
V̌k’s are all bounded viscosity solutions of (5) on all of
R that satisfy V̌k(0) = 0. Furthermore,

V̌ −1
k ([0, 1)) = (−1,+∞) 6= Do

for all k ≥ 1.

The preceding example illustrates how the degeneracy
of g at any point outside the origin can give multiple
bounded solutions of (5) which are null and continuous
at the origin, none of which satisfy the sublevel set
characterization v−1([0, 1)) = Do from the generalized
Zubov method.

Remark 2.2 Our uniqueness theory will imply that
v−1([0, 1)) = Do, where v is the unique bounded solu-
tion of the corresponding generalized Zubov equation
that satisfies v(0) = 0 and that is continuous at the ori-
gin. One of our hypotheses will be g quasi-stability
of f , which is the following condition:

([) If x ∈ RN , α ∈ A, and J [g, 0](x,+∞, α) < +∞,
then φ(s, x, α) → 0 as s → +∞

(cf. [9]). In Example 2.1, ([) is not satisfied, since
the constant trajectory at 1 gives 0 total costs. On
the other hand, the example will satisfy all the other
hypotheses of our uniqueness theorem. For uniqueness
results for HJBE solutions under weaker asymptotic
conditions, see [10].

3 Statement of Uniqueness Results

Recall (cf. [9]) that if f : RN × A → RN satisfies (A1)
and G ⊆ RN , then we say that G is asymptotically
null for f provided the following conditions hold:

(i) 0 ∈ G, and G is open

(ii) G is relaxed strongly invariant, meaning,
φ(t, x, β) ∈ G for all t ≥ 0, x ∈ G, and β ∈ Ar

(iii) ∀x ∈ G and ∀β ∈ Ar, φ(t, x, β) → 0 as t → +∞

For example, our hypotheses will imply that Do is
asymptotically null for f , by a variant of the Filippov-
Wažewski Relaxation Theorem (cf. [9]). The following
theorem is shown in [9] and forms the basis for our
uniqueness characterizations for solutions of (5) (cf. §5
below for a discussion of how our results extend [3, 5]):

Theorem 1 Assume the following:

1) (A1)-(A2) hold.

2) G is asymptotically null for f .

3) w : G → R is a continuous viscosity solution of
(1) on G \ {0} satisfying w(0) = 0.

Then w ≡ V∞ on G.

The hypotheses in Theorem 1 that w is continuous and
G is relaxed strongly invariant can be replaced by the
hypothesis that (i) w is continuous at the origin, (ii)
either ` is everywhere nonnegative or ` is everywhere
nonpositive, and (iii) G is strongly invariant, in which
case the conclusion is changed (cf. [9]) to

w(x) ≡ inf{J(x, +∞, α) : α ∈ A ∩A(x)}

For other uniqueness results for (1), see [9].

An analogous result for the generalized Zubov equation
(5) is as follows.6 We say that a real-valued function w
defined on an open set containing the origin is origin
regular if w is continuous at the origin and null at the
origin.

Theorem 2 Assume (A3)-(A5), f is g quasi-stable,
and g is uniformly local Lipschitz. Then:

(1) Vmax is a robust Lyapunov function for f on Do

for which Do = V −1
max([0, 1)).

(2) If w is an origin regular solution of (5) on Do,
then w ≡ Vmax on Do.

(3) If w is a bounded origin regular solution of (5) on
RN , then w ≡ Vmax on RN .

In particular,

(4) Vmax is the unique origin regular bounded solution
of (5) on RN ; and

(5) Do = w−1([0, 1)) for any origin regular bounded
solution w of (5) on RN .

Remark In Example 2.1, all the hypotheses of The-
orem 2 hold except for the quasi-stability, and there
are infinitely many bounded origin regular solutions
of (5) on RN . Therefore, the quasi-stability hypoth-
esis in Theorem 2 cannot be omitted. For unique-
ness of solutions of (1) and (5) on general open sets
S ⊆ RN , see [9]. By allowing degenerate g, we obtain
Lyapunov functions Vmax[g, g] which cannot be written
as Vmax[g̃, g̃] if g̃ is nondegenerate (cf. [9]).

6By uniform local Lipschitzness of g, we will mean the
requirement that for each R > 0, there is an LR > 0 for which
|g(x, a)− g(y, a)| ≤ LR||x− y|| for all x, y ∈ BR and a ∈ A.



4 Regularity Results

Under the hypotheses of [3, 9], Vmax is a continu-
ous Lyapunov function for f on Do. In applications
(e.g., characterizations of stability), one sometimes also
wishes to construct locally or globally Lipschitz Lya-
punov functions for f on Do. In [3, 5], conditions are
imposed on f and g under which

vδ(x) := Vmax[δg, δg] (10)

is globally Lipschitz on RN for large enough constant
δ > 0. These conditions include the nondegeneracy of
g. The following example from [9] shows that if all the
hypotheses in [3, 5] hold except the nondegeneracy of g,
then it could be that none of the Lyapunov functions
(10) are globally Lipschitz. This example will show
that by allowing degenerate g, we can obtain Lyapunov
functions with special properties not encountered un-
der the hypotheses of [3, 5] (cf. [9] for other special
properties of Lyapunov functions for degenerate g and
more regularity results for Vmax).

Example For each k ∈ No := {0, 1, 2, . . .}, set

t−k = 10k − 1
102k+1

and t+k = 10k +
1

102k+1
.

Define I∆ and ∆ : I∆ → R by

I∆ =
⋃

k∈No

[
t−k , t+k

]
,

∆(x)=
{

103k+1
(
x− t−k

)
, t−k ≤ x ≤ 10k, k ∈ No

103k+1
(
t+k − x

)
, 10k ≤ x ≤ t+k , k ∈ No

Then the graph of ∆ is a sequence of nonoverlapping
triangles centered at the points 10k for k ∈ No which
become taller and thinner as k → +∞. In fact, while

∆(10k) = 10k (11)

for all k ∈ No, we have∫
I∆

∆(x) dx =
1
10

∞∑
k=0

10−k < ∞

Let Q : R → R be any continuous function that satisfies
the following conditions:

(a) Q(x) ≥ 0 for all x ≥ 0, Q(x) = ∆(x) for all
x ∈ I∆, Q(x) = ( 9

10 )6x6 for all x ∈ [0, 9
20 ]

(b) |Q(x)| ≤ 1 for all x ∈ R \ I∆, and Q(x) = 0 iff
x ∈ {0,±t−1 ,±t+1 ,±t−2 ,±t+2 ,±t−3 ,±t+3 , . . .}

(c) Qd(R \ I∆) is Lipschitz with Lipschitz constant
L ≤ 1, Q is odd, and

∫
[0,∞)

Q(x) dx < ∞

We leave the easy construction of Q to the reader. The
functions

g(x) = −Q(x)f(x),

f(x) = −
{ (

10
9

)6
x, − 9

10 ≤ x ≤ 9
10

1
x5 , x ≥ 9

10 or x ≤ − 9
10

are globally Lipschitz. Take f as the dynamics, with
no effective controls, and g as the cost function. Then
all the hypotheses of [3] needed for global Lipschitzness
of vδ(x) for large δ are satisfied, except that g is degen-
erate. Moreover, Vmax[g, 0] is locally Lipschitz on Do.
Indeed, let φ(t, x) denote the trajectory for f and the
initial value x. For each fixed x 6= 0, it follows from
the change of variables u = φ(t, x) that

Vmax[g, 0](x) =
∫∞
0

g(φ(t, x)) dt

=
∫ ∞

0

g(φ(t, x))
f(φ(t, x))

∂φ

∂t
(t, x) dt =

∫ x

0

Q(u) du.

Therefore, if δ > 0 is given, then since

vδ(x) = 1− e−δVmax[g,0](x)

for all x, conditions (11), (a), and (c) give

|Dvδ(10k)| = δ∆(10k) exp
(
−δ

∫ 10k

0
Q(s) ds

)
→ +∞ as k → +∞.

Therefore, while Vmax[g, 0] is locally Lipschitz, there
cannot exist δ > 0 such that vδ is globally Lipschitz.
This shows that the nondegeneracy condition (7) can-
not be omitted from the statement of the Lipschitzness
results in [3]. For conditions guaranteeing Lipschitz-
ness of Vmax, see [3, 9].

5 Discussion of Findings

The preceding examples motivate our study of the so-
lutions of (1) and (5) under more general conditions on
g, `, and h. We will develop uniqueness theory for solu-
tions of these equations which includes the PDE char-
acterizations in [3, 5], and which also applies to cases
which are not tractable by the known results. We also
study the regularity of Zubov equation solutions. Our
results have the following novel features.

1. Our results extend those of [7, 11] on uniqueness
of solutions for the infinite horizon Hamilton-
Jacobi-Bellman equation. The infinite horizon
equation is the same as the exit time equation.
Whereas [11] assumes that the undiscounted in-
finite horizon Lagrangian is nonnegative, our re-
sults apply for Lagrangians which could also take
negative values. It is natural to consider opti-
mization with Lagrangians that take both pos-
itive and negative values, to allow cost min-
imization in one part of the state space and



maximization elsewhere. Uniqueness results for
undiscounted exit problem HJBE with negative
Lagrangians were given in [7], which requires
controllability to the so-called positivity set of
the Lagrangian. This controllability condition
is not needed in our results, nor do we need
uniform positive lower bounds on the interest
rates. Our uniqueness theorem for (1) does not
put any growth or lower bound assumptions on
solutions, nor does it require any controllabil-
ity at the origin. On the other hand, the ear-
lier uniqueness characterizations for HJBE (cf.
[1, 7, 11]) prove uniqueness of solutions in classes
of proper or bounded-from-below functions that
satisfy an asymptotic condition at the boundary
of the domain. Therefore, our results extend pre-
vious work by allowing more general comparison
functions, including functions which take nega-
tive values, and which are neither bounded-from-
above nor bounded-from-below.

2. Our uniqueness theory for (5) applies for general
functions g, and gives stronger conclusions than
the uniqueness theory of [2, 3, 5]. Clearly, a func-
tion w is a solution of (5) exactly when −w is
a solution of (1) with interest rate h = g and
Lagrangian ` = −g. However, since the usual
uniqueness results for (1) require nonnegative `
or strictly positive h (cf. [1]), these earlier results
cannot in general be applied to (5) when g is non-
negative. Moreover, the known results on (5) (cf.
[2, 3, 5]) require the nondegeneracy condition (7).
By allowing degenerate costs g, we obtain solu-
tions of (5) with special properties not found in
the Zubov equation solutions of [3] (cf. [9]). The
unique solutions of (5) are robust Lyapunov func-
tions for f , and are the Kružkov transformations
of zero discount maximal cost type robust Lya-
punov functions VL for f . The functions VL are
in turn unique solutions of

inf
a∈A

{−f(x, a) ·Dv(x)− g(x, a)} = 0 (12)

on Do. Our results generalize the PDE charac-
terizations for (5) and (12) in [3] to cover more
general dynamics f and costs g. On the other
hand, the PDE characterizations for (5) and (12)
in [3, 5] all follow from our results. Therefore,
we obtain new classes of ‘flat’ maximal cost type
robust Lyapunov functions Vmax, corresponding
to degenerate g, which can be characterized as
unique PDE solutions. This leads to new char-
acterizations of Do as sublevel sets of Lyapunov
functions for degenerate instantaneous costs.

For precise statements of our findings, and for their
detailed proofs, see [9].
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