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#### Abstract

Renormalized Feynman amplitudes are defined by a method of analytic continuation in subsidiary parameters. The results are shown to belong to the class of renormalized amplitudes defined by Boguliubov, Parasiuk, and Hepp.


## 1. INTRODUCTION

In the perturbation-series expansion of the $S$ matrix or the time-ordered vacuum expectation values in a Lagrangian field theory, there occur formal expressions of the form

$$
\begin{equation*}
\prod_{l \in \mathbb{L}} \Delta_{F}^{l}\left(x_{\mathbf{i}_{l}}-x_{\mathbf{f}_{i}}\right) \tag{1.1}
\end{equation*}
$$

where $\mathbb{L}$ is the collection of lines of a certain Feynman graph $G\left(V_{1}, \cdots, V_{n} ; \mathfrak{l}\right)$, with vertices $\left\{V_{i}\right\}$, and $V_{\mathrm{i}_{i}}$ and $V_{\mathrm{f}_{l}}$ are the initial and final vertices of the $l$ th line. $\Delta_{F}^{l}$ is given in $p$ space by

$$
\begin{equation*}
\tilde{\Delta}_{F}^{l}(p)=i P_{l}(p)\left(p^{2}-m_{l}^{2}+i 0\right)^{-1} \tag{1.2}
\end{equation*}
$$

with $P_{l}(p)$ a polynomial of degree $r_{l}$. In general, however, (1.1) is not well defined (even as a distribution) because the convolutions in $p$ space diverge. In the theory of renormalization, (1.1) is given a well-defined meaning by a variety of methods, among which that of Hepp ${ }^{1}$ is distinguished by its mathematical coherence.

In this paper we apply to (1.1) a method of defining divergent quantities which was originated by Riesz ${ }^{2}$ and has been used in various contexts by many authors. ${ }^{3}$ To define a formally divergent quantity $I$, these authors introduce a function $I(\lambda)$, analytic in some region $\Omega$ of the complex plane, and defined by an expression which is formally equal to $I$ for $\lambda=\lambda_{0}$. $I$ is then defined as the analytic continuation of $I(\lambda)$ from $\Omega$ to $\lambda=\lambda_{0}$. In some cases $I(\lambda)$ has a pole at $\lambda_{0}$; an acceptable definition of $I$ may then be obtained as the constant term of the Laurent series of $I(\lambda)$ about $\lambda_{0}$.

To apply these techniques to (1.1) we find it neces-

[^0]sary to consider functions of several complex variables $\lambda_{1}, \cdots, \lambda_{L}$, one associated with each line of the Feynman graph. The main difficulty is the extension of the above treatment of poles to the more complicated singularities which occur in several complex variables. Such an extension is given and a renormalized value of (1.1) is defined. It is shown that this definition is one of the class of renormalized values of (1.1) defined by Boguliubov, Parasiuk, and Hepp. ${ }^{1}$

We remark that we are interested only in defining (1.1) as a tempered distribution in $\delta^{\prime}\left(R^{4 \eta}\right)$. We restrict attention to the case of $m_{l}>0$, and without loss of generality assume that $G\left(V_{1}, \cdots, V_{n} ; \mathfrak{E}\right)$ is connected.

## 2. ANALYTIC PROPERTIES

We generalize (1.2) by defining, for any complex $\lambda_{l},{ }^{4}$

$$
\begin{equation*}
\tilde{\Delta}_{\lambda_{l}}^{l}(p)=P_{l}(p) e^{\frac{1}{2} i \pi \lambda_{l}}\left(p^{2}-m_{l}^{2}+i 0\right)^{-\lambda_{l}}, \tag{2.1}
\end{equation*}
$$

and use Hepp's regularization to write, for $\operatorname{Re} \lambda_{l}>0$,

$$
\Delta_{\lambda_{l}}^{l}=\lim _{\epsilon \rightarrow 0+r \rightarrow 0+} \lim _{\lambda_{l, \epsilon,}, r}^{l}
$$

where

$$
\begin{align*}
\tilde{\Delta}_{\lambda_{l}, \epsilon, r}^{l}(p)= & P_{l}(p) \Gamma\left(\lambda_{l}\right)^{-1} \\
& \times \int_{r}^{\infty} d \alpha_{l} \alpha_{l}^{\lambda-1} \exp i \alpha_{l}\left(p^{2}-m_{l}^{2}+i \epsilon\right) . \tag{2.2}
\end{align*}
$$

The distributions $\Delta_{\lambda_{l}}^{l}$ and $\Delta_{\lambda_{l, ~}, ~}^{l}$, are entire functions of $\lambda_{l}$. Moreover, when $\epsilon>0$ and $r>0, \tilde{\Delta}_{\lambda_{l}, \epsilon, r}^{l}$ is in is in $\mathcal{O}_{C}^{\prime}\left(R^{4}\right)$ (the space of rapidly decreasing distributions), and its Fourier transform $\Delta_{\lambda_{l, G},+}^{l}$ is in $\mathcal{O}_{M}\left(R^{4}\right)$ (the space of polynomially bounded infinitely differentiable functions). ${ }^{5}$ Thus we may define unambiguously
$\mathcal{C}_{\lambda_{1}, \cdots, \lambda_{L}, \epsilon, r}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)=\prod_{l \in \mathbb{E}} \Delta_{\lambda_{l, \epsilon, r}}^{l}\left(x_{i_{i}}-x_{\mathrm{f}_{l}}\right)$.

[^1]In this section we investigate the analytic properties of (2.3) after the limit $r \rightarrow 0+$. For convenience we write $\left(\lambda_{1}, \cdots, \lambda_{L}\right)=\lambda$.

We remark that our results in this section would not be changed if, in (2.1), we also generalized $P_{l}(p)$ to $P_{l}\left(\lambda_{l}, p\right)$. Here $P_{l}\left(\lambda_{l}, p\right)$ is a covariant polynomial in $p$ of degree $r_{l}$, whose coefficients are entire functions of $\lambda_{l}$ which satisfy $P_{l}(1, p)=P_{l}(p)$. Consistent renormalization of a theory would require in addition that $P_{l}\left(\lambda_{l}, p\right)$ depend only on the particle associated with the $l$ th line. Such a change in $P_{l}$ would result in a finite change in the renormalization constants.

Theorem 1: Let $G\left(V_{1}, \cdots, V_{n} ; \mathfrak{q}\right)$ be a connected Feynman graph, as above. Define $N=L-n+1$ to be the number of loops of $G$, and $\Omega=\left\{\lambda \in \mathbb{C}^{L}\right\}$ $\left.\operatorname{Re} \lambda_{l}>M, l=1, \cdots, L\right\}$, where $M=N\left(2+\sum_{1}^{L} r_{l}\right)$. For $\lambda \in \Omega$, define
$\mathcal{E}_{\lambda, \epsilon}\left(V_{1}, \cdots, V_{n} ; \mathbb{E}\right)=\lim _{r \rightarrow 0+} \mathcal{C}_{\lambda, \epsilon, r}\left(V_{1}, \cdots, V_{n} ; \mathbb{E}\right)$.
Then: (a) The limit (2.4) exists [in $\mathrm{S}^{\prime}\left(R^{4 n}\right)$ ] and $\mathcal{T}_{\lambda, \epsilon}\left(V_{1}, \cdots, V_{n} ; \mathfrak{E}\right)$ is holomorphic in $\Omega$.
(b) $\mathscr{C}_{\lambda, \epsilon}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)$ may be analytically continued to a function meromorphic in $\mathbb{C}^{L}$. If we use the same notation for the continued function, then

$$
\begin{equation*}
\mathcal{C}_{\lambda, \epsilon}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right) \prod_{A} \Gamma\left[\sum_{l \in A}\left(\lambda_{l}-M\right)\right]^{-1} \tag{2.5}
\end{equation*}
$$

is holomorphic in $\mathbb{C}^{L}$. Here $\Pi_{A}$ is taken over all subsets $A$ of $\{1, \cdots, L\}$.

We remark that a more detailed discussion of the singularities of $\mathscr{C}_{\lambda, \varepsilon}$ is possible but is not needed in this paper.
Proof: Let $p_{j}$ be the momentum dual to $x_{j}$. We may evaluate (2.3) in $p$ space by attaching to each vertex $V_{j}$ an external line directed into the diagram and carrying momentum $p_{j}$, and then applying the integration methods of Chisholm. ${ }^{6}$ That is, we assign paths through the diagram for the external momenta and choose loops and loop momenta $k_{1}, \cdots, k_{N}$, so that the $l$ th line is assigned momentum

$$
\begin{equation*}
q_{l}=\sum_{i=1}^{N} a_{l i} k_{i}+\sum_{j=1}^{n} b_{l j} p_{j} . \tag{2.6}
\end{equation*}
$$

Then (2.3) becomes

$$
\begin{align*}
& \mathcal{C}_{\lambda, \epsilon, r}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right) \\
& \quad=\delta\left(\sum_{1}^{n} p_{i}\right) \int d k_{1} \cdots d k_{N} \prod_{l=1}^{L} \tilde{\Delta}_{\lambda, c, r}^{L}\left(q_{i}\right) . \tag{2.7}
\end{align*}
$$

[^2]If we interchange the $k$ and $\alpha$ integrations and use $k_{i}=-\left.i\left(\partial / \partial S_{i}\right) e^{i k_{i} S_{i}}\right|_{S_{i}=0}$ in the factors $P_{l}\left(q_{l}\right)$, we may write (2.7) as a sum of terms of the form

$$
\begin{align*}
& (\text { const }) \delta\left(\sum p_{i}\right) A(p) \int_{r}^{\infty} \cdots \int_{r}^{\infty} \prod_{1}^{L}\left[d \alpha_{l} \alpha_{l}^{\alpha l-1} \Gamma\left(\lambda_{i l}\right)^{-1}\right] \\
& \quad \times\left\{\int _ { 1 } d k _ { 1 } \cdots d k _ { N } A ^ { \prime } ( - i \nabla _ { S } ) \operatorname { e x p } i \left[\sum_{i, j=1}^{N} \theta_{i j} k_{i} k_{j}\right.\right. \\
& \left.\left.+\sum_{1}^{N}\left(2 \phi_{i}+S_{i}\right) k_{i}+\psi+i \in \sum_{1}^{L} \alpha_{l}\right]\right\}\left.\right|_{S=0} . \tag{2.8}
\end{align*}
$$

Here $A$ and $A^{\prime}$ are monomials of degree $\leq \rho=\sum_{1}^{L} r_{l}$, and

$$
\begin{align*}
\theta_{i j} & =\sum_{l=1}^{L} \alpha_{l} a_{l i} a_{l j},  \tag{2.9a}\\
\phi_{i} & =\sum_{l=1}^{L} \sum_{j=1}^{n} \alpha_{l} a_{l i} b_{l j} p_{j},  \tag{2.9b}\\
\psi & =\sum_{l=1}^{L} \sum_{j, k=1}^{n} \alpha_{l} b_{l j} b_{l k} p_{j} p_{k}-\sum_{l=1}^{L} \alpha_{l} m_{l}^{2} . \tag{2.9c}
\end{align*}
$$

When all $\alpha_{l}$ are positive, $\theta_{i j}$ is positive-definite. Thus, if we now do the $k$ integrations, the bracket in (2.8) becomes, up to a constant factor,

$$
\begin{aligned}
(\operatorname{det} \theta)^{-2} A^{\prime}\left(-i \nabla_{S}\right) \exp i & {\left[\psi-\frac{1}{4} \sum_{i, j=1}^{N}\left(2 \phi_{i}+S_{i}\right)\right.} \\
& \left.\times\left(\theta^{-1}\right)_{i j}\left(2 \phi_{j}+S_{j}\right)+i \epsilon \sum_{1}^{L} \alpha_{l}\right]
\end{aligned}
$$

Using $\theta^{-1}=\theta^{\text {Ad }} / \operatorname{det} \theta$, where $\theta^{\text {Ad }}$ is the transpose of the matrix of cofactors, performing the $S$ derivatives, and setting $S=0$, we may finally write

$$
\begin{align*}
& \mathcal{G}_{\lambda_{1}, \epsilon, r}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right) \\
& =\sum_{m=0}^{\infty} \delta\left(\sum p_{j}\right) \int_{r}^{\infty} \cdots \int_{r}^{\infty} \prod_{1}^{L}\left[d \alpha_{l} \alpha_{l}^{\lambda_{l}-1} \Gamma\left(\lambda_{l}\right)^{-1}\right] \\
& \quad \times B_{m}(p, \alpha) C(\alpha)^{-(m+2)} \exp i\left[D(\alpha, p) / C(\alpha)+i \epsilon \sum \alpha_{l}\right] \tag{2.10}
\end{align*}
$$

where $B_{u u}$ is a polynomial, $C(\alpha)=\operatorname{det} \theta$, and $D(\alpha, p)=\operatorname{det} \chi$, with

$$
\chi=\left|\begin{array}{cccc}
\theta_{11} & \cdots & \theta_{1 N} & \phi_{1}  \tag{2.11}\\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
\theta_{N 1} & & & \phi_{N} \\
\phi_{1} & \cdots & \phi_{N} & \psi
\end{array}\right| .
$$

The "ultraviolet divergences" occur in the limit $r \rightarrow 0+$ because $C(\alpha)$ vanishes when certain $\alpha_{l} \rightarrow 0$. We now investigate this behavior in a region $0 \leq$ $\alpha_{l_{1}} \leq \cdots \leq \alpha_{l_{L}}$; for simplicity, we consider

$$
\begin{equation*}
0 \leq \alpha_{1} \leq \alpha_{2} \cdots \leq \alpha_{L} \tag{2.12}
\end{equation*}
$$

Within this region we introduce new variables $t_{1}, \cdots, t_{L}$, defined by $\alpha_{l}=t_{L} t_{L-1} \cdots t_{l}$, so that (2.12) becomes

$$
\begin{gather*}
0 \leq t_{L} \leq \infty \\
0 \leq t_{l} \leq 1 \quad \text { if } \quad l=1, \cdots, L-1 \tag{2.13}
\end{gather*}
$$

Let $G_{l}$ be the graph consisting of lines 1 through $/$ with their vertices, and let $N_{l}$ be the number of loops of $G_{l}$.

Lemma 1: For $\alpha$ in (2.12),

$$
\begin{align*}
C(\alpha) & =\prod_{1}^{L} t_{l}^{N_{I}} E\left(t_{1}, \cdots, t_{L-1}\right),  \tag{2.14a}\\
D(\alpha, p) & =t_{L} \prod_{1}^{L} t_{l}^{N_{I}} F\left(t_{1}, \cdots, t_{L-1}, p\right), \tag{2.14b}
\end{align*}
$$

where $E$ and $F$ polynomials, and $E$ does not vanish in (2.13).

Proof: Since $N_{1}=0, N_{L}=N$, and $\left(N_{l+1}-N_{l}\right)$ is always 0 or 1 , there exist integers $1<l_{1}<\cdots<$ $l_{N} \leq L$ such that $N_{l_{i}}=N_{\left(i_{i}-1\right)}+1$. Thus we may choose loop variables so that the $i$ th loop is contained in $G_{l_{i}}$, that is, so that $a_{l_{i}}=0$ unless $l \leq l_{i}$ [see (2.6)]. From (2.9) and (2.11) we see that the $i$ th row and column ( $1 \leq i \leq N$ ) of $\theta$ and $\chi$ contain a factor $t_{L} \cdots t_{L_{i}}$, and the $(N+1)$ th row and column of $D$ contain a factor $t_{L}$. We remove these factors from the rows to produce new matrices $\theta^{\prime}$ and $\chi^{\prime}$; this gives (2.14) with $E=\operatorname{det} \theta^{\prime}, F=\operatorname{det} \chi^{\prime}$.

To show that $E$ does not vanish, we consider instead of $\theta^{\prime}$ the matrix $\theta^{\prime \prime}$, obtained from $\theta$ by removing a factor $\left(t_{L} \cdots t_{l_{i}}\right)^{\frac{1}{2}}$ from the $i$ th row and column of $\theta . \theta^{\prime \prime}$ is symmetric, and $E=\operatorname{det} \theta^{\prime \prime}$. Suppose $E(t)=0$ at some point $t=\tau$ in (2.13). Then there exist numbers $\delta_{1}, \cdots, \delta_{N}$ such that $\sum \delta_{i} \theta_{i j}^{\prime \prime}(\tau) \delta_{j}=0$, or

$$
\begin{equation*}
\sum_{l=1}^{L}\left[\sum_{i=1}^{N} \delta_{i} a_{l i} \prod_{l \leq l^{\prime}<l_{i}} \tau_{l^{2}}^{\frac{1}{2}}\right]^{2}=0 \tag{2.15}
\end{equation*}
$$

Each term in the sum over $l$ must vanish. Let $I=$ $\max \left\{i \mid \delta_{i} \neq 0\right\}$ and consider the term with $l=l_{I}$. $\delta_{i}=0$ for $i>I$, while $a_{t r^{i}}=0$ for $i<I$. Thus we must have $\delta_{I} a_{l_{I} I}=0$. But $\delta_{I} \neq 0$, and the Ith loop must go through the $l_{\mathrm{I}}$ th line, so $a_{l_{1 I}} \neq 0$. This contradiction proves the lemma.

Now consider an integrand of (2.10) in the region (2.12) and change variables to $t_{1}, \cdots, t_{L}$. The Jacobian of this change is $\Pi_{1}^{L} t_{l}^{l-1}$, so that (2.10) becomes a sum of terms of the form

$$
\begin{align*}
& \delta\left(\sum p_{j}\right) \int_{r}^{\infty} d t_{L} \int^{1} d t_{L-1} \cdots \int^{1} d t_{1} \\
& \quad \times \prod_{1}^{L}\left[\Gamma\left(\lambda_{l}\right)^{-1} t_{l}^{\left(\mu_{l}-(m+2) N_{l}-1\right)}\right] B_{m}^{\prime}(p, t) E(t)^{-(m+2)} \\
& \quad \times \exp i t_{L}\left[F / E+i \epsilon\left(1+t_{L-1}+\cdots\right)\right], \tag{2.16}
\end{align*}
$$

where $\mu_{l}=\sum_{l^{\prime}=1}^{i_{l}} \lambda_{l^{\prime}}$, and $B_{m}^{\prime}$ is a polynomial. The lower limits of the $t_{L-1}, \cdots, t_{1}$ integrations in (2.16) are complicated functions whose only relevant property is that they approach 0 when $r \rightarrow 0+$. For $\lambda \in \Omega$, $\operatorname{Re} \mu_{l}>(m+2) N$, so the integrand of (2.16) is absolutely integrable in all of the region (2.13). This justifies the limit $r \rightarrow 0+$ in $\Omega$; the analyticity is clear. Thus $\mathscr{G}_{\lambda, \epsilon}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)$ for $\lambda \in \Omega$ is a sum of terms of the form (2.16) with 0 as the lower limit on all integrals, and, in general, with $\mu_{l}=\sum_{l^{\prime} \in A} \lambda_{v^{\prime}}$ for some $A \subset\{1, \cdots, L\}$.
We now prove part (b) of the theorem. Given a positive integer $M^{\prime}$, we may construct a continuation of (2.16) into the region

$$
\Omega_{M^{\prime}}=\left\{\lambda \in \mathbb{C}^{L} \mid \operatorname{Re} \lambda_{l}>X_{M^{\prime}}, \quad l=1, \cdots, L\right\},
$$

where

$$
X_{M^{\prime}}= \begin{cases}M-M^{\prime}, & \text { if } M-M^{\prime} \geq 0 \\ \left(M-M^{\prime}\right) / L, & \text { if } M-M^{\prime}<0\end{cases}
$$

as follows. We do $M^{\prime}$ integrations by parts with respect to each of $t_{1}, \cdots, t_{L-1}$, integrating the factor $t_{[ }^{\left[\mu-(m+2) N_{t-1]}\right.}$ (or the higher powers of $t$ arising from this) and differentiating the rest. This is permissible for $\lambda \in \Omega$; in each partial integration the integrated terms vanish as the lower limit. Finally, the $t_{L}$ integration may be done explicitly with the use of the formula

$$
\begin{equation*}
\int_{0}^{\infty} d t t^{\mu-1} e^{i t \kappa}=e^{\frac{1}{i \pi \mu}} \Gamma(\mu) \kappa^{-\mu} \tag{2.17}
\end{equation*}
$$

valid for $\operatorname{Re} \mu>0, \operatorname{Im} \kappa>0$. Thus $\mathcal{G}_{\lambda, \epsilon}\left(V_{1}, \cdots, V_{n} ; \mathbb{L}\right)$ may be written as a sum of terms of the form

$$
\begin{align*}
& H(\lambda) \int_{0}^{1} \cdots \int_{0}^{1} \prod_{l=1}^{L^{\prime}}\left\{d t_{l}^{\prime} t_{l}^{\left[\mu \mu-(m+2) N_{l}+M^{\prime}-1\right]}\right\} G\left(t^{\prime}, p, \epsilon\right) E\left(t^{\prime}\right)_{i} \\
& \times\left[F / E+i \epsilon\left(1+t_{L-1}+\cdots\right)\right]^{\left(j-\Sigma_{1}^{t} \lambda_{l}\right)} . \tag{2.18}
\end{align*}
$$

Here $\left\{t_{1}^{\prime}, \cdots, t_{L}^{\prime}\right\}$ is a subset of $\left\{t_{1}, \cdots, t_{L-1}\right\}$ (the rest having been set equal to 1 during some partial integration), $G$ is a polynomial, $i$ and $j$ are integers, and $H(\lambda)$ contains factors from (2.17) as well as factors $\left(\mu_{l}-k\right)^{-1}$ arising from the partial integrations. Since $\left[\operatorname{Re} \mu_{l}-(m+2) N_{l}+M^{\prime}\right]>0$ for $\lambda \in \Omega_{M^{\prime}}$, (2.18) provides a continuation of $\mathcal{C}_{\lambda, \epsilon}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)$ to the region $\Omega_{M^{\prime}}$; moreover,

$$
H(\lambda) \prod_{A \subset\{1 \cdots L\}} \Gamma\left[\sum_{l \in A}\left(\lambda_{l}-M\right)\right]^{-1}
$$

is an entire function of $\lambda$. Since $\Omega_{M^{\prime}}$ increases to $\mathbb{C}^{L}$ as $M^{\prime}$ approaches infinity, part (b) of the theorem is proved.

## 3. RENORMALIZATION

It would now be natural to define (1.1) as

$$
\lim _{\epsilon \rightarrow 0} \mathcal{G}_{1, \cdots 1, \mathfrak{c}}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)
$$

however, Theorem 1 implies that $\boldsymbol{C}_{\lambda, \epsilon}$ may have a complicated singularity at $\boldsymbol{\lambda}=(1, \cdots, 1)$. In one complex variable we could discard the singular part by using the constant term of the Laurent series. In this section we generalize this procedure to several variables.

Definition: Let $U \subset \mathbb{C}^{L}(L \geq 1)$ be an open neighborhood of $(1, \cdots, 1)$. Let $\mathfrak{A}_{L}(U)=\{f(\lambda) \mid$ $f(\lambda) \prod_{A \subset\{1, \cdots, L\}}\left[\sum_{l \epsilon A}\left(\lambda_{l}-1\right)\right]^{m}$ is analytic in $U$ for some integer $m \geq 0\}$, and let $\mathfrak{A}_{L}=\cup \mathcal{A}_{L}(U)$, the union taken over all neighborhoods $U$. Then a family of maps $\mathcal{F}=\left\{\mathscr{F}_{L}\right\}_{L=1}^{\infty}, \mathscr{F}_{L}: \mathcal{H}_{L} \rightarrow \mathbb{C}$, is a generalized evaluator [at $(1, \cdots, I)$ ] if the following conditions are satisfied for each $L$ :
(1) $\mathscr{F}_{L}$ is linear;
(2) if $f \in \mathcal{A}_{L}$ is analytic at $(1, \cdots, 1)$, then $\mathfrak{F}_{\iota} f=f(1, \cdots, 1)$;
(3) if $f_{n} \in \mathcal{A}_{L}(U)$, for

$$
n=0,1, \cdots, g_{n}(\lambda)=f_{n}(\lambda) \prod_{A}\left[\sum_{t \epsilon \cdot l}\left(\lambda_{l}-1\right)\right]^{m}
$$

is analytic in $U$, and $g_{n} \rightarrow g_{0}$ uniformly on $U$, then $\mathscr{F}_{L}, f_{n} \rightarrow \mathbb{T}^{\prime}{ }_{1} f_{0}$;
(4) if $\sigma$ is a permutation of $\{1, \cdots, L\}, f \in \mathfrak{A}_{L}$, and $f_{\sigma} \in \mathcal{A}_{L}$ is defined by

$$
f_{\sigma}\left(\lambda_{1}, \cdots, \lambda_{L}\right)=f\left(\lambda_{\sigma(1)}, \cdots, \lambda_{\sigma(L)}\right)
$$

then $\mathfrak{F}_{I L} f_{\sigma}=\mathcal{F}_{L} f$;
(5) if $f \in \mathcal{A}_{L}$, depends only on $\lambda_{1}, \cdots, \lambda_{L^{\prime}}$, where $L^{\prime}<L$, then $\mathbb{F}_{L_{i}} f=\mathscr{F}_{L} f$;
(6) if $f_{1}, f_{2} \in \mathcal{A}_{L_{1}}$, and $f_{1}$ depends only on $\lambda_{1}, \cdots, \lambda_{L^{\prime}}$, $f_{2}$ only on $\lambda_{L j^{\prime}+1}, \cdots, \lambda_{L}$, then $\mathcal{F}_{L}\left(f_{1} f_{2}\right)=\left(\mathcal{F}_{L} f_{1}\right)$ $\times\left(\widetilde{F}_{L} f_{2}\right)$.

If $f \in \mathcal{A}_{h}$, we use Conditions (4) and (5) to write without ambiguity $\mathfrak{F} f=\mathfrak{F}_{L} f=\mathcal{F}_{L}, f$ for any $L^{\prime} \geq L$. Conditions (1)-(5) are rather natural; the utility of (6) will be shown in Sec. 5 . It is this condition which would be violated by setting $\lambda_{1}=\cdots=\lambda_{L}=\lambda$ and defining $\mathfrak{F} f$ as the constant term of the Laurent series of $f(\lambda, \lambda, \cdots, \lambda)$ at $\lambda=1$.

Example: Suppose $f \in \mathcal{A}_{I_{I}}(U)$, and let $U$ contain the poly disc $\left|\lambda_{l}-1\right|<R$. Choose $0<R_{1}<\cdots<$ $R_{L}<R$, in such a way that $R_{i}>\sum_{j=1}^{i-1} R_{j}$, and let $C_{i}$ be the contour $|z-1|=R_{i}$ oriented counterclockwise. Define

$$
\begin{align*}
& \mathcal{F}_{I} f=\frac{1}{L!} \sum_{\sigma} \frac{1}{(2 \pi i)^{L}} \int_{C_{\sigma(1)}} d \lambda_{1} \cdots \\
& \times \int_{C_{\sigma( } L_{1}} d \lambda_{L} f(\lambda) \prod_{1}^{L}\left(\lambda_{l}-1\right)^{-1} \tag{3.1}
\end{align*}
$$

where $\sum_{\sigma}$ runs over all permutations $\sigma$ of $\{1, \cdots, L\}$, One easily checks that $\bar{F}$ is well defined, independent of the choice of $\left\{R_{i}\right\}$, and satisfies (1)-(6).

We want to be able to apply a generalized evaluator to meromorphic distributions. Consider such a distribution:

$$
S(\lambda)=S^{\prime}(\lambda) \prod_{A \subset\left(1 \cdots A_{i}\right.}\left[\sum_{l \in, i}\left(\lambda_{l}-1\right)\right]^{-m}
$$

where $S^{\prime}(\lambda)$ is an analytic function of $\left(\lambda_{1}, \cdots, \lambda_{L}\right)$ in some neighborhood $U$ of $(1, \cdots, 1)$, taking values in $\delta^{\prime}\left(R^{\prime \prime}\right)$. Then the formula $\left(\mathcal{F}_{t} S\right)(\psi)=\mathcal{F}_{\iota}(S(\psi))$ defines a linear functional $\mathbb{F}_{L} S$ on $S\left(R^{n}\right)$. Now $S^{\prime}: U \rightarrow S^{\prime}\left(R^{u}\right)$ is continuous [when $S^{\prime}\left(R^{\prime \prime}\right)$ is given the usual weak topology], so that if $K \rightarrow U$ is compact, $S^{\prime}(K)$ is (weakly) compact in $\delta^{\prime}\left(R^{n}\right)$, and hence is strongly bounded. ${ }^{7}$ That is, there is a constant $C_{K}$ and a norm $\left\|\|\right.$ on $S\left(R^{n}\right)$ (one of the norms defining the topology) such that $\left|S^{\prime}(\lambda)(\psi)\right| \leq C_{\kappa}\|\psi\|$ for any $\lambda \in K$ and any $\psi \in S\left(R^{\prime \prime}\right)$. So for any sequence $\left\{\psi_{i}\right\}$ of elements of $S\left(R^{n}\right)$, converging to an element $\psi_{0}$, the sequence $\left\{S^{\prime}(\boldsymbol{\lambda})\left(\psi_{i}\right)\right\}$ converges uniformly for $\boldsymbol{\lambda} \in K$ to $S^{\prime}(\boldsymbol{\lambda})\left(\psi_{0}\right)$. Then property (3) of $\mathfrak{F}$ implies that $\mathfrak{T} S$ as defined above is continuous.

Definition: The renormalized value of (1.1) is defined to be

$$
\begin{equation*}
\mathfrak{G}\left(V_{1}, \cdots, V_{n} ; \mathfrak{E}\right)=\lim _{\epsilon \rightarrow 0+} \mathfrak{F} \mathcal{G}_{\lambda, \mathfrak{c}}\left(V_{1}, \cdots, V_{n} ; \mathfrak{C}\right) \tag{3.2}
\end{equation*}
$$

The existence of the $\epsilon \rightarrow 0+$ limit follows from the theorem we prove in Sec. 5: the agreement of this definition with that of Boguliubov, Parasiuk, and Hepp. It may also be proved directly that:
(a) $\lim _{\epsilon \rightarrow 0} \boldsymbol{G}_{\lambda, \epsilon}=\mathfrak{G}_{\lambda}$ exists and is a meromorphic function of $\boldsymbol{\lambda}$ with the same singularities as $\mathcal{G}_{\lambda, \epsilon}$;
(b) $\boldsymbol{C}=\mathfrak{F} \mathfrak{G}_{\boldsymbol{\lambda}}$.

We remark that a change in the generalized evaluator used in (3.2) is reflected in a finite change in the renormalization constants.

## 4. BOGULIUBOV-PARASIUK-HEPP RENORMALIZATION

We now review the renormalization methods of Boguliubov, Parasiuk, and Hepp, ${ }^{1}$ and extend their results slightly. We follow the notation of Hepp.

Definition: A graph $G\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)$ is one-particle irreducible (OPI) if, for any $l \in \mathbb{L}$ and $\mathfrak{L}^{\prime}=\mathfrak{L}-\{l\}$, $G\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}^{\prime}\right)$ is connected. Otherwise $G$ is oneparticle reducible (OPR). A generalized vertex of $G$ is a nonempty subset $U=\left\{V_{1}^{\prime} \cdots V_{m}^{\prime}\right\}$ of $\left\{V_{1} \cdots V_{n}\right\}$.

[^3]If $U_{1}, \cdots, U_{m}$ are pairwise-disjoint generalized vertices, with $\bigcup_{i=1}^{m} U_{i}=\left\{V_{1}^{\prime}, \cdots, V_{s}^{\prime}\right\}$, the graph $G\left(U_{1}, \cdots, U_{m} ; \mathfrak{L}\right)$ is obtained from $G\left(V_{1}^{\prime}, \cdots, V_{s}^{\prime} ; \mathfrak{L}\right)$ by collapsing each generalized vertex $U_{i}$, and any lines which join two vertices in $U_{i}$, to a single point. The superficial divergence of $U=\left\{V_{1}^{\prime}, \cdots, V_{m}^{\prime}\right\}$ is defined by

$$
\begin{equation*}
v\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime}\right)=\sum_{c m m}\left(r_{l}+2\right)-4(m-1) \tag{4.1}
\end{equation*}
$$

where $\sum_{\text {conn }}$ runs over all lines of $\mathcal{L}$ connecting different vertices of $\left\{V_{1}^{\prime}, \cdots, V_{m}^{\prime}\right\}$. We do not distinguish between the vertex $V_{i}$ and the generalized vertex $\left\{V_{i}\right\}$.

Definition: A finite renormalization is a map assigning to each generalized vertex $U=\left\{V_{1}^{\prime}, \cdots, V_{m}^{\prime}\right\}$ a distribution $\hat{\mathfrak{X}}_{\epsilon}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right)$ [also written $\hat{\mathfrak{X}}_{\epsilon}(U ; \mathfrak{l})$ ] in $\mathscr{S}^{\prime}\left(R^{4 m}\right)$ such that

$$
\begin{align*}
\hat{\mathfrak{X}}_{\epsilon}\left(V_{1}^{\prime},\right. & \left.\cdots, V_{m}^{\prime} ; \mathfrak{L}\right) \\
& = \begin{cases}1, & \text { for } m=1 \\
0, & \text { for } \quad \operatorname{IPR} G\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{l}\right) \\
\delta\left(\sum_{1}^{m} p_{j}^{\prime}\right) P_{\epsilon}\left(p_{1}^{\prime}, \cdots, p_{m}^{\prime}\right), & \text { otherwise } .\end{cases} \tag{4.2}
\end{align*}
$$

Here $P_{\epsilon}$ is a covariant polynomial of degree $\leq$ $v\left(V_{1}^{\prime} \cdots V_{m}^{\prime}\right)$, whose coefficients approach finite limits as $\epsilon \rightarrow 0$, and which depends only on the structure of the graph $G\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right)$.

Definition: Given a finite renormalization $\hat{\dot{X}}_{\epsilon}$, $U_{1}, \cdots, U_{r}$ pairwise-disjoint generalized vertices, define recursively for $\left\{U_{1}^{\prime}, \cdots, U_{m}^{\prime}\right\} \subset\left\{U_{1}, \cdots, U_{r}\right\}$ :

$$
\begin{align*}
& \dot{X}_{\lambda, \epsilon, r}\left(U_{1}^{\prime}, \cdots \quad U_{m}^{\prime} ; \mathfrak{l}\right) \\
& =\left\{\begin{array}{l}
\mathfrak{X}_{\mathrm{c}}\left(U_{1}^{\prime} ; \mathfrak{C}\right), \quad \text { if } m=1, \\
0, \quad \text { for } \operatorname{OPR} G\left(U_{1}^{\prime}, \cdots, U_{m}^{\prime} ; \mathfrak{L}\right), \\
-M \cdot \bar{R}_{\lambda, c, r}\left(U_{1}^{\prime}, \cdots, U_{m}^{\prime} ; \mathfrak{L}\right), \quad \text { otherwise },
\end{array}\right.  \tag{4.3a}\\
& \overline{\mathfrak{R}}_{\lambda, \varepsilon, r}\left(U_{1}^{\prime}, \cdots, U_{m}^{\prime} ; \mathfrak{L}\right)  \tag{4.3c}\\
& =\sum_{l^{\prime}}{ }^{\prime k} \prod_{j=1}^{\left.\prime \rho^{\prime}\right)} \mathfrak{X}_{\lambda, \epsilon, r}\left(U_{j 1}^{I^{\prime}}, \cdots, U_{j r(j)}^{\prime} ; \mathfrak{L}\right) \prod_{\text {(0,!ul }} \Delta_{\lambda_{i, f}, r}^{l}, \tag{4.4}
\end{align*}
$$

$\mathfrak{R}_{\lambda, \epsilon, r}\left(U_{1}^{\prime}, \cdots, U_{m}^{\prime} ; \mathfrak{l}\right)$
$=\bar{M}_{\lambda, c, r}\left(U_{1}^{\prime}, \cdots, U_{m}^{\prime} ; \mathfrak{L}\right)+\mathfrak{x}_{\lambda, r, r}\left(U_{1}^{\prime}, \cdots, U_{m}^{\prime} ; \mathfrak{L}\right)$.

Here $\sum_{\mu}^{\prime}$, in (4.4) runs over all partitions of $\left\{U_{1}^{\prime}, \cdots, U_{m}^{\prime}\right\}$ into $k(P) \geq 2$ disjoint subsets

$$
\left\{U_{j 1}^{\prime}, \cdots, U_{j r(j)}^{\prime}\right\}
$$

and $\prod_{\text {rom }}$ runs over those $l \in \mathbb{L}$ which connect different subsets of the partition. When

$$
G\left(U_{1}^{\prime}, \cdots, U_{m}^{\prime} ; \underline{\square}\right)
$$

is OPI, and

$$
\bigcup_{i=1}^{m} U_{i}^{\prime}=\left\{V_{1}^{\prime}, \cdots, V_{s}^{\prime}\right\}
$$

then $\bar{R}$ has in $p$ space the form $\delta\left(\sum_{i=1}^{s} p_{i}^{\prime}\right) F\left(p_{1}^{\prime}, \cdots, p_{s}^{\prime}\right)$, and $M$ is the operation of truncating the Taylor series of $F$ about the origin at order $v\left(V_{1}^{\prime}, \cdots, V_{s}^{\prime}\right)[\mathcal{M}=0$ if $\left.v\left(V_{1}^{\prime}, \cdots, V_{s}^{\prime}\right)<0\right]$.

In the case where each $U_{i}$ is a single vertex $V_{i}$, we also define

$$
\begin{align*}
& \mathfrak{X}_{\lambda, \epsilon, r}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathbb{L}\right) \\
& =\left\{\begin{array}{l}
1, \quad \text { if } m=1, \\
0, \quad \text { for } O P R G\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right), \\
-\mathcal{M}_{1} \cdot \bar{K}_{\lambda, \epsilon, r}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right) \\
\quad+\hat{\mathfrak{X}}_{\epsilon}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right), \quad \text { other }
\end{array}\right. \\
& \mathfrak{R}_{\lambda, \epsilon, r}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathbb{L}\right)
\end{align*}
$$

$$
\begin{align*}
& R_{\lambda, c, r}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right) \\
& =\bar{R}_{\lambda, c, r}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right)+\dot{X}_{\lambda, c, r}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right),
\end{align*}
$$

with $\sum_{l}^{\prime}, \prod_{1, m}$, and $\mathcal{M}$ as above. The following lemma may be proved by straightforward manipulation of these definitions.

Lemma 2: With the above definitions, we have
$\bar{R}_{\lambda, c, r}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right)=\sum_{\Gamma} \bar{R}_{\lambda, c, r}\left(U_{1}^{\prime}, \cdots, U_{m(1)}^{\prime \prime} ; \mathfrak{L}\right)$,
$\ddot{\mathfrak{X}}_{\lambda, c, r}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{l}\right)=\sum_{I^{\prime}} \mathfrak{X}_{\lambda, \epsilon, r}\left(U_{1}^{\prime}, \cdots, U_{m\left(L^{\prime}\right)}^{\prime} ; \mathfrak{L}\right)$, and hence
$\mathbb{K}_{\lambda, c, r}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{l}\right)=\sum_{I^{\prime}} \mathfrak{R}_{\lambda, \epsilon, r}\left(U_{1}^{I^{\prime}}, \cdots, U_{m\left(I^{\prime}\right)}^{I^{\prime}} ; \mathfrak{l}\right)$,
where $\sum_{f}$, runs over all partitions of $\left\{V_{1}^{\prime}, \cdots, V_{m}^{\prime}\right\}$ into $m(P)$ generalized vertices $\left\{U_{j}^{l \prime}\right\}$.

Now Boguliubov, Parasiuk, and Hepp define the renormalized value of (1.1) to be

$$
\begin{equation*}
\lim _{c \rightarrow 0 \mid-r \rightarrow 0+} \lim _{r \rightarrow R_{1}^{\prime}, \cdots, 1, \epsilon, r}^{\prime}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right) \tag{4.6}
\end{equation*}
$$

that is, they define a class of values of (1.1) which depend on the finite renormalization used. The main result of Hepp is the existence of the $r \rightarrow 0+$ limit in (4.6); it may be generalized as follows.

## Theorem 2: Let

$$
\Omega^{\prime}=\left\{\lambda \in \mathbb{U} L\left|\operatorname{Re} \lambda_{l}\right\rangle 1-1 / 2 L, l=1, \cdots, L\right\}
$$

Then

$$
\begin{equation*}
: R_{\lambda, \ell}^{\prime}\left(V_{1}, \cdots, V_{n} ; \mathbb{L}\right)=\lim _{r \rightarrow 0+}: R_{\lambda, t, r}^{\prime}\left(V_{1}, \cdots, V_{n} ; \mathbb{C}\right) \tag{4.7}
\end{equation*}
$$

exists in $\oiint^{\prime}\left(R^{4 n}\right)$ and is analytic for $\lambda \in \Omega^{\prime}$.

Proof: Hepp actually proves the existence of

$$
\lim _{r \rightarrow 0+} \Re_{1, \cdots, 1, \epsilon, r}\left(V_{1}, \cdots, V_{n} ; \mathcal{L}\right)
$$

that is, the existence of $(4.7)$ for $\lambda=(1, \cdots, 1)$ when $x^{\prime}$ is defined using zero finite renormalization. However, it is a trivial modification of his proof to show the existence and analyticity in $\Omega^{\prime}$ of

$$
\lim _{r \rightarrow 0+} \Re_{\lambda, \epsilon, r}\left(U_{1}, \cdots, U_{r} ; \mathfrak{L}\right)
$$

for any pairwise-disjoint generalized vertices $U_{1}, \cdots, U_{r}$. The theorem then follows from Lemma 2.

## 5. EQUIVALENCE OF THE DEFINITIONS

In this section we show that our definition (3.2) of the renormalized amplitude agrees with the Boguliubov definition (4.6), calculated using a certain finite renormalization.

Definition: We write

$$
\begin{aligned}
& J_{L}(\lambda)=\prod_{A \subset\{1, \ldots L\}} \Gamma\left[\sum_{l \in A}\left(\lambda_{l}-M\right)\right] \\
& {\left[\text { recall } M=N\left(2+\sum_{1}^{L_{L}} r_{l}\right)\right] . }
\end{aligned}
$$

Let $\mathcal{B}(L, m)$ be the set of mappings $\phi: \mathbb{C}^{L} \rightarrow \delta^{\prime}\left(R^{4 m}\right)$ with the form

$$
\begin{equation*}
\phi(\lambda)\left(p_{1}, \cdots, p_{m}\right)=\delta\left(\sum_{i=1}^{m} p_{i}\right) J_{L}(\lambda) f\left(\lambda, p_{1}, \cdots, p_{m}\right) \tag{5.1}
\end{equation*}
$$

where
(a) $f \in C^{\infty}\left(R^{2 L+4 m}\right)$;
(b) $f$ is analytic in $\lambda$ for fixed $p$;
(c) if $D$ is a monomial in the $p$ derivatives and $K \subset \mathbb{C}^{L}$ a compact set, there are positive constants $C_{1}$ and $C_{2}$ such that

$$
\left|D f\left(\lambda, p_{1}, \cdots, p_{m}\right)\right| \leq C_{1}\left(1+\|p\|^{2}\right)^{C_{2}}
$$

uniformly for $\lambda \in K$.
For any integer $\nu$, define $\mathscr{M}_{v}: \mathscr{B}(L, m) \rightarrow \mathfrak{B}(L, m)$ by

$$
\begin{aligned}
{\left[\mathcal{M}_{v}(\phi)\right](\lambda)\left(p_{1}, \cdots\right.} & \left., p_{m}\right) \\
& =\delta\left(\sum_{1}^{m} p_{i}\right) J_{L}(\lambda) F_{v}\left(\lambda, p_{1}, \cdots, p_{m}\right)
\end{aligned}
$$

where $\phi$ is given by (5.1) and $F_{v}$ is the Taylor series of $f$ in $p$ about the origin up to order $v\left(M_{v}=0\right.$ if $v<0$ ).

Lemma 3: Let $\mathcal{F}$ be a generalized evaluator. Then $\mathcal{F}: \mathfrak{B}(L, m) \rightarrow \mathfrak{B}(L, m)$, and $\mathfrak{F}$ commutes with $\mathcal{M}_{\nu}$ on $\mathfrak{B}(L, m)$.

Proof: $\mathcal{F}$ is defined on an element $\phi \in \mathscr{B}(L, m)$ by $(\mathcal{F} \phi)(\psi)=\mathscr{F}[\phi(\psi)]$, for any $\psi \in S\left(R^{4 m}\right)$. We claim that, if $\phi$ has the form (5.1),

$$
\begin{equation*}
\mathfrak{F} \phi(p)=\delta\left(\sum_{1}^{m} p_{i}\right) \mathcal{F}[J(\boldsymbol{\lambda}) f(\boldsymbol{\lambda}, p)] \tag{5.2}
\end{equation*}
$$

Note first that the difference quotient defining a $p$ derivative of $f$ converges uniformly in $\lambda$ (on compact sets), so that property ( 3 ) of $\mathcal{F}$ implies that

$$
\mathscr{F}[J(\lambda) f(\boldsymbol{\lambda}, p)] \in C^{\infty}\left(R^{4 m}\right)
$$

Moreover, for $\boldsymbol{\lambda} \in K, f(\boldsymbol{\lambda}, p) \times\left(1+\|p\|^{2}\right)^{-\left(C_{2}+1\right)} \rightarrow 0$ as $\|p\| \rightarrow \infty$, so that (3) implies $\mathscr{F}[J(\boldsymbol{\lambda}) f(\boldsymbol{\lambda}, p)] \in$ $\mathcal{O}_{M}\left(R^{4 m}\right)$, that is, (5.2) is indeed in $\mathfrak{B}(L, m)$ (as a constant function of $\lambda$ ). Now

$$
\phi(\lambda)(\psi)=\int_{\Sigma p_{i=0}} \psi(p) J(\lambda) f(\lambda, p) d p
$$

and this integral may be approximated uniformly in compact subsets of $\mathbb{C}^{L}$ by Riemann sums. The linearity and continuity of $\mathfrak{F}$ then imply (5.2). The fact that $\mathcal{M}_{v}$ and $\mathscr{F}$ commute follows again from the uniformity of the limit defining a $p$ derivative.

The results of Sec. 2 imply that

$$
\mathcal{C}_{\lambda, \epsilon}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathcal{L}\right) \in \mathscr{B}(L, m)
$$

for any $\left\{V_{1}^{\prime}, \cdots, V_{m}^{\prime}\right\}$. Thus we may define
$\hat{\mathfrak{X}}_{\epsilon}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathrm{C}\right)$

$$
=\left\{\begin{array}{l}
1, \text { for } m=1  \tag{5.3}\\
0, \text { for } \operatorname{OPR} G\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right) \\
\mathscr{F} M \mathcal{G}_{\lambda, 6}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right), \quad \text { otherwise. }
\end{array}\right.
$$

Here $\mathscr{M}=\mathcal{M}_{\boldsymbol{v}\left(V_{V^{\prime}}, \cdots V_{m}{ }^{\prime}\right)}$.
Lemma $4: \hat{\mathfrak{X}}_{\epsilon}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{C}\right)$ as given by $(5.3)$ is a finite renormalization.

Proof: $\mathfrak{X}_{\epsilon}$ clearly has the correct form (4.2); property (4) guarantees that $\hat{\mathfrak{X}}_{\epsilon}$ depends only on the structure of the graph $G\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right)$. The existence of the $\epsilon \rightarrow 0+$ limit follows from the explicit form of $\mathcal{G}_{\lambda, \epsilon}$ given in (2.18).

Now we may define $\mathfrak{X}_{\lambda, \xi, \gamma}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{1}\right)$,

$$
\overline{\mathfrak{R}}_{\lambda, \xi, r}^{\prime}\left(V_{1}^{\prime} ; \cdots, V_{m}^{\prime \prime} ; \mathbb{C}\right)
$$

and $\int_{\lambda_{j}, r}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathcal{L}\right)$ by formulas $\left(4.3^{\prime}\right)-\left(4.5^{\prime}\right)$, using (5.3) as finite renormalization. We have already discussed the behavior of $\lim _{r \rightarrow 0+}\left\{\Omega_{\lambda, \epsilon, r}^{\prime}\right.$.

Lemma 5: Let $\Omega$ be as in Theorem 1. Then

$$
\begin{aligned}
& \mathfrak{X}_{\lambda, \epsilon}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right)=\lim _{r \rightarrow 0+} \mathfrak{X}_{\lambda, \epsilon, r}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{C}\right) \\
& \overline{\mathfrak{R}}_{\lambda, \epsilon}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{C}\right)=\lim _{r \rightarrow 0+} \overline{\mathfrak{R}}_{\lambda, \epsilon, r}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{C}\right)
\end{aligned}
$$

exist for $\lambda \in \Omega$ and may be analytically continued to $\mathbb{C}^{L}$; they are in $\mathfrak{B}(L, m)$.

Proof: Similar to Theorem 1. We note in particular that $\mathfrak{X}_{\lambda, \epsilon}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right)$ has the form

$$
\begin{equation*}
\delta\left(\sum_{i}^{m} p_{j}^{\prime}\right) \sum_{|i|<v\left(V_{1^{\prime}}^{\prime} \cdots V_{m^{\prime}}\right)} f_{(i)}(\lambda, \epsilon) p^{\prime(i)}, \tag{5.4}
\end{equation*}
$$

where $(i)$ is a multi-index,
and $f_{(i)}(\lambda, \epsilon) \in \cdot \mathcal{t}_{L}$.

$$
p^{\prime(i)}=\prod_{j=1}^{m} \prod_{\mu=0}^{4} p_{j_{\mu}}^{\prime i_{j}}
$$

Theorem 3: Let $\mathcal{R}_{\lambda, \epsilon, r}^{\prime}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)$ be defined using (5.3) as finite renormalization. Then
$\mathscr{F} \mathcal{C}_{\lambda, \epsilon}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)=\lim _{r \rightarrow 0+} \mathcal{R}_{1, \cdots, 1, \epsilon, r}^{\prime}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)$.
We remark that Hepp has shown that the $\epsilon \rightarrow 0$ limit of the right-hand side of (5.5) exists. This justifies our definition (3.2) of $\mathfrak{C}\left(V_{1}, \cdots, V_{n} ; \mathfrak{f}\right)$, and the $\epsilon \rightarrow 0$ limit of (5.5) is just the equality of the two definitions of the renormalized amplitudes.

Proof: We first show that, for $m^{\prime}>1$,

$$
\begin{equation*}
\mathfrak{F} \mathscr{X}_{\lambda, \ell}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m^{\prime}}^{\prime} ; \mathbb{£}\right)=0 . \tag{5.6}
\end{equation*}
$$

The statement is, of course, true (vacuously) for $m^{\prime}=1$; we assume it for all $1 \leq m^{\prime}<m$, and consider an OPI graph $G\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; £\right)$.

From (4.3C'),

$$
\begin{align*}
& \mathfrak{X}_{\lambda, \varepsilon, \mathrm{r}}^{\prime}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right) \\
& =-\left\{\begin{aligned}
\sum_{P}^{\prime} & \left.\prod_{j=1}^{k(P)} \mathfrak{X}_{\lambda, \epsilon, r}^{\prime}\left(V_{i 1}^{P}, \cdots, V_{j r(j)}^{P} ; \mathfrak{L}\right) \prod_{\text {conn }} \Delta^{i}\right\} \\
& +\hat{\mathfrak{X}}_{\epsilon}\left(V_{1}^{\prime}, \cdots, V_{m}^{\prime} ; \mathfrak{L}\right) .
\end{aligned}\right.
\end{align*}
$$

Consider a term from $\sum_{P}^{\prime}$ in (5.7) in which $r(j)>1$ for some $j$, say $j=1$ [note $k(P) \geq 2$, so we must have $r(j)<m$ ]. From (5.4) this has the form in $p$ space

$$
\begin{equation*}
W_{p}(\boldsymbol{\lambda}, \epsilon, r)=\sum_{(i)} f_{(i)}(\boldsymbol{\lambda}, \epsilon, r)\left\{\left(\delta\left(\sum p\right) p^{(i)}\right) * V\right\} \tag{5.8}
\end{equation*}
$$

where $V$ is the Fourier transform of

$$
\prod_{j=2}^{k(P)} \mathbb{X}_{\lambda, \epsilon, r}^{\prime}\left(V_{j 1}^{P}, \cdots\right) \prod_{\operatorname{conn}} \Delta^{l}
$$

For $\lambda \in \Omega$, we can let $r \rightarrow 0+$ in (5.8). The bracketed
term converges to an element in $\mathcal{B}(L, m)$, and $f_{(i)}(\lambda, \epsilon, r)$ converges to $f_{(i)}(\lambda, \epsilon) \in \mathcal{A}_{L}$. Actually, however, $f_{(i)}(\boldsymbol{\lambda}, \epsilon)$ depends only on those $\lambda_{l}$ such that lth line joins two vertices of $\left\{V_{11}^{P}, \cdots, V_{1 r(1)}^{P}\right\}$, while the bracket in (5.8) depends on those $\lambda_{l}$ such that the $l$ th line has at least one end point outside this set. Thus property (6) of $\mathcal{F}$ implies

$$
\tilde{F}\left[\lim _{r \rightarrow 0+} W_{P}\right]=\sum_{(i)}\left[\mathcal{F} f_{(i)}(\lambda, \epsilon)\right]\left[\mathscr{F} \lim _{r \rightarrow 0}\{ \}\right]
$$

But by the induction assumption

$$
\mathscr{F} \mathfrak{X}_{\lambda, 6}^{\prime}\left(V_{11}^{P}, \cdots, V_{1 r(1)}^{P} ; \mathfrak{L}\right)=0
$$

so that $\mathscr{F} f_{(i)}(\lambda, \epsilon)=0$ and hence

$$
\begin{equation*}
\mathcal{F}\left[\lim _{r \rightarrow 0+} W_{P}(\lambda, \epsilon, r)\right]=0 \tag{5.9}
\end{equation*}
$$

Now, using Lemma 3,
$\tilde{F}_{\mathfrak{F}}^{\lambda, \epsilon} \prime \prime\left(V_{1}, \cdots, V_{m} ; \mathfrak{L}\right)$

$$
\begin{equation*}
=-M \mathcal{F}\left(\sum_{P}^{\prime}\left[\lim _{r \rightarrow 0+} W_{P}\right]\right)+\hat{\mathfrak{X}}_{\epsilon}\left(V_{1}, \cdots, V_{m} ; \mathfrak{L}\right) \tag{5.10}
\end{equation*}
$$

since property (2) of $\mathfrak{F}$ implies $\mathscr{F}^{2}=\mathfrak{F}$. But by (5.9), all terms of $\sum_{P}^{\prime}$ in (5.10) vanish except for that partition in which $r(j)=1$ for all $j$. However, this term is exactly cancelled by $\hat{\mathfrak{X}}_{\epsilon}\left(V_{1}, \cdots, V_{m} ; \mathfrak{L}\right)$; this proves (5.6).

Equation (4.5'), defining $\mathcal{R}^{\prime}$, may be written
$\mathcal{R}_{\lambda, \varepsilon, r}^{\prime}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)$
$=\prod_{\mathfrak{G}} \Delta_{\lambda_{i, 6}, r}^{l}+\sum_{P}^{\prime \prime} \prod_{j=1}^{k(P)} \mathfrak{X}_{\lambda, \epsilon, r}^{\prime}\left(V_{j 1}^{P}, \cdots, V_{j r(j)}^{P} ; \mathfrak{C}\right) \prod_{c o n n} \Delta^{l}$,
where $\sum_{P}^{\prime \prime}$ is over all partitions of $\left\{V_{1}, \cdots, V_{n}\right\}$ with $1 \leq k(P)<n$. For $\lambda \in \Omega$, we let $r \rightarrow 0+$ in (5.11) and then apply $\mathcal{F}$ to both sides. Equation (5.6) and another use of property (6) show that $\mathcal{F}$ annihilates the second term on the right-hand side. But the first term on this side is just $\mathcal{G}_{\lambda, 5}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)$, so that (5.11) becomes

$$
\mathfrak{F} \mathcal{R}_{\lambda, \epsilon}^{\prime}\left(V_{1}, \cdots, V_{n} ; \mathfrak{C}\right)=\mathscr{F} \mathcal{C}_{\lambda, \epsilon}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)
$$

Theorem 2 and property (2) of $\mathcal{F}$ show that

$$
\mathscr{F} \mathcal{R}_{\lambda, \epsilon}^{\prime}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)=\mathcal{R}_{1, \cdots, 1, \epsilon}^{\prime}\left(V_{1}, \cdots, V_{n} ; \mathfrak{L}\right)
$$

this completes the proof of the theorem.
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