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Preface 

Solving concrete problems an investigator enriches 

himself, and in this way he discovers new methods 

and extends his mental outlook. He who searches 

new methods without any specific problem in mind 

just wastes time for nothing. 

- D. Hilbert 

As far back as D. Bernoulli, Euler, Laplace, d'Alembert, Fourier, Lame, Rie­
mann, Liouville, and many other scientists, the symmetry properties of differ­
ential equations (DEs) were used, although implicitly, for finding their exact 
solutions. But the mathematical foundations of the theory of the symmetry 
of DEs were developed only at the end of the last century by the eminent 
Norwegian mathematician Sophus Lie. He was the first to successfully apply 
this theory-the theory of continuous (Lie) groups-to specific equations. 

In recent decades Lie's ideas and methods have become widespread. It is im­
possible to overestimate the importance of Lie's contribution to modern science 
and mathematics. At present there are many articles and several monographs 
devoted to the application and development of Lie's methods. To give a com­
plete bibliography on the subject is impossible. Suffice it to say that more 
than half of the articles of such popular science journal as "Journal of Mathe­
matical Physics" deal with group (algebraic) investigations which we shall call 
symmetry analysis. The applications of Lie's theory include such diverse fields 
as algebraic topology, differential geometry, invariant theory, bifurcation the­
ory, special functions, numerical analysis, control theory, classical mechanics, 
quantum mechanics, relativity, continuum mechanics, and so on. 

This book is devoted to the development and diverse applications of Lie's 
theory. The main object of investigation is multidimensional systems of non­
linear partial differential equations (PDEs) of hyperbolic and parabolic types 
which admit the Poincare group, the Schrodinger group, and some other impor­
tant groups. A key question considered is the construction of exact solutions of 
nonlinear systems of PDEs by means of symmetry reduction. For this purpose 
we use the theory of Lie groups and Lie algebras, the theory of representations, 
subalgebraic structure of Lie algebras, special ansatze, and so on. The table of 
contents indicates the equations studied. The especially important role played 

xiii 



xiv Preface 

by spin or (spin s = 1/2) field equations is emphasized because their solutions 
can be used for constructing solutions of other field equations insofar as fields 
with any spin may be constructed from spin s = 1/2 fields. A brief account of 
the main ideas of the book is presented in the Introduction. 

The book is largely based on the authors' works [55-109, 176-189, 13-16, 
7*-14*,23*, 24*] carried out in the Institute of Mathematics, Academy of 
Sciences of the Ukraine. References to other sources is not intended to imply 
completeness. As a rule, only those works used directly are cited. 

The authors wish to express their gratitude to Academician Yu.A. Mitropoi­
sky, and to Academician of Academy of Sciences of the Ukraine O.S. Parasyuk, 
for basic support and stimulation over the course of many years; to our cowork­
ers in the Department of Applied Studies, LA. Egorchenko, R.Z. Zhdanov, 
A.G. Nikitin, LV. Revenko, V.L Lagno, and I.M. Tsifra for assistance with the 
manuscript. 

Ukraine, Kiev, October 1988 The Authors 



Preface to the English Edition 

For the English edition of our book Symmetry Analysis and Exact Solutions 
of Nonlinear Equations of Mathematical Physics, published in Russian in Kiev 
(Ukraine) in 1989 we have specially prepared some new paragraphs which 
naturally supplement and extend the basis text. The new paragraphs deal 
with solutions of the Navier-Stokes equations, the Fokker-Planck equations, 
conditional and approximate symmetry, nonlocal Galilei invariance of Maxwell 
equations, dual Poincare invariance and connection between Dirac and Maxwell 
equations, solutions of the Schrodinger equation invariant under the Lorentz 
algebra and some other topics. This, we hope, makes the text more interesting 
and useful. 

Nowadays there arise new effective and constructive methods of mathem­
natical description and analysis of nonlinear processes. The collection of these 
methods can be considered as new scientific direction-nonlinear mathemati­
cal physics (NMP). The main distinguishing feature of NMP is nonfulfillment 
of classical superposition principle. This means that the majority of meth­
ods of linear mathematical physics are useless in NMP. Of course, sources of 
NMP can be discerned in works of classics from Bernoulli, Euler, and especially 
from Sophus Lie and Poincare, yet only at the end of the 20th century NMP 
has become a separate, wide and diversified scientific branch with its specific 
problems and methods. 

We are glad that on professor Michiel Hazewinkel's initiative our book is 
published by Kluwer. We would like to take this opportunity to thank him 
for his interest in our work. This book should be considered as a natural 
continuation and further development and application of the ideas and meth­
ods of our first book Symmetries of Maxwell's Equations (W.I.Fushchich and 
A.G.Nikitin, D.Reidel, 1987) to nonlinear equations of mathematical and the­
oretical physics. In this series of books on symmetry and its applications in 
mathematical physics, we have three other books written in Russian, which 
have been or are yet to be published: Symmetry of Quantum Mechanics 
Equations (W.I.Fushchich and A.G.Nikitin, Moscow: Nauka, 1990), Subgroup 
Analysis of the Galilei and Poincare Groups and Reduction of Nonlinear Equa­
tions (W.I.Fushchich, L.F .Barannik and A.F .Barannik, Kiev: Naukova Dumka, 
1991), Nonlinear Spin or Equations: Symmetry and Exact Solutions (W.I.Fush­
chich and R.Z.Zhdanzov, Kiev: Naukova Dumka, 1992). 

xv 



Introduction 

Since the time of Newton the search for exact solutions of differential equations 
describing genuine physical phenomena has been the most important issue in 
the mathematical description of nature. During the past 300 and more years 
a great number of effective and elegant methods for solving DEs have been 
developed: the method of special substitutions, the method of separation of 
variables, the Poisson method, the method of Fourier series expansion, the 
saddle point method, the method of the inverse scattering transform, and so 
on. If one looks at these methods from the point of view of group theory, then 
one sees that they are essentially based on symmetry, and effectively solve 
those problems which actually possess explicit or implicit symmetry. 

Sophus Lie advanced many fundamental ideas and worked out basic meth­
ods for studying group properties of DEs. He also obtained many concrete 
results of great importance in applied mathmatics. In particular he was the 
first to establish the maximal group of point (local) transformations admitted 
by the one-dimensional heat equation, and discovered the so-called projective 
representation of the Galilei group. These results were rediscovered only re­
cently. The well-known Noether theorem on conserved laws is based on Lie's 
theory of continuous groups. Nowadays, in connection with the modern devel­
opment of mathematical and theoretical physics, numerous results of Lie are 
being recognized and rediscovered, and we are witnessing the triumph of Lie 
theory throughout all of the mathematically based sciences. 

A crucial point in the recognition of Lie theory is the fact, established for 
the first time by Poincare in 1905, that the Lorentz transformations, which 
leave Maxwell's equations invariant, form a Lie group. In 1909 Bateman [25] 
and Cunningham [43] established that Maxwell's equations are invariant with 
respect to the conformal group which includes the Lorentz group as a sub­
group. Bateman utilized the symmetry of the linear wave equation to con­
struct its solutions. Later on such solutions were called functionally invariant 
(V.1. Smirnov and S.L. Sobolev, 1932). Some important ideas on searching for 
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xviii Introduction 

exact solutions of PDEs were suggested by H. Birkhoff [29J. A great number 
of exact solutions of two-dimensional nonlinear PDEs are given in books of 
Forsyth [54J and Ames [7J. In Kiev, Lie's methods were developed by V.P. 
Ermakov (1890-1900), G.V. Pfeifer (1920-1935), and M.K. Kurensky (1930). 

In the post-war era of the USSR the first papers on the symmetry of PDEs 
were published by L.V. Ovsyannikov (1958) (see [161]) and by V.G. Kostenko 
(1959) [135J. The modern treatment of Lie's theory is given in monographs 
[27, 123, 124, 159, 161, 162J. 

It should be noted that Poincare was the first to suggest using the group 
theory approach for the construction and analysis of a physical theory. To­
day, symmetry principles are guiding principles in theoretical and mathemat­
ical physics. They are often used as selection rules, allowing one to choose 
from a set of mathematically permissible models (equations) those which pos­
sess the desirable properties. Sometimes such symmetry selection leads to a 
unique equation. For example, among the set of linear systems of PDEs for 
the two vector functions E(x) and H(x) there is only one system that is in­
variant under the Poincare group P(1,3) (P(1,3) is the ten-parameter group 
that includes the Lorentz transformations and spacetime translations, which 
at Wigner's suggestion was named in honor of Poincare), namely Maxwell's 
equations [82J. Analogous properties have been found for many of the basic 
linear and nonlinear PDEs of theoretical and mathematical physics [66J. It 
should be noted that some nonlinear PDEs have much wider symmetry than 
any linear ones. For example, equations such as the Monge-Ampere equation, 
and the Hamilton-Jacobi and relativistic Hamilton (eikonal) equations, admit 
such wide groups of transformations which do not admit (and cannot admit in 
principle) any linear PDE. 

From a mathematical point of view it is important to know the maximal (in 
a certain sense) group of invariance of a given PDE. Of special value is infor­
mation that provides knowledge of nonlinear invariance transformations that 
allow the construction of highly nontrivial formulae for generating solutions 
which yield new families of solutions starting from a known and often trivial 
solution. Evidently the first result that should be considered important in this 
context is the discovery of the conformal invariance of Maxwell's equations 
made by Bateman [25J and Cunningham [43J in 1909. 

In [57J it was noted that the Lie approach is highly restricted. The fact 
is that it falls far short of providing the possibility of finding all symmetries 
which a system of DEs possesses in as much as Lie symmetry generators, 
which are always differential operators of first order, are far from being the 
only symmetry generators. Using the non-Lie approach recently developed 
[55, 57-61]' new invariance algebras (lAs) of Maxwell's equations, the Dirac 
equation, and many other relativistic as well as nonrelativistic PDEs have 
been obtained. The basis elements of such lAs are differential operators of any 
order and even integrodifferential ones. A largely complete review of non-Lie 
symmetries obtained within the framework of the non-Lie approach is given in 
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reference [82]. We often use the term "non-Lie symmetry," introduced in [61, 
63,64]' in order to emphasize that this symmetry cannot be obtained within 
the framework of classical Lie's method. 

Investigation of symmetry and the construction of exact solutions of nonlin­
ear PDEs is the major but not the only task of the present book. In the 5th 
chapter we consider some related questions. 

For studying local (point) symmetry of PDEs we use Lie's algorithm 
[161,159]. But in many cases, especially for multicomponent systems of PDEs, 
the direct application of the standard Lie algorithm is conjugated with rather 
cumbersome calculations. To simplify these cases we shall do the following. 
Consider an arbitrary nonlinear system of PDEs written in the following sym­
bolic form: 

L(x,'¢(x)) =0, (1) 

where '¢ is a multicomponent function with components '¢ = {'¢1, ... , '¢m}, 
and x E Rn. In the Lie approach the infinitesimal operators (IFOs) of the 
invariance algebra (IA) of Equation (1) are sought in the form 

JL = 0,n-1 

k=l,m 

where functions {Ii- and ",k are determined from the invariance condition 

JfL I = 0, 
L=O 

(2) 

(3) 

X is the 8th prolongation of the operator (2) which is defined according to the 
s 
Lie formulae [159, 161]: 

(4) 

rk = D rk _ .I,k D tV 
1,11 ... 1,18 Vs £11 ... 1,18_1 0/""Vl ..• lIs_1 vs~, 
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//,1/1, ... ,//s = 0, n - 1; s is the order of the PDE in question; D" is the total 
derivative operator, 

D a .I,k a .I,k a 
" = ax" + '1'" o'lj;k + 'l'VVl a7j;~l + ... ; (5) 

k o27j;k 
7j;""l = ax" OX"l ' and so on. 

Invariance condition (3) results in a linear system of PDEs, the so-called 
defining equations, the general solution of which determines the maximal in 
the Lie sense IA. 

If we deal with a linear system of PDEs 

L( x, o)7j;( x) = 0, (6) 

where L is a linear operator, we can essentially simplify the above algorithm. 
Since the space of solutions of any linear equation is also linear, then the 
symmetry operators as well as the invariance transformations may also be 
only linear in 7j;. So we can write the general form of the Lie IFOs in this case 
as 

Q = e'(X)OIl + 1J(x), (7) 

where all == !:J a ,and 1J(x) is an m xm matrix. Note that operator (7) operates 
uxll 

in the linear space {7j;(x)} of solutions of Equation (6) while its counterpart of 
the form (2) 

(8) 

operates on the manifold {(x,7j;)}. There is a further point to be made 
here. According to the Lie algorithm, dependent and independent variables 
enter IFOs (2) equally and this circumstance deprives us of the possibility of 
effectively using the operator (matrix) calculus within the framework of the 
standard Lie algorithm. 

It should also be noted that the most general form of IFOs generating linear 
transformations is 

) k a x = e'(X)OIl - (1J(x)7j; + jj(x) 07j;k (8') 

where jj(x) is an m-component function. In the case of linear PDEs (6) 
jj(x) is just an arbitrary solution of the equation. Evidently all the essential 
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information on point symmetry of the system (6) is contained in operators of 
the form (7) or (8). 

By means of operator (7) the invariance condition of the system (6) can be 
written as 

LQ7/J(x) I = 0. 
L"'(x)=O 

(9) 

It clearly means that operator Q transforms solutions of the system to other 
solutions, that is, its action on the set of solutions does not go out of this set. 
The condition (9) can be rewritten equivalently as 

[L, Q]~) == (LQ - QL)7/J = 0, (10) 

or 
[L, Q] = >..(x)L, (11) 

where >..(x) is a certain m x m matrix. (Generalization of conditions (9)-(11); 
see Paragraphs 5.3, 5.7.) The general solution of the Equation (11) leads to 
the maximal (in sense of Lie) IA of the Equation (6). As one can see, using 
the algorithm based on Equation (11) is much simpler than using that of Lie 
based on Equations (2), (3). 

Now consider the system of nonlinear PDEs 

L(x,8)7/J(x) + F(x,7/J) = 0, (12) 

where F(x, 7/J) is a smooth m-component function depending on x and 7/J. If 
relation (11) still holds for the IFOs (7) and the linear operator L of Equation 
(12), and, in addition, the following equality is fulfilled (see paragraph 5.5) 

8F .8F 
~IL(X) 8XIL - (Tf7/J)k 8~}k + (>..(x) + Tf(x))F = 0, (13) 

then our nonlinear system (12) is invariant under the IFO (7). The general 
solutions of Equations (11) and (13) determine the maximal IA of the system 
(12) in the class of operators (7). It will be noted that, generally speaking, 
the maximal, in the Lie sense, IA of the nonlinear PDEs (12) is apparently 
determined by IFOs of the form (8') (for an example, see system (2.8.35)). 

The greater part of the present book is devoted to the construction of exact 
solutions of nonlinear systems of PDEs. The method we are using is explained 
in Paragraphs 1.4 and 2.1. It is based on the representation of a solution in 
a special form called ansatz, which is defined as a rule by means of symmetry 
operators. The generalization of this method is given in Paragraph 5.7, where 
the concept of conditional invariance is introduced. 
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So, if an equation (linear or nonlinear) admits an IFO of the type (7), then 
its solutions can be sought in the form [63] 

1/J(x) = A(x)~(x), (14) 

where the m x m matrix A(x) and new variables w = w(x) are determined 
from the equations [95] 

QA(x) ;::::: (e£(x)a~ + 1J(x))A(x) = 0 

{~(x)a~w(x) = o. 
(15) 

The ansatz (14) reduces the initial system of PDEs to a system of PDEs with 
a smaller number of independent variables for the function ~(w). The idea 
of using the symmetry of equations in searching for their solutions goes back 
to Lie, and in the past 30 years was considerably advanced by H. Birkhoff 
[29], Ovsyannikov [161, 162], Ibragimov [123, 124] and others [7, 10, 11, 27, 
159). Numerous important results have been obtained by Winternitz with 
collaborators [114, 25*, 38*, 39*, 85*). 

Symmetry transformations can be used to construct new solutions from 
known solutions. In particular, if the transformations 

x~ ~ x~ = f~(x, 0), 
1/J( x) ~ 1/J' (x') = R( x, 0)1/J( x) 

(16) 

(R(x,O) is a certain nonsingular matrix, 0 are group parameters) leave a given 
PDE invariant, then the function 

(17) 

will be a solution of the equation as soon as 1/JI(X) is a solution of the equation. 
Expressions like (17) shall be called formulae of generating solutions [95). It 
is appropriate to note that in connection with the operation of generating 
solutions the concept of G-ungenerative solutions naturally arises [65). So, 
a family of solutions is called G-ungenerative if it is transformed into itself 
when it is subjected to the above-described group multiplication by means of 
all transformations of the group G. In this case the action of the operation 
of generating solutions is reduced to transformations of group parameters. 
(For more details see Paragraphs 2.3 and 4.1. Nonlocal transformations are 
considered in Paragraph 5.3.) 

In discussing exact solutions of DEs one cannot fail to note two more methods 
which have been intensively developed recently, namely the method of separa­
tion of variables [11, 153) and the method of the inverse scattering transform 
(1, 154, 210]. The basic idea of monograph [1531 is that the systems of coor­
dinates which admit separation of variables for linear second-order PDEs can 
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be described by means of sets of second-order differential operators Q(2). So­
lutions with separable variables are just eigenfunctions of operators Q(2) and 
the constant of separation k2 is the corresponding eigenvalue, that is 

(18) 

Comparing this relation with the conditions in (15), one easily sees that it is 
very similar to that of (15). Indeed, (18) can be rewritten as 

(19) 

and therefore the solutions in (14) and solutions with separable variables 1/Jk are 
invariant functions of the symmetry operators (7) and (19), respectively. Now 
it is clear why the method of separation of variables in its standard formulation 
is inapplicable to nonlinear PDEs. The point is that, firstly, nonlinear PDEs 
do not admit, as a rule, the unit operator I, and secondly, they may not be 
invariant under the second-order differential operators even though the latter 
belong to the enveloping algebra of the first-order symmetry operators. 

It seems to us that the most natural way of describing separation of variables 
can be made in the framework of conditional invariance which is considered in 
Paragraph 5.7. For example, the classical variants of separation of variables, 
multiplicative and additive 

1/J(x, t) = ¢>(x)X(t), 1/J(x, t) = ¢>(x) + X(t) 

can be represented in the form of additional differential equations 

which may be added to the original equation. Similar ideas were discussed in 
[160]. 

The term and concept conditional symmetry (or conditional invariance) was 
suggested by one of us [67, 82, 7*, 59*] and represents by itself a natural 
generalization of classical Lie concept on invariance of differential equations. In 
general terms, the idea of this generalization consists in joining some additional 
equation(s) 

(20) 

to the equation in question (1). Equation (20) is constructed so as to enlarge 
or just to change the symmetry of the basic Equation (1). For example, the 
maximal invariance algebra, in the Lie sense, of Maxwell equations without 
additional conditions div E = div H = 0 is the 10-dimensional Lie algebra 
which does not contain generators of Lorentz and conformal transformations 
[82, §42]. And only the full system of Maxwell equations, which is overde­
termined, possesses the 17-dimensional invariance algebra which includes the 
Poincare and conformal algebras. 
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Another example of additional condition (20) is the equation [7*, 59*] 

[aILV(x, u, 1f)J!-,v + bIL(x, u, 1t)P!-, + elL (x, u, 1t)KIL + (21) 

+ rex, u, u)D]u = F(x, u, u), 
1 1 

where aILII , bIL , elL, r, F are smooth functions of x E R(l,n), u, u = {au/axIL}; 
1 

JILII , PIL , K IL , D are basis elements of the conformal algebra (see §2.3). The 
particular case when elements of Equation (21) are arbitrary constants, so­
lutions of Equation (1), satisfying (21), may coincide with those obtained by 
Lie's method. Symmetry of Equation (1) under the additional condition (21) 
we called conditional symmetry [82, 7*, 59*]. Numerous results on the study of 
conditional symmetry of nonlinear equations of mathematical physics are con­
tained in [44*, 45*, 56*-60*,82*,83*,90*-110*] where, in particular, non-Lie 
ansatze are constructed which reduce PDEs to ODEs. 

The simplest example of an additional condition for nonlinear wave equation 

Du = F(u) (22) 

is the equation 

au au _ {±1, 
axIL ax - o. IL 

(23) 

Equation (23) is a particular case of Equation (21). Indeed, letting aIL!' = 0, 
elL = r = 0, F = {O, ±1}, blL = au/axIL in (21) we get (23). Equation (23) has 
an important property: it possesses a wider symmetry than Equation (22), 
which is why it can be used effectively to define new (non-Lie) ansatze for 
Equation (22). The general solution of system (22), (23) is obtained in [60*, 
130*] (See Appendix 6). 

Let us briefly note the method of the inverse scattering transform. In spite 
of numerous important results obtained within the framework of this method, it 
remains as yet applicable mainly to one-dimensional nonlinear PDEs of special 
form. The generalization to multidimensional cases faces difficulties which, 
unfortunately, have not yet been overcome. 

In conclusion let us make one final remark. In many cases we give symmetry 
IFOs multiplied by i. This is done to make the operators Hermitian. But, 
since the independent variables considered are always real, all calculations 
should be done with real coordinates ~!-' and TJ. This is especially important 
for nonlinear PDEs. 



Chapter 1 

Poincare-Invariant Nonlinear 
Scalar Equations 

In the present chapter we describe the first- and second-order n-dimensional 
nonlinear PDEs which are invariant under the groups P(1,n-1), P(1,n). We 
investigate local and tangent symmetry of the relativistic Hamilton equation, 
of the nonlinear d' Alem bert equation, of the Euler-Lagrange-Born-Infeld equa­
tion, the Monge-Ampere equation, and some other PDEs. For this purpose the 
Lie method has been used with the exception of Sec. 1.3, where the symmetry 
of the polywave equation is investigated by the operator method expounded 
in Sec. 5.5. 

Sec. 1.4 is devoted to the description of the method of the construction of 
exact solutions for nonlinear PDEs, which is applied further to the above­
mentioned equations and in the following chapters to systems of nonlinear 
PDEs. 

1.1. Nonlinear n-dimensional wave equations invariant under the groups 
P(1,n-1), P(1,n) 

1. Let us solve the following problem: to describe all nonlinear equations of 
the form 

L(x, u(x» == Du + F(x, u) = 0, (1.1.1) 

where F(x, u) is some smooth function of x and u, invariant under the extended 
Poincare group which is generated by the operators 

o 0 
Po = 00 == oXo' Pa = -oa == -a;:' a = 1,n -1; 

J/LV = x/LPv - XVP/L; IL,1/ = 0, n - 1; 
(1.1.2) 

(1.1.3) 

1 
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(1](lt) is an arbitrary differentiable function) which satisfy the commutation 
relations 

[PJL , Pv] = 0, [Per, JJLv] = 9erJLPv - 9erv PJL' 

[JJLV' JPer] = 9vp JJLer + 9JLer Jvp - 9JLp Jver + 9verJJLP' (1.1.4) 

[PJL , D] = PI" [JJLV, D] = 0. 

Theorem 1.1.1. [88] Equation (1.1.1) is invariant under the group P(1, n - 1) 
iff 

F(x,u) = Auk, k =1-1 (1.1.5) 

or 

F(x, u) = Ale).2u, A2 =I- ° (1.1.6) 

(A, AI, A2, k are arbitrary constants). 

Proof. The necessary and sufficient condition of the invariance of Equation 
(1.1.1) under the group G according to S.Lie [161] is the condition (3). To write 
it explicitly it is necessary to construct, via formulae (4) and (5), the second 
prolongation of infinitesimal operators (IFOs) (2). For the scalar equation the 
twice-prolonged operator has the form 

f = ~I'(x, u)oJL + 1](x, u)ou + TJLOu,. + TJLvOu"v' 

TI' = 1]1' + uJL1]u - nv~~ - uI'Uv~~, 

Tl'v = 1]JLV + uJL1]vu + u v1]I'U + ul'uv1]uu + ul'v1]u-

- UJLC7~~ - UV(T~~ - UIL(TUV~: - UV(TuJ.L(~ - uJLvU(T~~-

- ner~;v - UJL1ter~~u - UvUer~;u - ltl'uvner~~u' 

_ OU 021£ _ 01] (1 _ o~er 
where ul' = -0 ,u/-w = , 1]v = -, ~v = -, and so on. 

xJL oXJLOXV oXv oXv 

(1.1.7) 

If we take as IFOs the linear combination of the operators (1.1.2), (1.1.3), 
i.e., 

o 0 
X = (GJLvXV + dXJL + aJL)-o + d .1](n)-o ' 

xJL U 

where GJLV = -GVJL ' d, aJL are arbitrary constants; then from the invariance 
condition (3) we shall get the defining equations for the functions 1](n) and 
F(x,u) 

1]uu = 0, oJLF(x, n) = 0, 
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the general solution of which has the form 17( u) = au + b, where a and bare 
arbitrary constants, 

F(x u) - , r" { A(au + b)(a-2)/a a ...J. ° 2 
, - Alexp{-iu}, b=l=0. 

(1.1.8) 

Thus, in the class of Equations (1.1.1) there are only two essentially different 
equations that are invariant under the group P(1, n - 1) which correspond to 
the nonlinearities (1.1.5), (1.1.6) 

Du + Auk = 0, k =1= 1, (1.1.9) 

and 

(1.1.10) 

!3emark 1.1.1. By using S.Lie's method it is easy to show that the group 
P(I,n-l), n > 2 is the maximal invariance group of Equations (1.1.9), 
(1.1.10). The basis IFOs of the corresponding Lie algebra have the form (1.1.2), 
(1.1.3), 17(U) having the form (k~21)U for Equation (1.1.9) and 17(U) = -2 for 
Equation (1.l.l0). 

The muitiparameter families of exact solutions of Equations (1.1.9), (1.1.10) 
are constructed in §§1.5, 1.6. 

2. Studying group properties of the relativistic Hamilton equation 

ou ou 
U uP- == ---- = 1 

P- oxP- ox P- ' 
J1, =0,3, (1.1.11) 

we discovered [92J that its invariance group is much wider than P(1,3) and 
in particular contains the P(I,4) group (for more details on the symmetry 
of (1.1.11) see §1.2) the action of which is defined in 5-dimensional Poincare­
Minkowsky space R(I,4) with coordinates x = (XO,Xt,X2,X3,X4 == u). In this 
connection it is natural to consider the problem of describing n-dimensional 
first- and second-order PDEs 

L 1(x,u,u) =0, 
1 

L 2 (x, u, u, u) = 0, 
1 2 

(1.1.12) 

(1.1.13) 

which are invariant under the group P(1, n). The solution of this problem gives 
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Theorem 1.1.2. [86] Equation (1.1.12) is invariant under the Lie algebra 
AP(1, n) whose basis elements are given by the operators (1.1.2), (1.1.14) 

Pn = -au, .Inl-' = XnPI-' - XI-'Pn ; /1 = 0, n - 1, 

D = xopo" a = O,n, (xn == 1t), 
(1.1.14) 

iff it has the form (1.1.11). 

Proof. Let us use Lie's algorithm. The invariance condition in this case takes 
the form 

where f,0 = cof3Xf3 +do, (f,n = 77), caf3 = -cf3a , and IV are constructed via 
formulas (1.1.7). From (1.1.15) we get the defining equations 

( aLl _ 1t n aLl) I = ° 
anI-' I-' vanv L , =O ' 

whose general solution is the function Ll = uVuv -1. Thus in the class of PDEs 
defined by (1.1.12) there exists only one equation, namely the n-dimensional 
relativistic Hamilton equation, which is invariant under the group P(I, n). The 
theorem is proved. 

Theorem 1.1.3. The two-dimensional Equation (1.1.13) is invariant under 
the algebra AP(1, 2) if it has the form 

Ad(1 - 1tvnV)Ou + n/-'nv 1t/-'v] + A2 [(1 - u v 1tV )det (u/-,v )]1/2 = 0, (1.1.16) 

where AI, A2 are arbitrary constants, /1, II = 0, 1. 

Proof. Necessity. From the invariance condition 

where .?fis defined in (1.1.7), f,A = cABXB +dA, cAB = _cBA , A,B = O,n 
we get the following system of equations: 



Section 2 5 

We managed to find the general solution of this system when n = 2; it has the 
form (1.1.16). 

Sufficiency. One can make sure by verification that Equation (1.1.16) is invari­
ant under the algebra AP(1,2). 

From (1.1.16) we can single out three different equations that are invariant 
under the group P(1, 2): the Euler-Lagrange-Born-Infeld (ELEI) equation 

(1.1.17) 

the Monge-Ampere (MA) equation 

(1.1.18) 

and the eikonal equation (1.1.11). 
When n ~ 2 the following statement holds true. 

Theorem 1.1.4. [86] The equation 

where It, II = 0, n - 1 is invariant under the group P(l, n). 
The proof is earried out by direct verification. When n = 2, Equation 

(1.1.19) coincides with (1.1.16). Using Lie's method we can show that P(1,n) 
is the maximal symmetry group of Equation (1.1.19) [86]. 

1.2. The point and tangellt symmetry of the relativistic Hamilton equation 

1. The relativistic analoque of the classical Hamilton equation is the equation 

(1.2.1) 
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In the preceeding paragraph we had shown that Equation (1.2.1) is invariant 
under the group P(1, 4) :::> P(1, 3) . It so happens that the point symmetry of 
Equation (1.2.1) is much wider than P(1,4). 

Theorem 1.2.1. [92] The maximal local invariance group of Equation (1.2.1) 
is 21-parameter conformal group C(l ,4). The basis elements of the correspond­
ing Lie algebra AC(1,4) have the form 

a 
00: = -:;--, Jo:{J = xo:o{J - X{JOa, D = Xaoa, 

uXa 

(1.2.2) 

X(4) = -X4 == U, xa = ga{Jx{J, ga{J = ga{J = (1, -1, -1, -1, -1) Oo:{J 

(here and below the indices IL, v range over 0,1,2,3 and the indices Q, {3, p, (F 

range over 0,1,2,3,4) and satisfy the commutation relations 

[00:,0{J] = 0, [00:, J{Jp] = go:{Jop - gapo{J, 

[la{J, Jpu ] = gauJ{Jp + g{JpJau - gapJpu - g{JuJap, 

[Oa, D] = oa, [la{J, D] = 0, (1.2.3) 

[Ka, K{J] = 0, [Ko:, J{Jp] = go:{JKp - go:pK{J, 

[Oa, K{J] = 2(ga{JD - Ja{J), [D,Ka] = Ka. 

Proof. Let us use Lie's algorithm. From the invariance condition (3) which in 
the present case takes the form (see formulas (4), (1.1.7» 

[~ILOIL + TJou + rILou,J(u"u" -1) I u
V
u

v
=l = 0, 

we get the system of defining equations 

O~O oe oe oe OTJ def 
oxo = ox! = OX2 = ox3 = OU = f(x, u), 

O~IL + o~" _ ° IL =f:. v 
ax" aXIL - , 

or, in the more compact form, 

(1.2.4) 

Equations (1.2.4) are known as Killing equations. 
Having convoluted (1.2.4) with the metric tensor ga{J we get 
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Acting with the operator of3 on (1.2.4) we find 

i.e., 

(1.2.5) 

Taking the divergence of (1.2.5) we get 

(1.2.6) 

After applying the operator 0,,0" to (1.2.4) and using the equalities (1.2.5), 
(1.2.6) we find that 

Thus f can be only the linear function of x 

f(x) = 2d + 4cQ;xQ; 

Finally, we find that the general solution of Equation (1.2.4) has the form 

(1.2.7) 

where cf3, bn f3 = -bf3c" d, an are arbitrary constants. 
From (1.2.7) we get the basis operators (1.2.3). By direct substitution we 

confirm that the operators (1.2.3) satisfy the commutational relations of the 
conformal algebra AC(1,4). The theorem is proved. 

2. Let us study the invariance of Equation (1.2.1) under contact transforma­
tions, which are the natural generalization of the point transformations and the 
most closely related to them. We shall adduce some facts on contact trans­
formations (for the more detailed information see the books [124, 161, 166, 
168]). 

Definition 1.2.1. The transformations of the form 

Xv -> x~ = fv(x, u, 'If, B), () = const, 'If = {:xuJ.L } , 

u -> u'(x') = g(x,u,u,()), 
1 

(1.2.8) 

U v -> u~ = h(x, u, u, ()) 
1 

are called contact if they leave invariant the expressions 

(1.2.9) 
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or, in other words, the following relations hold true 

, ou'(x') 
uv =-;::,-,­

uxv 

Relations (1.2.9) lead to quite strong restrictions on the coordinates of the 
generator of the contact transformations 

(1.2.10) 

namely 

(1.2.11) 

where W = W(X,U,1t) is the characteristic function, and DJ.L is the operator 
1 

of full differentiation (5). Note that the more general statement is true: the 
group of the contact transformations coincides with the prolonged group of 
the point transformation if the dimension of the space of dependent variables 
n(x) is more than one, and only for scalar PDEs do these transformations have 
nontrivial coordinates of the corresponding IFOs having the form (1.2.11). The 
proof of this fact, known since the time of Lie, may be found in [124]. 

To find the explicit form of the finite transformations generated by the op­
erators (1.2.10), (1.2.11), it is necessary to solve the following system of Lie's 
equations 

ox~ eV (' ") oW' , I 
o() = <, x, u ,1[ = - ou~' Xv 11=0 = Xv, 

au' ('" " oW' , I 
o() = rJ x ,1t ,1[ ) = W - 1tJ.L ou~' n 0=0 = 1t, (1.2.12) , 

on~ ('" oW' , oW' , I 
o() = Tv x , n , 1f ) = ox~ + nv au" nv 0=0 = nv· 

The particular case of the contact transformations (1.2.7) are canonical or 
homogeneous contact transformations when g(x, n, n) = n, and f v, hI.' do not 

1 

depend on n (this is equivalent to the case when the characteristic function W 
does not depend on n). For the homogeneous contact transformations, Lie's 
Equations (1.2.12) have the Hamiltonian structure 

ox~ 
of) n~ I 0=0 = U v • (1.2.13) 
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Let us turn again to Equation (1.2.1). 

Theorem 1.2.2. [187] The maximal invariance algebra of Equation (1.2.1) in 
the class of operators (1.2.10), (1.2.11) is infinite-dimensional and is given by 
the characteristic function 

(1.2.14) 

Proof. The necessary and sufficient condition of the invariance of Equation 
(1.2.1) under the contact transformations is the fulfillment of the conditions 

X{u"u" -1) I = 0, 
uv uV =l 

with the operator X from (1.0.10), (1.2.11), or, at greater length 

[ " (aw aw)] I aw aw u ax" + u" au uvuv =1 = u" ax" + au = 0, 
uvu" = 1. (1.2.15) 

The general solution of Equations (1.2.15) is defined in (1.2.14). The theorem 
is proved. 

3. Let us consider the relativistic Hamilton equation with the nonlinear 
right-hand part 

Wvw" = feW). (1.2.16) 

If feW) =f:. 0 then, having carried out the transformation 

(w dz 
W -+ u = J 0 v'if(Z)T 

we get as a result Equation (1.2.1), or the equation 

(1.2.17) 

It is not difficult to understand that the maximal group of the point transfor­
mations of Equation (1.2.17) is the conformal group 0{2,3) whose generators 
have the form (1.2.3), but in this case Yap has the signature (+ + - - -). 

If in (1.2.17) feW) = 0 then we get the eikonal equation 

(1.2.18) 
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Theorem 1.2.3. The maximal (in Lie's sense) invariance group of Equation 
(1.2.18) is the infinite-dimensional group generated by the operators COO (I, 3)181 
Goo, 

(1.2.19) 

where cJL ' bJLv = -bvJL , d, aJL ,,,, are arbitrary differentiable functions of u. 
We omit the proof because of its similarity to the proof of Theorem 1.2.1. 

Theorem 1.2.4. The maximal invariance algebra of Equation (1.2.18) in the 
class of operators (1.2.10), (1.2.11) is infinite-dimensional and is defined by the 
characteristic function 

W = W(u, U v , XOUa - xauo), (a = 1,2,3) 

The proof is the same as in the case of Theorem 1.2.2. 

1.3. The polywave equations invariant under the conformal group 

Consider the equation 

(1.3.1 ) 

where 0 1 = 0 1- 10, 1= 1,2,3, ... ; 0 = a,..aJL, F(x,u) is a smooth function. 
We would like to describe all functions F(x, u) 1- 0, which ensure the conformal 
symmetry of Equation (1.3.1). When I > 1 we call Equation (1.3.1), according 
to [63], the nonlinear polywave equation. 

It is well known that the maximal local invariance group of the wave equation 
Ou = 0 is the conformal group C(l,n -1) generated by the operators (1.1.2) 
and (1.3.2) 

D = xVP,,+k, 

KJL = 2xJLD - x2 PJL , 
(1.3.2) 

where k (called the conformal degree (see §2.3» is equal to n/2-1. 
Let us answer the question of whether the polywave equation 

(1.3.3) 

has conformal symmetry. 

Theorem 1.3.1. [176] The polywave Equation (1.3.3) is invariant under the 
group of conformal transformations C(l, n - 1) generated by the operators 
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(1.1.2), (1.3.2), the conformal degree k being equal to k = n/2 - I (i.e., n = 
n(l) = XV Pv + ~ -I}. 
Proof. Let us write down the invariance condition of Equation (1.3.3) in the 
operator form [61,64] (see also §5.5): 

(1.3.4) 

where Q is one of the operators (1.1.2), (1.3.2); >,(x) is some function. When 
I = 1 the conditions (1.3.4) have the form 

[O,P!-,] = [D,JJLv] = 0, 

[O,n] = 20, [0 , KJL] = 4xJLO 

Now we shall use the method of mathematical induction. Let us suppose 
that when I = 8 - 1 the following equalities take place 

[Os-1, PJL] = [Os-1, JJLv] = 0 

[os-1, n(s-1)] = 2(8 _ 1}OS-1, 

[Os-1, K~s-1)] = 4(8 - 1}xJLos-1 

(1.3.5) 

If we show that relations (1.3.5) hold true also when I = 8 then we shall 
have proven the theorem. Thus, we have 

[OS,PJL ] = [os,JJLv] = 0 

[OS, n(s)] = [0 . os-I, n(s-1) - 1] = 0[0 8 - 1, n(s-1)] + [0, n(s-1)]OS-1 = 

= 2(8 - l}OS + 20 S = 280s ; 

[OS, K~s)] = [D . os-1, K~S-1) - 2xJL] = 0 ([OS-1, K~s-1)] _ 

_ 2[os-1 ,xJLJ) + ([0, K~s-1)]_ 2[0, xJLJ)os-l = 0 (4(8 - 1}xJLo s - 1+ 

4(8 -1}PJLOs-1) + (4xJLO + 4(8 - 2}PJL + 4PJL)Os-1 = 

= 48XJLOs. 

Here we have made use of the equality 

(1.3.6) 

whose correctness may be easily verified. 
Thus the theorem is proved (let us note that a more elegant proof may be 

derived using the formulas (A.3.5), (A.3.6}). 
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Consider the following question: what functions F(x, u) from (1.3.1) preserve 
the conformal symmetry of Equation (1.3.3) established in Theorem 1.3.1? 
When 1= 1 the answer is well-known [123]: 

F(x, u) = cu(n+2)/(n-2), n t= 2 

(where c is an arbitrary constant). 
When I ~ 1 the following statement holds true [176]. 

Theorem- 1.3.2. Equation (1.3.1) is invariant under the conformal group 
C(1, n - 1) iff 

F(x, u) = cu(n+21)/(n-21), n t= 21 (1.3.7) 

Proof. Under the transformations generated by the operator (translations) 

XI' -+ x~ = xI' + aI" u(x) -+ u'(x') = u(x) 

Equation (1.3.1) takes the form 

OIU = F(x + a, u). 

Whence, due to the demand of invariance, we get 

F(x + a, u) = F(x, u) 

The solution of this functional relation is 

F(x,u) = F(u) 

Furthermore, we shall use Theorem 5.5.1, namely, the conditions (5.5.3) 
1 °,2° which in our case have the form (1.3.4) and 

aF 
[1J(x) + ,x(x)] F -1J(x)uF au = o. (1.3.8) 

As it follows from Theorem 1.3.1: 1J(x) = A(X) = 0 for the operators PI" lJLv; 
n 

1J(x) = "2 - l, ,x(x) = 21 for the operator D(l) (1.3.3), and at last 1J(x) 

cx(n - 21), ,x(x) = 41cx for the operator K = cJL KJL. 
Substituting these expressions into (1.3.8) we get 

aF 
(n + 21)F - (n - 21)u- = 0 

au 
(1.3.9) 

The general solution of this equation has the form (1.3.7). The theorem is 
proved. 
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The more general result may be obtained if we suppose that formula (A.3.6) 
is true for an arbitrary differentiable operator-valued function F(x). Then the 
following statement holds true. 

Remark 1.3.1. When n = 21 Equation (1.3.1) is invariant under AC(l,n -1) 
with basis elements (1.1.2) and 

if it has the form 

Theorem 1.3.3. A pseudodifferential nonlinear wave equation 

(1.3.10) 

(where r is an arbitrary number) is invariant under the conformal group 
C(l, n - 1) iff 

F(u) = C1t(n+2T)/(n-2T) , n =l2r. (1.3.11) 

The basis IFOs of the corresponding Lie algebra have the form (1.1.2), (1.3.2), 
the conformal degree k being equal to 

k = '!!:.-r 
2 

(1.3.12) 

Proof. Let us make use of the invariance conditions in the form (5.5.3) 10 ,2° 
which coincide with (1.3.4) and (1.3.8) when 1= r. We have: 

17(X) = { ~ 
2kcx 

for PI" JJLV; 
for D; 
for J( = J( I' cJL 

(1.3.13) 

It is evident that [OT, PJLl = o. Furthermore, via formula (A.3.6) we find 

[OT,JJLV] = [D,JJLv]rO T- I + ... = 0, 

[OT,D] = [D,D]rO T- I + ~ [D,[D,D]]r(r _1)D T - 2 + ... = 2rDT, 

[D T, J(] = [0, J(]rO T- I + ~ [0, [0, J(]] r(r - 1)DT- 2 + ... = 
2. 

= 4r (cxD T + (r + k -~) coOT-I), 
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whence it can be seen that condition (1.3.4) is fulfilled if k has the form (1.3.12) 
with 

A(X)={~r 
4rcx 

for PIL , JIL ,,; 

for D; 
for J{ = clL J{ !L" 

(1.3.14) 

Having substituted (1.3.13) and (1.3.14) into (1.3.8), we shall obtain the 
equation for the function F(u) which coincides with (1.3.9) when I = r. The 
theorem is proved. 

Corollary. The equation 

(1.3.15) 

is invariant under the conformal algebra C(l, n - 1) (1.3.2) iff the numbers r 
and q are connected with the following equality: 

n 
r+k--=O 

2 

2r + k = kq, 

whence, supposing q to be given, we find 

nq-1 
r=---

2 q+ l' 
k=_n_ 

q+l 

In particular, when n = 4 and q = 2 we get the nonlinear conformally invariant 
equation 

(1.3.16) 

Note. The operator Dr, if r is a fractional number, is to be considered a 
pseudodifferential operator defined with the help of the integral Fourier trans­
formation 

1 
where dy = dYodYtdY2dY3, ap = -( 4 dpodpt dp2dP3· 

211") 
To conclude this paragraph let us prove the following statement: 

(1.3.17) 
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Theorem 1.3.4. If the equation 

Ou = F(x,u,u) 
1 

(1.3.18) 

is invariant under the conformal group C(I, n - 1) then it is equivalent to the 
equation 

~ 
OW +>'W,,-2 = 0 (1.3.19) 

Proof. The invariance of Equation (1.3.18) under the algebra AC(I, n - 1) 
means that there exists the set of operators PIL , JILv , D, KIL satisfying the 
commutational relations of the algebra AC(I,n -1) (see §2.3). The formulas 
(1.1.2) and (1.3.2) define the linear representation of the conformal algebra 
acting in the space of scalar functions u(x). Evidently the generalization of 
this representation is possible at the expense of altering the operator D. The 
most general form of the operator D which, when combined with PIL , JILv 
(1.1.2) and KIL = 2xILD - x2 PIL , satisfies the commutational relations of the 
algebra AC(I, n - 1), has the form (1.1.3). 

Note that if 1]( u) f:. 0 then it is possible to transform the function u 

u ---+ w = exp {2; n J 1]~:J, 1](u) f:. 0 (1.3.20) 

so that the scale transformations generator D (1.1.3) will change into D (1.3.2), 
k = ¥ - 1. That is why we can further use the representation of the algebra 
AC(l, n - 1) in the form (1.1.2), (1.3.2) without loss of generality. 

Evidently the function F from (1.3.18), due to relations [0, PIL] = [0, JILv] = 
0, has to be constructed of the absolute invariants of the Poincare group, and 
there are only two such invariants: u and uvuv. 

By the action of the scale transformations 

xlL ---+ x~ = e9xIL' u(x) ---+ u'(x') = e-9(n/2-1)u(x), 

generated by the operator D (1.3.2) we have 

(1.3.21) 

Ou - F(u,uvuV ) = 0 ---+ e-9(~+1)Ou - F (e-9(~-1)u,e-n9uvuv) = o. 

From the demand of invariance we get the functional relation for F 

F(u, uvu") = e9(~+1) F (e-9(~-1)u, e-n9uvuv) . 

Differentiating F with respect to () and then putting () = 0 we get the differ­
ential equation 

aF aF 
(n + 2)F - (n - 2)u au - 2nv ov = 0, (v == UILUIL ), 
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whose general solution has the form 

n+2 ( 2-n) F=un::2f u(ul-'ul-')2n" , (1.3.22) 

where f is an arbitrary differentiable function of the mentioned argument. 
Using the explicit form of the conformal transformations (see §2.3) we can 

show that Equation (1.3.18) with the function f (1.3.22) remains invariant 
with respect to these transformations only when f = const. 

In the case where the coordinate fJ(u) of the operator D (1.1.3) is equal to 
zero, i.e., D = x"p", it generates the transformations 

XI-' -t X'IL = e'xl-" u(x) -t u'(x') = u(x). (1.3.23) 

Having repeated the same reasoning used while obtaining the expressions 
(1.3.22), we adduce the final result. 

The equation 

Ou + u"u" f(u) = ° (1.3.24) 

is invariant under the algebra AP(1, n - 1) = {AP(l, n - 1 )(1.1.2), D(1.3.23)}. 
We can verify that Equation (1.3.24) is not invariant under conformal trans­

formations generated by the operators KI-' = 2xl-'xP- x2 PI-' (see §2.3) with any 
f(u). By the way, let us note that with the transformation u = g(w), where 
9 + il f(g) = 0, Equation (1.3.24) is reduced to the form (1.3.19) with A = 0. 

1.4. Ansiitze and reduction of PDEs. The extended Poincare group P(1,2) 
and its invariants 

The method of constructing exact solutions of PDEs is expounded. This 
method is widely used throughout the book. 

1. Let us consider as an example the nonlinear wave equation 

Ou + Auk = 0, (1.4.1) 

where 0 = 01-'01-', IL = O,n -1, u = u(x). Solutions of Equation (1.4.1), 
according to [63J, are sought in the form 

u(x) = f(x)'P(w), (1.4.2) 

where 'P( w) are unknown functions to be found. The explicit form of the new 
variables w = w(x) and function f(x) is defined from the conditions described 
below. Expressions such as (1.4.2) shall be called ansatze. * 
* The word "ansatz" in German means "substitution," although to stress that 
expressions (1.4.2) are not purely substitutions ad hoc but are also a method 
of calculating functions f(x), w(x) in explicit form they shall be referred to by 
the word "ansatz." 
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Substituting (1.4.2) into (1.4.1) gives 

( 8Wi 8Wk ) 81 8Wi k k 
(0 f)cP + I 8xJL 8xJL CPWiWk + OWiCPWi + 2 8xJL 8xJL CPWi + >'1 cP = O. (1.4.3) 

If we take 
8Wi 8Wk _ I k- 1 . ( ) 
8 8 - a.k W , 

XI' Xl' 

(1.4.4) 

where aik, bi , Ci are some functions depending on w, only then instead of (1.4.3) 
we shall have 

(1.4.5) 

Conditions (1.4.4), called the splitting conditions [63], are the system of 
equations for defining the explicit form of the new variables W = w(x) and 
the functions I(x), a.k, bi,c. The new number of variables W = {Wi} may be 
1,2, ... , n - 1. In these cases Equations (1.4.5) will be ODEs or PDEs with the 
number of independent variables being equal to 1,2,3, ... ,n -1. The solutions 
of the reduced Equation (1.4.5), especially in the case of ODEs, can often be 
found by direct integration. 

The simplest case, when the number of independent variables w in ansatz 
(1.4.2) is one and 1= 1, the splitting conditions (1.4.4) take the form 

Ow = b(w) 

JL_ 8w8w _ 
wJLw = -8 -8 - a(w) 

xl' xI' 

(1.4.4') 

By means of a change of variables similar to that of (1.2.16)-(1.2.18), the 
system (1.4.4') can be transformed to the canonical form 

Ow = F(w) 

wJLwJL == >., >. = 0,1, -1. 
(1.4.4") 

So, to describe all ansatze u(x) = cp(w) which reduce Equation (1.4.1) to ODEs 
one has to find all solutions of system (1.4.4"). This latter problem is fully 
solved in [60*,130*] (see Appendix 6). 

To determine the explicit form of the ansatz (1.4.2) one can effectively use 
the symmetry of Equation (1.4.1). As had been shown in §1.1, the generators 
of the invariance algebra of Equation (1.4.1) have the form 

(1.4.6) 
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where ~IL(X), 7](x) are some scalar functions. Using the operator (1.4.6) we can 
determine the explicit expressions for the variables w(x) and functions f(x) as 
solutions of the following equations: 

~IL(x)8ILw(x) = 0, (1.4.7) 

x f(x) == (e(x)8IL + 7](x)) f(x), (1.4.8) 

or of the equivalent system of Lagrange-Euler equations 

dxo dXl dXn-l du clef d 
-=-= ... =--=-- = T 
~o ~l ~n-l -7]U 

(1.4.9) 

Substituting the ansatz into (1.4.1) we get for <p(w) an equation not contain­
ing f(x). The number of variables of w = w(x) which are the first integrals of 
(1.4.9) is one less than the number of variables of x. 

Evidently the formulated algorithm may be applied to the PDEs for the 
functions <P(Wl' " ., Wn -1) repeatedly. Surely it is necessary for these equations 
to possess nontrivial symmetries (for more details see §2.1). 

Let us point out that the ansatz (1.4.2) can also work effectively in the case 
when an equation does not possess a proper Lie symmetry [67]. For example, 
the Equation [108] 

where Ao, AI, A2, A3 are arbitrary paramenters, x lL f= 0 is not Lorentz-invariant, 
but the Lorentz-invariant ansatz 

reduces it to the ODE 

W d2<p + 2d<p _ A2 (d<P)2 = 0 
dw2 dw dw 

(for more details about the reduction and solution of equations with broken 
symmetry see §5.7). 

Let us also note that in some cases (see, for example, Sec. 1.6) the following 
ansatze proved to be effective 

U(x) = f(x)<p(w) + g(x) (1.4.10) 
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Transfonnations leaving an equation invariant may be used to generate new 
solutions from known solutions. Thus, if a PDE is invariant with respect to 
transformations 

x -+ x' = !(x,O), u(x) = u'(x') = r(x,O)u(x) (1.4.11) 

(0 is a parameter, lex, 9), r(x,9) are some smooth functions) and if Uj{x) is a 
solution of this equation then the function 

(1.4.12) 

will be a solution too. 
In the case when the symmetry transformations are nonlinear with respect 

to u, i.e., 

x' = lex, u, 9), u' (x') = g(x, u, 9) (1.4.13) 

then to obtain the generating formulas it is necessary to solve the functional 
equation 

9 (x, un-ex), 9) = Uj (f(x, un-ex), 9)) (1.4.14) 

with respect to un-ex). 
In connection with group generating of solutions the notion of G-ungenera­

tive solutions [65] (see also §2.3) arises. 

Definition. A set of solutions M is called G-ungenerative if the group G gen­
erating does not take out of this set with any transformations from the group 
G. 

2. Let us detennine the invariant variables w = w(x) for the operator that is 
the linear combination of the generators of the group P(1, 2) (see for example 
(1.1.2),(1.1.3)). 

(1.4.15) 

where fl, v = 0,1,2; al, cl-''' = -c"I-" dl-' are arbitrary constants. 
Let us rewrite (1.4.9) equivalently as a system of ODEs 

(1.4.16) 

or in matrix form 

X =AX+D, (1.4.17) 
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where 

Co2) 
C~ , 

The number of independent solutions of system (1.4.17) is determined by the 
number of different roots of the characteristic equation 

det (A - AI) = 0 (1.4.18) 

(where I is the unit matrix.) 
In the present case, Equation (1.4.18) has the form 

(1.4.19) 

Whence, having obtained A, we construct the corresponding solutions of system 
(1.4.9) and then, having excluded r from it via (1.4.9), we find the sought-after 
invariants. 

Without going into the details of these rather cumbersome calculations 
we shall present the final result. Depending on the value of the parameters 
ee, cJ.l.V, dJ.l.' we get the (nonequivalent) invariants of the group P(1, 2) [88]. 

Table 1.4.1 The invariant variables of the group P(I, 2). 

N I Invariant variables w I Conditions on parameters 

1. (ay )(f3y)a, y2(f3y)-2 a 2 = af3 = 0, f32 = b < O. 
2. (f3y )(ay )-1 + In (ay), y2 (ay )-2 a 2 = af3 = 0, f32 = b < O. 
3. In (ay) + arctan~, y2(ay)-2 a 2 = _f32 = _82 = 1, 

af3 = a8 = f38 = O. 
4. ay + In (f3y), (8y )(f3y )-2 a 2 = 82 = af3 = f38 = 0, f32 = 1, 

a8 = b:f: O. 
5. (f3y)(ay)-1, (8y)(ay)-1 a 2 = _f32 = _82 = 1, 

af3 = a8 = f38 = O. 
6. y2 + (f3y)2, f3y + In (ay) a 2 = af3 = 0, f32 = 1. 
7. (f3y)2 _ y2, f3y + arctan ~ a 2 = _f32 = _82 = 1, 

af3 = a8 = f38 = O. 
8. ~(ay)2 + a(f3y) , ~(ay)3+ a 2 = af3 = f38 = 0, 

+a( ay )(f3y) + a2 (8y) ao = _f32 = 82 = b:f: O. 
9. ax, x2 a 2 = 1. 

10. ax, f3x. 

Here a, b, aJ.l.' aJ.l.' OJ.l. are arbitrary constants, satisfying the aforementioned 
conditions: yJ.l. = xJ.l. + aw 
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The invariants 1-10 from Table 1.4.1 are easily generalized for a greater 
number of variables. For this purpose it is necessary to sum on /-L, v from 0 
to an arbitrary n > 2. This is done so that we do not exhaust all possible 
un equivalent invariants. 

The alternate method of constructing unequivalent invariants of the group 
P(l, 2), as well as any group G, is the following. Instead of solving Equation 
(1.4.7) or the equivalent system of ODEs (1.4.9) with the functions ~J.L which are 
the linear combination of the generator's coordinates of the Lie algebra, all at 
least one-dimensional, non-isomorphic subalgebras of the AG should be found. 
Then the invariants of these subalgebras' generators are calculated. Certainly 
the very problem of describing non-isomorphic subalgebras of a given Lie al­
gebra is difficult enough but for the fact that there is an effective algorithm 
[163] with which the complete description of non-isomorphic subalgebras of 
the most important Lie algebras is given: P(1,3) [163], P(1,4) [51], P(l, n) 
[14-16], P(2,n) [13], G(l, n) [12,68]' E(n) [69] (for a comprehensive review of 
this subject see [139*]). 

The explicit form of the non-isomorphic, one-dimensional subalgebras of the 
algebra AP(1,3) and the corresponding invariants obtained in [163,114] are 
presented in Table 2.1.1. 

In Appendix 2 the one-dimensional non-isomorphic subalgebras of AP(l, 3) 
are constructed. These results are used in §2.1 and §2.2 when constructing 
ansatzes for spinor or vector fields. 

1.5. Reduction and exact solutions of the nonlinear d'Alembert equation 

In the present paragraph we construct the families of exact solutions of the 
nonlinear wave equation [88] 

Du+ AUk = 0, (1.5.1) 

where u = U(XO,Xl,X2), 0 = 05 - of - o~, A, k:f. 1 are arbitrary constants. 
As shown in §1.1, Equation (1.5.1) is invariant under the algebra AP(l, 2). 

Using this result we take for the operator X (1.4.6) the generators' linear 
combination of the AI AP(l, 2) 

(1.5.2) 

and construct by the method elaborated in the preceding paragraph the ansatze 
(1.4.2). The invariant variables Wl, W2 are presented in Table 1.4.1. The func­
tion f(x) may be determined both from (1.4.8) and (1.4.9) using the oper­
ator (1.5.2), and from the splitting conditions, (1.4.4). Omitting easy but 
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rather lengthy calculations we present the explicit form of P(l, 2)-unequivalent 
ansatze for the scalar field u(x) with symmetry operators (1.5.2) [88) 

1 ° _5° u(x) = (f3y) l:"k ¢J(WI' W2), 

6°_10° u(x) = ¢J(WI,W2), 
(1.5.3) 

Formulas (1.5.3) are to be considered together with Table 1.4.1 where the 
corresponding values of invariant variables are represented, and the relation­
ships between arbitrary constants a v, f3v are indicated. 

Let us substitute the ansatze 1°-10° (1.5.3) into Equation (1.5.1). After 
some cumbersome calculations we get 

1°. a2wi<Pn - 4WI(aw2 - a -1)<P12 +4w2(W2 -1)<p22+ 
+a[a -1 + 4(1 - k))Wl<P1 + 2(k _1)-I[(3k + 1)w2 - 2(k + 1)J<p2+ 

+2(k + l)(k _1)-2<p + )..<pk = 0; 

2°. <Pll + 4<P12 - 4W2<P22 + 2(3 + k)(l - k)-1<p2 + )..<pk = 0; 

3°. [1 - (W2 -1)-I)<pn - 4(W2 - 1)(<P12 - W2<Pn) + (3 + k)(l - k)-I<pI­
-4(1- k)[(3 - k)W2 - (1 + k)J<P2 + 2(1 + k)(l - k)-2<p + )..<pk = 0; 

4°. wi<Pll - WIW2(bw2 - 2)<P12 + W~<P22 + 4(1 + k)-1 (WI <PI + W2<P2)+ 
+2(k + 1)(1 - k)-2<p + )..<pk = 0; 

5°. (wi + l)<Pn + 2WIWI<P22 + (w~ + 1)<p22 + 2(k + l)(k - 1)-1 X 

X (WI <PI + W2<P2) + 2(k + l)(k - 1)-2<p +)..k = 0; 

6°. 4WI <Pll + 4a<p12 - <P22 + 4<PI + )..<pk = 0; (1.5.4) 

r. - 4WI <Pn + (1 + a2w}1 )<P22 + 4<PI + )..<pk = 0; 

8°. - <Pn + 2(WI + a2)<p22 + ()"/ba2)<pk = 0; 

go. CPH + 4WI CPI2 + 4W2<P22 + <P2 + )..cpk = 0; 

10°. a 2<pn + 2af3cp12 + f32CP22 + )..cpk = 0, 

8<p 82 
Here CPk = -,=;-, CPkl = a * ,N 1°-10° correspond the numbers of ansatze 

UWk Wk WI 
in (1.5.3) and of invariant variables in Table 1.4.1. 

Let us pass to the more detailed analysis of the reduced Equations 1 °_10° 
(1.5.4). 

If in 1° (1.5.4) we put CP2 = 0 then the substitution 

k+1 
cp(wt) = WI k -1 V(wt} (1.5.5) 

reduces 1° (1.5.4) to the Emden-Fauler equation 

wiv + 2Wl V + )..W~+l Vk = 0, (1.5.6) 
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where dots denotes differentiation with respect to WI. The partial solution of 
(1.5.6) is sought in the form 

v (WI) = cwl' with c, s constant 

Substituting this expression into (1.5.6) we get 

k+1 
s=---

k-1 ' 
k-I k + 1 

c =-2 A(k-1F 

As a result we find the following solution for Equation (1.5.1): 

2 
u(x) = (j3x) 1-1', 

132 = -A (1 - k)2 
2(1 + k) 

Putting in 2° (1.5.4) <P2 = 0 we get the ODE 

whose general solution is expressed through the integral 

(1.5.7) 

(1.5.8) 

(1.5.9) 

(1.5.10) 

where CI, C2 are constants of integration. Specifically, when CI = 0 we have 

(1.5.11) 

(When k = 3, the solutions of Equation (1.5.9) are expressed with elliptic 
functions-see Appendix 1). 

Returning to 2° (1.5.3) we find the following solution for Equation (1.5.1): 

(1.5.12) 

Putting in 2° (1.5.4) <PI = 0 we obtain 

(1.5.13) 

whose partial solution is the function 

k =1= 3. 
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This leads to the solution of Equation (1.5.1) 

1 

[ >'(k - I? ] r=t; 
U(X) = 2(k _ 3) xvxv ,k =1= 3. (1.5.14) 

By a substitution analagous to (1.5.5), Equation 40 (1.5.4), when <PI = ° or 
<P2 = 0, is reduced to the Emden-Fauler Equation (1.5.6). 

When <PI = ° or <P2 = 0, Equation 50 (1.5.4) takes the form 

(1.5.15) 

where W = WI or W2; and the overdots denote differentiation with respect to w. 
When k = -3 it is possible to integrate Equation (1.5.15) and the result has 
the form 

[ 
c~ (w + v'w2 + 1 )±2 + c~ - >.]1/2 

<P = ± 2Cl + ±l 
2C2 (w + v'w2 + 1) 

(1.5.16) 

40 (1.5.3) and (1.5.16), when w = WI or w = W2, results in the following solution 
for Equation (1.5.1): 

{ 
±[(o:x}{ct + JLchQ(x)j1/2, ~ - 4>. = JL2 > 0, 

u(x) = ±[(O:X)(CI + JLshQ(x)j1/2, ~ - 4>. = _JL2 > 0, (1.5.17) 
±[(o:x)Q(x}j1/2, Cl - 4>. = 0, 

where Q(x) = C2 [C8X}{o:x)-1 + (.8X)2(o:x)2 + 11/2], 0:2 = -.82 = 1, 0:.8 = 0. 
Putting in 60 (1.5.4) <P2 = 0, we obtain the ODE 

(1.5.18) 

whose partial solution is 

(1.5.19) 

Formulas (1.5.19) and 60 (1.5.3) determine the following solution for Equation 
(1.5.1 ): 

(1.5.20) 

Putting in 80 (1.5.4) <P2 = 0, we get (1.5.9), and using (1.5.11) and 80 (1.5.3) 
we obtain one more family of solutions for Equation (1.5.1): 

(1.5.21) 
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Equation 10° (1.5.4) is the two-dimensional wave equation, if o? = -/]2 = 1, 
a/3 = o. 

In Equation go (1.5.4) let us make the substitution of variables 

71 = WI, (1.5.22) 

which transform go into the nonlinear Darboux equation 

(1.5.23) 

To find solutions for Equation (1.5.23) we once again apply the algorithm of 
§1.4. But first let us investigate its symmetry. 

Theorem 1.5.1. The maximal local invariance group of the nonlinear Dar­
boux Equation (1.5.23) is a 2-parameter Lie group generated by operators of 
the form 

8 
Xl = -8 ' 

71 

8 8 2 
X 2 =70- +71- ---

870 8n 1 - k 
(1.5.24) 

Theorem 1.5.2. The maximal local invariance group of the n-dimensional 
nonlinear Darboux equation 

(1.5.25) 

when k = :~~t~~, Al f. 2-n is the conformal group C(n-1) whose generators 
have the form 

D = x080 + xa8a - !(n - 2 + Ad, 

IC = 2xaD - (x~ - Xbxb)Pa, 

(1.5.26) 

when k f. :~~t~: it is the extended Euclidean group E( n - 1) generated by 
the operators 

Pa = -8a, Jab = XaPb - XbPa, 
2 

D = x080 + x a8a - 1 _ k· 

The proof of Theorems 1.5.1, 1.5.2 may be obtained by Lie's method. 
We seek the solutions of Equation (1.5.23) in the form 

V __ 71 +a, 
a = const. 

70 

(1.5.27) 

(1.5.28) 
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Substituting (1.5.28) into (1.5.23) results in the ODE 

( 2 k+3 4 k 
V - I)~vv + k -1 V~v + (k -1)2 ~ + A~ = O. (1.5.29) 

Knowing the solutions of this equation, we construct by the formulae (1.5.28), 
(1.5.22), 9° (1.5.3), solutions for equation (1.5.1). Note that when k = 5, 
(1.5.28) coincides with the nonlinear Legendre equation 

d [ 2 d~] 1 5 - (1 - V)- - -~ - A~ = 0 dV dV 4 . (1.5.30) 

To conclude this paragraph we obtain solutions for Equation (1.5.1) contain­
ing arbitrary functions. We shall seek these solutions in the form 

u(x) = [/(x) + g(x))" (1.5.31) 

where a = (1 - k)-I or 2(1 - k)-I, V = {VV}, and W = {WV} are some 
functions of x. 

Let us substitute (1.5.31) into the n-dimensional Equation (1.5.1). As a 
result we obtain 

(a -I)Fp.FP. + (f + g) (Iv). V;p. + gv). W;W).p. + IvDVv + 

where 

+ gvDWV) + ~(f + g).,,(k-I)+2 = 0, 
a 

og 
Iv = owv' 

Let us adduce some partial solutions of Equation (1.5.32): 

a). n 2: 3, a = (1 - k)-I, I(v) = (VO + C)2, g(W) = WOwl , 

VO = ax, WO = /3x, 

a/3 = aO = /32 = 02 = 0, 

WI = ox, c = const, 
k-I 

2o? = /30 = A--, 
k-2 

k f= 3. 

(1.5.32) 

(1.5.33) 

b). n 2: 3, a = 2(1 - k)-I, I(V) = vl!p(V0), 

VO = WO = ax, VI = /3x, WI = ox, 

g(W) = WI'l/J(WO), 

(1.5.34) 

a2 = a/3 = ao = /30 = 0, /32 = _02 = -1, 

where !p and 'l/J are arbitrary differentiable functions satisfying the condition 
!p2 + 'l/J2 = A(k - I)2/2(k + 1). 

c). n 2: 3, a = 2(1 - k)-I, I(v) = f(VO) is an arbitrary smooth function; 



Section 5 

g(W) = WO, VO = o:x, WO = f3x, 

0:2 = o.f3 = 0, f32 = _~ (1 - k? 
2 1+ k 
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(1.5.35) 

Returning to (1.5.31) we obtain from (1.5.33) through (1.5.35) corresponding 
solutions for the n-dimensional Equation (1.5.1) (n ~ 3) 

-L 
u(x) = [(o:x + C)2 + (f3x )(8x)] l-k, C = const, k =13, 

k-1 
0:f3 = 0.8 = f32 = 82 = 0, 20:2 = f38 = >.--; 

k-3 

2 

u(x) = [f3x<p(o:x) + 8x'I/J(o:x)] r=k, 

0:2 = 0:f3 = 0:8 = f38 = 0, f32 = _82 = -1; 

2 

u(x) = [f(o:x) + f3xl~ , 
0:2 = 0:f3 = 0, f32 = _ >. (k - I? . 

2 k + 1 

(1.5.36) 

(1.5.37) 

(1.5.38) 

The solutions obtained, containing the arbitrary functions, may be useful 
while solving various problems of mathematical physics, such as the Cauchy 
problem or some boundary value problems. 

In conclusion let us note that in the case of three spacial variables nonlinear 
wave equation 

Du + >.u3 = ° (1.5.39) 

is invariant under the conformal group C(1,3) ::> P(1,3). The detailed analysis 
of conformal symmetry will be given in the next chapter (§2.3), but here it is 
appropriate to consider this question in connection with Equation (1.5.39). 

The conformal transformations leaving Equation (1.5.39) invariant have the 
form 

x -c x2 

x", -+ x~:;:: '" ( "') , u(x) -+ u'(x') = cr(x, c)u(x), 
cr X,c 

(1.5.40) 

where cr(x, c) = 1 - 2cx + c2x2 , c'" are arbitrary constants. According to 
(1.4.11), (1.4.12) one can easily derive from (1.5.40) the following formula of 
generating solutions 

UI(X') 
un (x) = -(-). 

cr x,c 
(1.5.41 ) 

The conformally invariant ansatz for Equation (1.5.39) has the form 

f3x 
w = x 2 ' 

(1.5.42) 
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where (3v are arbitrary constants. The substitution of (1.5.42) into (1.5.39) 
gives the following ODE 

(1.5.43) 

Solutions of this equation are expressed in terms of elliptic functions (see Ap­
pendix 1) when (32 = -1, A > 0, there is a simple partial solution of Equation 
(1.5.43) 

(1.5.44) 

So, the expression (1.5.44) together with (1.5.42) result in the following solution 
of Equation (1.5.39) 

(21 
u(x) = V>.. (3x' (1.5.45) 

After application to (1.5.45) the formula of generating solutions by means of 
translational transformations 

un(x) = UI(X'), (aIL = const), 

we get the C(I,3)-ungenerative family of solutions of Equation (1.5.39) 

(2 1 
u( x) = V >.. (3x + re ' (1.5.46) 

where re is an arbitrary constant. 

1.6. Reduction and solutions of the Liouville equation 

The Liouville equation 

Du + Aeu = ° (1.6.1) 

arises in the problems of differential geometry, the theory of nonlinear waves, 
and quantum field theory [18]. 

In the two-dimensional case the general solution of Equation (1.6.1) is 

( ) -1 { 8 j(xo + Xl)g(XO - Xl) } 
u Xo, Xl - n - - 2 ' 

A [j(xo + xI) + g(xo - xI)] 
(1.6.2) 

where j, 9 are arbitrary differentiable functions and j, 9 are derivatives with 
respect to the corresponding argument (jg < 0), was constructed in 1853 by 
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Liouville. The singular solutions of Equation (1.6.1) were obtained in [127, 
128]. 

Below we shall consider the three-dimensional Equation (1.6.1). As shown in 
§1.1 its maximal (in Lie's sense) invariance group when n > 2 is the extended 
Poincare group P{l,n - 1) and the general form of the symmetry IFO is as 
follows: 

(1.6.3) 

Because of the addend -2reou the operator (1.6.3) doesn't have the structure 
of (1.4.6). But if we make the transformation (see (1.3.20)) 

u= -2lnW, (1.6.4) 

then (1.6.3) coincides with the operator (1.5.2) with k = -1 and it is possible 
to use ansatz (1.5.3). Substituting ansatze 1°_10° (1.5.3) with k = -1 into 
(1.6.4) instead of W, we obtain the ansatz for Equation (1.6.1) [88): 

1 ° - 5°. u(x) = 'P(w!, W2) - 2ln (ay), 

6° - 10°. u(x) = 'P(w!, W2). 
(1.6.5) 

Formulas (1.6.5) are to be considered together with Table 1.4.1 where the 
corresponding values of the invariant variables WI, W2 are adduced and the 
conditions for a", {3" et al. are indicated. 

Substituting ansatz 1° _10° (1.6.5) into Equation (1.6.1) we obtain, corre­
spondingly 

1 0. a2w~'PH + 4Wl (W2 + a + 1)'P12 + 4W2(W2 - 1)'P22+ 
+a(a -l)Wl'Pl + +2(3w2 -1)'P2 + 2 + >.e'P = 0; 

2°. 'Pu + 4'P12 - 4W2'P22 - 2'P2 + >.e'P = 0; 

3°. [1- (W2 _1)-1] 'PH - 4(W2 -1)'P12 + 4W2(W2 -1)'P22 - 'Pl+ 
+2(3w2 - 1)'P2 + 2 + >.e'P = 0; 

4°. 'PH + 2{2w2 + b )'P12 + 4W~'P22 - 'PI + bW2'P2 + 2 + >.e'P = 0; 

5°. (w~ + 1 )'Pn + 2WI W2'P12 + (w~ + 1 )'P22 + 2WI 'PI + 2W2'P2 + 2 + >.e'P = 0; 

6°. 4WI 'PH + 4a'P12 - 'P22 + 4'PI + >.e'P = 0; 

7°. - 4Wl 'PH + (1 + a2wl1 )'P22 + 4'Pl + >.e'P = 0; 

8°. 2( 2 2) >. 'P 0 - 'Pu + Wt + a 'P22 + a2b e = ; 
9° . 'PI I + 4Wl 'P12 + 4W2'P22 + >.e'P = 0; 

(1.6.6) 
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10°. acpl1 + 2af3cp12 + f3CP22 + ,xe'P = O. 

8cp 82~ Here CPk = -8 ' and CPkl = a ; N 1 ° - 10° correspond to the numeration 
Wk Wk WI 

in Tables 1.6.1 and 1.4.1. 
First of all we note that if a2 = af3 = 0, f32 = -,x/2, then Equation 10°(1.6.6) 

takes the form 
CP22 - 2e'P = 0 

and its general solution is 

{ 
F(wt} - 2ln ch [W2 + G(W1)], 

cP = F(wt} - 2ln COS[W2 + G(wt}], 
- 2ln [-W2 + G(wt}J, 

where F, G are arbitrary differentiable functions. Further, if a 2 = _f32 = 1, 
af3 = 0 then 10°(1.6.6) coincides with the two-dimensional Liouville equation. 

It turns out that in the case n = 2 the symmetry of Equation (1.6.1) is 
essentially more rich than the extended Poincare group P(1, 1) [88J. 

Theorem 1.6.1. The maximal (in Lie's sense) invariance group of Equation 
(1.6.1) with n = 2 is infinite-dimensional and generated by the operators 

x = (f + g)80 + (f - g)8l - 2(j + fJ)8u , (1.6.7) 

where f = f (xo + Xl) and 9 = g( Xo - Xl) are arbitrary differentiable functions; 
and j, fJ are derivatives with respect to the corresponding arguments. 

Proof From the invariance condition 

X(Uoo - Ull + ,xeU
) I = 0, 

2 UOO-U11 +)..e" =0 

where Xis defined in (1.1.7), we have 
2 

-2(uou~o - U1u~f) - 2(uouuo - U10"U1)~~ - uO"(~oo - ~f1)-

whence we obtain 

-(u5 - ui)uO"~:u] I = 0, 
'"OO-U11 +)..e" =0 

~~ = 0, tl _ to 
<'0 - <'1' 
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The general solution of this system has the form 

~o = f{xo + xI) + g{xo - xI), 

e = f{xo + xI) - g{xo - xI), 

1] = -2~g 

and determines the operator (1.6.7). The theorem is proved. 
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Solution (1.6.2) can be easily generalized to the n-dimensional Equation 
(1.6.1) (certainly for n > 2 it is not general): 

u{x) = In {-~ j{ax)iJ{{3x) 2}' 
A [f{ax) + g{{3x)] 

a 2 = {32 = 0, a{3 = 2, (1.6.8) 

where av and {3v (v = 0, n - 1) are arbitrary variables satisfying the mentioned 
conditions, and f, g, j, iJ are arbitrary functions and their derivatives. 

Putting in 10 (1.6.6) CP2 = 0, we obtain the ODE 

(1.6.9) 

whose general solution has the form 

-21n [f::w;-l/(L sh (CIW!/(L + C2)] , A < 0, 

u(x) = 
-21n [i:w;-l/(L Ch(CIW~/(L + C2)] , A> 0, 

-21n [ew;l/a cos{C!w~/a + C2)] , A < 0, 
(1.6.lO) 

-21n [ew;l/a{CIW~/a + C2)] , A < 0, 

The ansatz 10 (1.6.5) and the formulas (1.6.lO) result in the following solutions 
for Equation (1.6.1): 

where 

{ 
-21n [pP{x) sh (CIQ{X) + C2)] , 

u(x) _ -21n [6P{x) Ch{CIQ{X) + C2)] , 
- -21n [pP{x)COS{CIQ{X) +C2)], 

-21n [pP{x){Q{x) + C2)] , 

(1.6.11) 

{1.6.12} 

We list some more solutions for Equation (1.6.1) having the structure of 
(1.6.11) but with other functions P(x) and Q{x): 
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P(x) = ay, Q(x) = H/ay; 
P(x) = «(3y)2 + y2, Q(x) = InP(x); 
P(x)=I, Q(x) = (3y+aln(ay); 
P(x) = 1, Q(x) = (3y; (1.6.13) 
P(x) = F- 1 (ay), Q(x) = «(3y)F(ay); 
P(x) = F- 1 (ay), Q(x) = (3yF(ay) - InF(ay); 
P(x) = 1, Q(x) = (3y + F(ay). 

In the formulas (1.6.13) a v , (3v are arbitrary parameters satisfying the con­
ditions a 2 = a(3 = 0, (32 :j:. 0; F is an arbitrary smooth function. 

From the partial solution of Equation go (1.6.6) and the ansatz go (1.6.5) 
we obtain one more solution for Equation (1.6.1): 

(1.6.14) 

The solutions of Equation (1.6.1) can evidently be generalized for an arbi­
trary number of variables. 

It should be stressed that all solutions of the Liouville Equation (1.6.1) ob­
tained here have a singularity at the point A = 0. This means that with the 
regular methods of perturbation theory it is impossible to obtain the approxi­
mate solutions near the exact solutions (1.6.2), (1.6.11)-(1.6.14). 

1.7. Reduction and solutions of d'Alembert's equation with the nonJinearities 
sin u, sh u 

The wave equation 

Du+F(u)=O, F(u) = {shu,sinu} (1.7.1 ) 

describes a wide class of physical phenomena: dislocation propagation through 
a crystal lattice, Bloch wall movement in magnetic crystals, propagation of a 
"skewed wave" along a lipid membrane, unitary theory of elementary particles, 
propagation of magnetic fluxes in Josephson line, et al. (See [1, 26, 210] and 
references therein.) 

For the two-dimensional (n = 2) Equation (1.7.1) there are well-known soli­
ton, soliton-antisoliton, and two-soliton solutions [170, §2.5]. 

As shown in § 1.1 the maximal (in Lie's sense) invariance algebra of Equation 
(1.7.1) is the algebra AP(I,n-l) whose basis generators have the form (1.1.2). 
Thus we seek solutions for Equation (1.7.1) in the form 

u(x) = <pew) (1.7.2) 
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In the present paragraph we construct the families of solutions of the 4-
dimensional (n = 4) Equation (1.7.1). 

Let us use the invariance variables listed in Table 2.1.1. This gives 13 un­
equivalent ansatze (1.7.2). Substituting into Equation (1.7.1) we obtain 13 
reduced PDEs, correspondingly: 

1°. - ~11 - ~22 - ~33 + F(~) = 0; 

2°. ~11 - ~22 - ~33 + F(~) = 0; 

3°. - ~22 - ~33 + F(~) = 0; 

1 
4°. - ~11 - -~I + ~22 - ~33 + F(~) = 0; 

WI 
1 

5°. ~11 + -~I - ~22 - ~33 + F(~) = 0; 
WI 
2 WI 

6°. ~22 + -~2 - ~33 + 2-~12 + F(~) = 0; 
W2 W2 
1 1 1 2 

7°. ~11 + -~I - -~22 - ~33 + -~3 + -~12 + F(~) = 0; 
WI W3 W3 WI 

1 1 
8°. - 2~22 - ~33 - -~3 + 4f~12 + F(~) = 0; 

W3 W3 

1 2 -2 
go. -~lI+-~I+(l-O:WI )~12-~33+F(~)=0; 

WI 
1 

10°. - ~1I + -~I + (1 + 0:2W12)~12 + ~33 + F(~) = 0; 
WI 

1 20: 
11°. ~11 + -~I - ~22 - ~33 + -~12 + F(~) = 0; 

WI WI 

4W2~1I - ~22 - ~33 + F(~) = 0; 

2 2 W3 WI 
~22 + -~2 - (1 + WI)~33 + 2-~23 + 2-~12 + F(~) = 0; 

W2 W2 W2 

(1.7.3) 

Equations 1 ° -13° (1.7.3) correspond to the ansatz (1. 7.2) with the invariants 
1-13 from Table 2.1.1. The direct reduction of Equations 1° -12° (1.7.3) results 
in ODEs of the form 

.. k. F() 
~+ -~ = f U, 

W 
k=0,1,2; f=±l 

Putting in 13° (1.7.3) ~2 = ° we get the ODE 

-(1 + wr) ~33 + F(~) = 0, 

which, by the change of variables 

(1.7.4) 
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where f(wd is an arbitrary differentiable function, results again in Equation 
(1.7.4) with k = 0 and € = -1: 

X2 + €(xo + X1)X3 f( ) 
W = + Xo + Xl . vI + (xo +xd2 

(1. 7.5) 

When k = 0, Equation (1.7.4) can be solved by quadrature: 

J d<p 
W+C1 = J2€J F(r)dr+c 

(1. 7.6) 

where Cl, C are arbitrary constants. 
When k = 1 Equation (1. 7.4) may be reduced to one of Painleve's Equations 

[114, 139]. If k > 1 then (1.7.4) cannot be solved by quadrature. 
From (1.7.6), for F(<p) = sin<p, we obtain [63, 114, 88J 

<p = 4arctan(ae<oW) - ~(1 - €)7r, €o = ±1, € = ±1, a = const; 

<p=2arccos[dn(w+a,m)J+~(1+€)7r, 0<m<1; (1.7.7) 

<p = 2arccos[ cn (w + a, m)J + ~(1 + €)7r, 0 < m < 1, 

where a is an arbitrary constant, and dn (x, y), cn (x, y) are Jacobi elliptic 
functions (see Appendix 1). 

Analogously, for F(<p) = sh <p from (1.7.6) we have [83J (1.7.8) 

<p = 2arcth[sn(z,x)], z = ~v'CTIw, k2 = C - 2 C > 2., 
C+ 2' 

<p = 2arcth ( sn z'), z' = J2 w, C = 2; 

[
1 - sn 2(z, k)] 

<p = arccos 2 2( , 
cn w, k) z=!v'c+2w, c> 2; 

[2-CSn(W,k)] 
<p = arccos 2 cn 2(W, k) , k 2 = c+ 2 

4 ' 0 < c < 2; (1.7.8) 

<p = 4arcth (eW ) , c = 2; 

<p = areth [en (w, k)r 1 , c = 0, 

<p = 2arcch [~en 2(Z, k) + sn 2(Z, x)] , _1 ~ 2_ c - 2 
z-2vc+2w, k ---, c>2. 

c+2 

In formulas (1.7.7) and (1.7.8) it follows from the previous analysis that w 
may take the values 

(1.7.9) 
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where f(xo + Xl) is an arbitrary differentiable function. 
Applying to (1.7.7) and (1.7.8) the operation of group generation it is easy to 

construct P(I,3)-ungenerative families of solutions for Equation (1.7.1). These 
solutions have the form (1.7.7), (1.7.8) where the variable w takes one of the 
following values: 

dy, ay, by + f(ay + dy), by + €(ay + dy)cy f( d ) 
~;=:::==,=;:::===~~ + ay + y, VI + (ay + dy)2 

where aI', bv, dv, dv are arbitrary constants satisfying the conditions (2.1.27), 
Yv = Xv + Dv, Dv are arbitrary constants. 

1.8. Solutions of eikonal equations 

In the present paragraph we shall obtain families of exact solutions of equations 
whose symmetry was studied in §1.2. 

1. Let us consider Equation (1.2.18) 

v _ au au 
UvU = -a -a = O. 

Xl' Xv 
(1.8.1 ) 

Equation (1.8.1) admits the infinite-dimensional algebra generated by the op­
erators (see Theorem 1.2.3) 

x = "l(U) au 
with an arbitrary differentiable function "l(u), and therefore it possesses a re­
markable property: an arbitrary differentiable function of a solution of Equa­
tion (1.8.1) is also a solution, which can be easily confirmed. 

Let us seek the solution of Equation (1.8.1) in the form 

u(X) = cp(ui) + g(x), (1.8.2) 

where the variables ware listed in Table 1.4.1 and the corresponding expres­
sions for the function g(x) have the form 

(X) = { In (ay), for Nl - 5, 
9 0, for N6 - 10. 

Substituting ansatz (1.8.2) into Equation (1.8.1) we obtain the following 
reduced PDE for the function cp(w): 

10. a2wrcp~ - 4Wl (aw2 - a - I)CPl CP2 + 4W2( W2 - 1 )cp~+ 
+2awICPl - 4(W2 - l)cp2 + 1 = OJ 
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2° . 'Pi + 4'PI 'P2 - 4W2'P~ + 4'P2 = 0; 

3°. [1 - (w~ -1)-1]'Pi - 4(W2 -l)('Pl - W2'P2)'P2 + 2'PI - 4(W2 -1)'P2 + 1 = OJ 

4°. 'Pi - 2(2w2 - b) 'PI 'P2 + 4W2'P~ + 2'PI - 4W2'P2 + 1 = 0; 

5°. (wi + 1)'Pi + 2WIW2'PI'P2 + (W~ + 1)'P~ - 2(WI'PI + W2'P2) + 1 = OJ 

6° . 4WI 'Pi + 4a'PI 'P2 - 'P~ - 2'P2 = 1; (1.8.3) 

7°. - 4wI'Pi + (1 - a2wll)'P~ - 2'P2 + 1 = OJ 

8°. - 'Pi + (2WI + a2)'P~ + a2'P2 = 0; 

9°. 'Pi + 4WI 'PI 'P2 + 4W2'P~ + 4'P2 = 0; 

10°. a'Pi + 2a{3'PI 'P2 + ,82 'P~ = O. 

Here 'Pk = a'P. Equations 1 ° - 10° correspond to the reduced Equations 
aWk 

(1.8.1) appearing as a result of substitution by ansatz 1 °_10° from Table 1.4.1, 
(1.8.2). 

Integrating (1.8.3) we obtain with (1.8.2) the following solutions of Equation 
(1.8.1) [88]: 

u(x) = F(ax), a 2 = 0; (1.8.4) 

1L(X) = F (:~), a 2 = 0; (1.8.5) 

u(x) = F (,8x ± J(,8X)2 - X2), ,82 = 1, (1.8.6) 

where F is an arbitrary function of the mentioned arguments (this arbitrary 
function appears as a consequence of the property of solutions of Equation 
(1.8.1) stressed above). 

The arbitrary dependence on u of the coefficients al, ell-v, dv of the infinitesi­
mal operator (1.2.19) admitted by Equation (1.8.1) permits us to seek solutions 
of Equation (1.8.1) in the form 

u = 'P(v), (1.8.7) 

where v = v(x,u) = {VI(X,U),V2(X,U)}. 
Substituting (1.8.7) into (1.8.1) we have 

(1.8.8) 
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Owing to the fact that Vl and V2 are invariants with respect to some subgroup 
of the symmetry group of Equation (1.8.1) we can rewrite (1.8.8) in the form 

(1.8.9) 

where the functions A(v), B(v), C(v) are found from the conditions 

vl"vl Vl"V2 
A(v) B(v) 

<p(v) = <P(Jt}, <p(v) = <p(J2), 

The set of solutions of Equation (1.8.9) is equivalent to the set of solutions of 
two equations 

A(V)<PVl + [B(v) + VB2(v) - A(v)C(v)] <PV2 = 0, 

A(V)<PVl + [B(v) - VB2(v) - A(v)C(v)] <PV2 = 0, 

whose general solution may be represented in the form 

<p(v) = <p(Jt}, <p(v) = <p(h), 

where .h and J 2 are the first integrals of the equations 

dVl dV2 
A(v) - B(v) ± VB2(v) - A(v)C(v) ' 

It is possible to use for VI and V2 the expressions for WI and W2 from Table 
1.4.1; however, in the present case the coefficients 0:", /3" 8", should be considered 
as arbitrary functions of u. Let us list several solutions of Equation (1.8.1) 
obtained by this method: 

¢i(x,u) + /3,,(u)x"ln¢i(x,u) = 0, /32 = -1, 

where ¢i(x, u) = /3,,(u)x'" ± VX2 + (/3",(u)x"')2 
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(i = 6 = 0.(3 = (36 = 0, 0.6 = 2, (32 = 1; 

(a,,(u)x,,)3+3a,,(u)x" (3(J"(u)x(J" +36,,(u)xV ±[(a,,(u)xV )2+2(3v(u)x" +1]3/2 = 0, 

0.2 = 0.(3 = (36 = 0, !a6 = _(32 = 62 = 1; 

av(u)x" = x2 + 1, a,,(u)a"(u) = 4. 

2. The solutions of the relativistic Hamilton equation 

are sought in the form (1.5.3) when k = -1, i.e., 

The corresponding variables WI and W2 are listed in Table 1.4.1. 

(1.8.10) 

(1.8.11 ) 

As a result of substituting ansatz 1° - 10° from (1.8.11) into (1.8.10) we 
obtain the following reduced PDEs for the function VJ: 

1°. a2wiVJi - 4Wt(aw2 - a -1)VJIVJ2 - 4W2(W2 -l)VJ~+ 
+2awIVJVJI - 4(W2 - 1)VJVJ2 + VJ2 = 1; 

2°. VJi + 4VJI VJ2 - 4W2VJ~ + 4VJVJ2 = 1; 

3°. [1 - (W2 -1)-l]VJi + 4(1 - W2)VJl VJ2 + 4W2(W2 - l)VJ~+ 
+2VJVJI + 4(1 - W2)VJVJ2 + VJ2 = 1; 

4°. VJi + 2(b - 2W2)VJt VJ2 + 4w~VJ~ + 2VJVJI - 4W2VJVJ2 + VJ2 = 1; 

5°. (wi + l)VJi + 2WIW2VJlVJ2 + (w~ + l)VJ~ - 2VJ(WtVJI + W2V(2) + VJ2 = 1; 

6 ° . 4Wl VJi + 4aVJl,VJ2 - VJ~ - 2VJ2 = 2; 

7°. - 4WI VJi + (1 + a2w1I )VJ~ + 2VJ2 = 0; 

8°. - VJi + (2Wl + a2)VJ~ + VJ2 = a-2b- t ; 

9° . VJi + 4WI VJl VJ2 + 4W2 VJ~ + 4VJ2 = 1; 

10° . aVJi + 2a(3VJl VJ2 + (32 VJ~ = 1. 

(1.8.12) 

Having determined some partial solutions of Equations (1.8.12) we construct, 
with the corresponding formulas (1.8.11), the solutions of Equation (1.8.10). 
Below we list some of these solutions [88, 92]: 

u(x) = (3y sin c + Vy2 - ((3)2 cos c, (32 = 1, c = const; 
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~ Vy2+1+1 
u( x) = V y2 + 1 - In , 

ay 

u(x) = -{3y + In I ({3y)2 - y21_ 2 arctan by ,0.2 = a{3 = (3b = O,ab = 0; 
ay 

u(x) = [(ay)2 + 2a({3y)+a2] 3/2 + (ay)3 + 3a(ay)({3y) + 3a2(by) + ay, 

u(x) = F(ay) + {3y, 

where 0.2 = a{3 = 0, (32 = 1, and F is an arbitrary differentiable function; 

u(x) = v(ay)2 + y2, 0.2 = -1; 

u(x) = JY~ + (o.Y)2, 0.2 = 1; 

u(x) = n 
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It is possible to apply the generating formulas (see §1.4) to the family of 
solutions (1.8.13) in such a way as to construct new families of solutions for 
Equation (1.8.10). Let us adduce two such solutions. For this purpose we write 
down the finite transformations generated by operators KA (1.3.2) [92]: 

(1.8.14) 

where J.1" v = 0,1,2; S2 = x2 - u2, A = 0,1,2,3; X3 == u. We take as initial 
solutions UI(X) the simplest of the solutions of the set (1.8.13) 

and 
UI(X) = v? 

Solving the functional Equation (1.4.14) for the transformation (1.8.14) we 
have correspondingly [92] 

u(X) = (2a)-1 (-1 ± VI + 4a{3x + 4a2 x2) , 

a = C3 - {3c f. 0, {32 = 1; 
(1.8.15) 
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u(x) = (CACA)-I [C3 ± (C3 + CACA - 2CACA(CX) + (CAC A)2X2)I/2] , 

CACA #- 0, A = 0, 1,2,3. (1.8.16) 

A solution of Equation (1.8.10) may be also be sought in implicit form 

VI = <p(v) 

Let us consider several simple cases. 

a). 

Substitution of (1.8.17) and (1.8.18) into (1.8.10) gives 

O:Al~A<p~ - 2O:Af3A<p" + f3Af3 A = 0 

and if O:Ao:A = O:Af3A = f3Af3 A = 0 then 

(1.8.17) 

(1.8.18) 

(1.8.19) 

Formula (1.8.19) defines the solution of Equation (1.8.10) with an arbitrary 
differentiable function <p. 

b). 

In this case the equation for the function <p( v) has the form 

Integrating this equation and returning to (1.8.17) we obtain the solution of 
Equation (1.8.10): 

c). 

The equation for the function <p( v) has the form 

Integrating this equation we obtain the solution of Equation (1.8.10) 

Solutions of Equation (1.2.17) are obtained from solutions of (1.8.10) by 
changing in the latter the signature (1,-1,-1) to (1,-1,1). 



Section 9 41 

The generalization of the solutions obtained here in the case of an arbitrary 
number of independent variables is quite evident. 

1.9. Symmetry and exact solutions of the Euler-Lagrange-Born-Infeld equation 

The equation 

(1.9.1) 

where u = u{x), x = {xo, ... , xn-t}, and 

which we considered in §1.1 while solving the problem of group classification 
of second-order PDEs invariant under the group P{l,n). Equation (1.9.1) in 
Euclidean space generalizes the n-dimensional case of the equation of mini­
mal surfaces which was first obtained by Lagrange from the Euler-Lagrange 
variational principle. 

In the present paragraph we shall determine the maximal (in Lie's sense) 
invariance group of Equation (1.9.1) and then obtain some of its solutions. 

Theorem 1.9.1. [87] The maximal local invariance group of Equation (1.9.1) 
is the extended Poincare group P{l, n) 

Proof. From the invariance condition 

fL{u) I = 0 
L(u)=O 

where f is written in (1.1.7), we obtain the defining equations for the coordi­
nates ~!L{x, u) and 17{X, u): 

Ou~O = 0017, ou~a + Oa17 = 0, 

oo~o = Ole = ... = On_lC-l = Ou17 

whose general solution has the form 
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and establishes the basis of the algebra AP(l, n) operators. Thus, the theorem 
is proved. 

Let us seek the exact solutions of Equation (1.9.1). We consider first the case 
where n = 2. By the way, let us note that the particular class of exact solutions 
of the two-dimensional Equation (1.9.1) had been obtained by Barbashov and 
Chernikov (see [17]); these solutions, as shown in [207J, may be found by the 
godograph method. 

Following §1.4, we seek solutions for Equation (1.9.1) in the form 

u(x) = f(x)rp(w) + g(x) (1.9.2) 

There are several cases [87J. 

a). w = ax, f(x) = 1, g(x) = /3x; a",/3" - const; v = 0,1 

In this case, for the function rp( w) we obtain the equation 

(1.9.3) 

If a 2 + (ao/31 - a1(30)2 =1= 0, then the solution of (1.9.3) is a linear function, 
and consequently 

(1.9.4) 

where a" and c are arbitrary constants. When a 2 + (ao/31 - a1(30)2 = 0, the 
solution of Equation (1.9.1) has the form 

u(x) = rp(ax) + /3x (1.9.5) 

where rp is an arbitrary twice-differentiable function. The solution to (1.9.5) 
with /30 = /31 = 0 was also obtained in [17J. 

b). w=x2=x~-xi, f(x)=l, g(x)=aln(xo+xl). (1.9.6) 

In this case the ansatz (1.9.2) reduced (1.9.1) to the ODE 

(w + a2)<i5 - 2wcp3 - 3acp2 + cp = 0 

whose general solution has the form 

{ 

[ ( ) a ( )b] .! In c b~ -ay'Wtp" ~±y'Wtp" 
w = 2 bwv'w±a'±awv'w±b' v'w±a2-VwW ' 

rp() .!!.In [c b~-ay'WW ] + barctan ~ 
2 bwv'w±a2±awv'w±b2 ~, 

vw+a2 -aln [c(Vw+a2 +a)]. 

Whence, using (1.9.6) and (1.9.2), we obtain the solution of Equation (1.9.1): 
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{ 

~ In {c (:~~:~ ) a th a [~ln (~:~$~~)] cth b (~ln :~$~~ ) } , 
u(x) = 1. In {c (XO+Xl)a th a [1. In (a2 x2+b2)] + b arctan J a2+x~} (1.9.7) 

2 Xo-:q 4 1)1" x2+a2 ~ 

aln (c XO+Xl ) + v'X2 + a2 
~+a ' 

where a, b, and c are arbitrary constants. 

c). 
Xl 

W = -, f(x) = Xo, g(x) = c = const. 
Xo 

Substitution of (1.9.8) and (1.9.2) into (1.9.1) gives the equation 

(<p2 + w2 - 1)<p = 0 

(1.9.8) 

by integration we get the solutions of Equation (1.9.1) in the form (1.9.4) and 

u(x) = ±Jx5 - xi +c 

d). W=XO+Xl, f(x)=v'xo-Xl, g(x)=c=const 

The corresponding equation for the function <p( w) has the form 

<p2 <p - 3<ptjJ2 + 2tjJ = o. 

Changing variables in (1.9.11), 

tjJ = cjJ(y), y = <p 

we obtain the linear equation 

whose general solutions are given by the formula 

cjJ = c1y4 + 1. 
2y 

(1.9.9) 

(1.9.10) 

(1.9.11) 

(1.9.12) 

Using this result and formulas (1.9.12), (1.9.10), and (1.9.2) we construct the 
solutions of Equation (1.9.1): 

u(x) = (1.9.13) 
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where Cl, C2, C3 are arbitrary constants. 

w = Xo - Xl +a, In (xo + xI), e). f(x) = .jxo + Xl, 

g(x) = C = const 

Substituting (1.9.14) and (1.9.2) into (1.9.1) results in the ODE 

(cp + 4a)~ - 4w;i - 3cp<jJ2 + 2<jJ = 0 

(1.9.14) 

which, by-transformation (1.9.12), may be transfonned into the Riccati equa­
tion: 

(y2 + 4a)¢> - 4aifJ2 - 3yifJ + 2 = 0 

The general solution of Equation (1.9.15) is 

ifJ(y) = 2a - Y(CI J y2 + 4a - y) . 
2a(ct J y2 + 4a - y) 

(1.9.15) 

Substituting this expression into (1.9.12) we obtain the following equation: 

dcp 2a-cp(clJCP2+ 4a -cp) 

dw = 2a (Cl J cp2 + 4a - cp ) 

and integrating this we obtain, via (1.9.14) and (1.9.2), solutions for Equation 
(1.9.1): 

Cl = 0; u(x) = ± [c2eC3(a:o-a:tl + ~(xo + Xt>f/2 + C4, 

C2 = (u - Ju2 + 4a(xo + xI) ) -1 X 

X exp [ u _ Ju2 + :a(xo + xI) + Xo ~ Xl l' CI = 1; 

(v - I)S(v + l)l/s(V - k+)L (v - k_)b+ 
C2 = c~ > 0; (1.9.16) 

(xo + xt) exp("'o:a: tl ) , 

where v = u[u2 + 4a(xo + xt}]-1/2, S = (1 - ct}(l + ct}-l, 
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d b _ (ci + 1)(q- 1) ± (cf -1) 
an ± - (c~ _ 1)3/2 ' 

Let us consider Equation (1.9.1) when n 2: 3. As in the two-dimensional 
case we seek solutions in the form (1.9.2). Let 

u(x) = (/3x)cp(w), 
(O:X)2 

W = --, 0:2 = 0:/3 = 0, /32 =f:. 0 
/3x 

(1.9.17) 

where a, o:v /3v are arbitrary constants satisfying the indicated conditions. Sub­
stituting (1.9.17) into (1.9.1) results in the ODE 

<p=o 

whence we obtain, if we return to (1.9.17), the solution of Equation (1.9.1) 

u(x) = (o:x)2 + /3x, 0:2 = 0:/3 = 0, /32 =f:. 0 (1.9.18) 

One can directly verify that 

u(x) = (/3x)cp(o:x), 0:2 = 0:/3 = 0, /32 =f:. 0 (1.9.19) 

where cp is an arbitrary twice-differentiable function, is also a solution of Equa­
tion (1.9.1). 

Let 
u(x) = cp(w) + /3x, w = o:x, 

where o:v, /3v are arbitrary constants. Substituting this ansatz into (1.9.1) 
results in the solution 

with an arbitrary twice-differentiable function cpo 
Let us consider the ansatz 

u(x) = cp(w), w = x2 

For the function <p(w) from (1.9.1) follows the Bernoulli equation 

2w<p + n<p - 4(n -1)w<p3 = 0 

integration of which we yields the solution of Equation (1.9.1) 

(1.9.20) 

(1.9.21) 



46 Chapter 1. Poincare-Invariant Scalar Equations 

where Cl, C2 are constants. When Cl = 1 or C2 = 0 we find from (1.9.21) 

u(x} = -h2 

Owing to the fact that Equation (1.9.1) is invariant under transformations 
from the group P(l,n}, where the variables XO,XI, ..• ,Xn-l,U enter equally, 
solutions may be sought in implicit form. If, for example, we use the invariants 

a}. (1.9.22) 

or 

b}. 

where aA, i3A are arbitrary constants, and the substitution 

(1.9.23) 

then in case a} we obtain the solution 

(1.9.24) 

In case b} (1.9.22) the substitution (1.9.23) reduces Equation (1.9.1) to the 
ODE 

(1.9.25) 

where n is the number of independent variables x. 
The substitution 

in (1.9.25) yields the equation 

- ·2 2'¢'¢ - n,¢ - 4(n - 1}'¢ = 0 

whose general solution is given by the formula 

1~ d-r 
--;::==;=== = W2 + C2 or '¢ = o. 

o ";Cl-r2n- 2 - 1 

From here we obtain the solution of Equation (1.9.1) in the form of the func­
tional relation 

(1.9.26) 
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If f3Af3 A = 0 then the substitutions (1.9.23) and (1.9.22) reduce Equation 
(1.9.1) to the linear Euler equation 

whose solution is 
¢ = Cl W2 + C2W~n 

The corresponding solution of Equation (1.9.1) is found from the algebraic 
relation 

A f3 A (f3 A)2n XAX = Cl AX + C2 AX , 

1.10. Symmetry and exact solutions of the Monge-Ampere equation 

In this section we study the symmetry and construct several classes of solutions 
of the multi-dimensional MA equation 

det (u!-'v) = 0, 
cPu 

u!-'v == 8x/yxv ; /1, // = 0, n - 1 

and also make group classifications of equations like 

(1.10.1) 

(1.10.2) 

The MA equation was generalized in the n-dimensional case by Pogorelov 
and had been used by him to solve the multi-dimensional Minkowsky problem 
[165]. Nowadays Equation (1.10.1) is widely used in quantum field theory. 

As shown in §l.1, Equation (1.10.1) is invariant under the group P(l,n). 
More complete information on its symmetry gives the following statement. 

Theorem 1.10.1. [86]. The maximal local invariance group of the MA equa­
tion (1.10.1) is the group G = {IGL(n + 1, R),C(n + I)}, containing the group 
of general linear inhomogeneous transformations IGL(n + I,R) of the space 
Rn+l = Rn(x) x Rl (u) and the group of conformal transformations C(n + 1). 
The basis elements of the corresponding Lie algebra have the form 

8 
PA =~, JAB = XAPB ; A,B = O,n; 

uXA 

f{A = XAXBPB ; (Xn == u). 

Proof. From the invariance condition (1.1.6) 

fdet (u!-'v) I = 0 
det (u/w)=o 

(1.10.3) 
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where the operator f is given in (1.1.7), we find the system of defining equa­
tions for the coordinates ~JL(x, u), 1](x, u) of the infinitesimal operator X = 
~JLoJL + 1]0,,: 

1]JLV = ~~" = 0, 2~~v = {jJLv1],,11. 

~Zv = {jJLo1Jv" + {jvo1JJL11. 

The general solution of this system is rather easy to derive and has the form 

~A = xACBXB + cABxB + dA, C == 1]. 

The solution yields the formulae (1.10.3). The theorem is proved. 
As the group of general linear transformations IGL contains as subgroups 

the Galilei group and the Lorentz group, it is possible to state that for the 
MA Equation (1.10.1) both the relativity principles of Galilei and Lorentz­
Poincare-Einstein are true. The relativistic or the nonrelativistic symmetry of 
the MA equation can be singled out as follows. 

Let us consider Equation (1.10.2). 

Theorem 1.10.2. [86] Equation (1.10.2) is invariant under algebra AP(l, n) 

iff 

,,±:Z 
F(x, u, u) = A(l - uvUv)---r, 

1 
>. = const. 

Equation (1.10.2) is invariant under the Galilei algebra AG(2, n - 1) 

o 
PA = oxA' JAB = Xa.Pb - XbPa.; Gla. = XOPa. + mXa.Pn, 

G2a. = XnPa. + mxa.PO; a,b = 1,n-1 

iff 

ua.ua. n+2 
F(x,u,u) = A(UO + -2-)"-; A,m = const 

1 m 

(1.10.4) 

(1.10.5) 

(1.10.6) 

(1.10.7) 

Proof. Necessity. As in the proof of the previous theorem we start from the 
invariance condition (1.10.8) 

(1.10.8) 

where the operator f is constructed via the formulae (1.1.7), ~JL and 1] are 
defined in (1.10.4) for the Poincare group or in (1.10.6) for the Galilei group. 
For the function F(x, u, u) from (1.10.8) we obtain the equation 

1 
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( aF aF) aF 
~IL -+- +1]- + 

aUIL aXIL au 

[ ( a~IL a~o ) ( a~o )] + 2 - + uo- - n 1]u - uo- F = 0 
axIL au au 

(1.10.9) 

In the case of the algebra (1.10.4) it follows that 

F(x,u,u) = F(w), w = Ul/ul/, 
1 

dF 
2(1- w) dw + (n + 2)F = O. 

The general solution of these relations is given in (1.10.5). Analogously, for 
the set of operators (1.10.6) we obtain from (1.10.9) 

F(x, u, 'If) = F(W), W = Uo + 2~ uo.uo., 

dF 
2W dW + (n + 2)F = 0 

whence follows the formula (1.10.7). 

Sufficiency. It is easy to confirm directly that Equation (1.10.2) with the 
function F from (1.10.5) and (1.10.7) is invariant under the groups P(I,n) and 
G(2,n - 1), respectively. The theorem is proved. 

Let us note that the equation 

is no longer Galilei-invariant and the equation 

det (uILV ) = >. ( Uo + U;:a) ~ (1.10.10) 

is no longer Lorentz-invariant. 
We seek the solutions of Equation (1.10.1) in the form [86) 

u(x) = <pew) (1.10.11) 

where w = w(x) is some differentiable function. Ansatz (1.10.11) reduces 
(1.10.1) to the linear ODE 

M(w)rp + N(w)<i' = 0, (1.10.12) 

where N( w) = det (wILV ), 
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M(w) = 

= 
WOI 
Wll 

WOWn-l Wn-ll 

... WOn-1 

... WI n-l 

Wn-l n-l 

Woo 
+ WIO 

Woo WOl WOWn-1 

WOWI 
wi 

WOn-1 
Wln-l 

Wn-l n-l 

+ 

+ ... + WIO Wll ... WIWn-1 _ d N( ) I 
- - W d f ...................... ·2·· ... - dr d~W!-,1I ~ W!-'W II 

Wn-IO Wn-II Wn-I 

The proof of this statement can be carried out by the method of mathematical 
induction. In the two-dimensional case, using direct calculation, we obtain 

det (0w!-'wII + <Pw!-'II) = cp0(W~Wll +w~woo - 2WOWI WOl) +cp2(WOOWll - W~l) == 

== cp [cpdet (W!-'II) + 0(W~Wll + w~woo - 2WOWIWod] 

The calculations for n > 2 are carried out analogously. Let 

W = ax, a!-, = const (1.10.13) 

In this case it follows from (1.10.2) that the solution of Equation (1.10.1) is an 
arbitrary differentiable fUJ1ction r.p, i.e., 

u(x) = r.p(ax) (1.10.14) 

Solution (1.10.14) can be generalized. It is easy to verify that the function 

(1.10.15) 

where Wk = aSk)x", aSk) are arbitrary constants and k 1, n - 1 satisfies 
(1.10.1). 

Let us put W = x2 in (1.10.11). Then 

and Equation (1.10.12) takes the form 

2w0 + cp = 0 (1.10.16) 

The general solution of (1.10.16) is given by the expression 

r.p(W) = CI Vw + C2, 
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Thus we obtain the solution of Equation (1.10.1) 

u(x) = C1 VXvxv + C2 
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Let us list some more families of solutions for Equation (1.10.1) in explicit 
and implicit form: 

u(x) = (ax)2 - a 2x2, 

u(x) = x 2 lax, 

u 2 - x2 = c( an u - ax? , (1.10.17) 

In the formulae (1.10.17) c, a v , f3v, a n ,/3n are arbitrary constants, with ax == 
avxv, v = 0, n - 1, and <p is an arbitrary twice-differentiable function. 

1.11.* Symmetry of the scalar wave equation with interaction 

The standard approach of describing interaction of scalar particle (spin s = 
0) with external electromagnetic field consists in the following: one has to 
substitute 7fJL = 8JL - eAJL (AJL is the vector-potential of the electromagnetic 
field) for 8JL in the equation of motion of a free scalar particle. As a result one 
gets the equation 

7fJL7fJL u = m2u, that is 

8JL8JLu - eu8JLAJL - 2eAJL8JLu + e2 AJL AJLu = m 2u. 
(1.11.1) 

Let us generalize this equation as follows 

(1.11.2) 

where "\1, "\2, ..\3 are arbitrary constants. 
Equations (1.11.1), (1.11.2) are invariant neither under the Poincare group 

P(I,3) nor under the Lorentz group 0(1,3), the vector-potential AJL being 
given as arbitrary functions of x. However, if we treat these equations as 
nonlinear ones, the vector-potential being considered as an arbitrary vector 
field equal in rights with the scalar field u, we get that the equations possess 
nontrivial symmetry. From this point of view, Equations (1.11.2) actually 
mean an infinite set of Equations (1.11.2) for different AJL [59*). The most 
physically interesting case, when ..\2 = 2..\1 = -2e, ..\3 = e2 , is selected from 
the set of Equations (1.11.2) due to its symmetry properties. 

* This section is written in collaboration with R.Z.Zhdanov. 



52 Chapter 1. Poincare-Invariant Scalar Equations 

Let us consider first the case m = 0. The symmetry operators are looked 
for in the form 

Q = ~!'(x, u, A) o:!' + 1J(x, u, A) :u + 1J!'(x, u, A) o~!' . (1.11.3) 

Theorem 1.11.1 Depending on AI, A2, A3 Equation (1.11.2) with m = ° is 
invariant under the following Lie algebras: 

1) if 

Al =I- 0, A3 =I- 0, A~ - 4A3 = 0, 

(A1A2 - 2A3)2 + (A2 - 2Ad =I- 0, 

then IA is {AP(l,n),Af} with elements 

o 
p!, = o!' ==~, J!'v = x!,Pv - xvP!, + S!'v, uX!' 

and 

(1.11.4) 

(1.11.5) 

(1.11.6) 

where F(x) is an arbitrary solution of the wave equation OF = 0, k is an 
arbitrary constant; 

2) if 
(1.11.7) 

then IA is the conformal algebra AC(l,n) with basis elements (1.11.5), k = 
(1 - n)j2 and 

[(!' = 2x!,D - x 2 P!, + 2S/w x v, 

and Af generated by operators 

of 0 
Q = eF(x)uou + ox!' oA!' 

where F = F(x) is an arbitrary smooth function; 

3) if 

Al =I- 0, A3 =I- 0, A~ - 4A3 =I- 0, 

then IA is AC(l,n) with basis elements (1.11.5), where 

(1.11.8) 

(1.11.9) 

(1.11.10) 
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(A = 2(1 - n)(A2 - 2Ad/(A~ - 4A3)) 

4) if 

Al =I- 0, A2 = A3 = 0, 

then IA is AP(l,n) (1.11.5) and A3' generated by operators 

2 aa a 
QI = a(x)uau - Al aXIL In u aAIL' 

a 
Q 2 = FIL(X)­

aAIL ' 

where a, FIL satisfy conditions 

5) if 

Al =I- 0, A2 =I- 0, A3 = 0, 
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(1.11.11) 

(1.11.12) 

(1.11.13) 

(1.11.14) 

then IA is AC(l,n) with basis elements (1.11.5), where k = (1 - n)At/A2' 
(1.11.11) with A = 2(1 - n)A2"2 (>'2 - 2At) and Al generated by operators 

(1.11.15) 

6) if 

(1.11.16) 

then IA is AC(l,n) with basis elements (1.11.5), (1.11.8), where k = (1- n)/2, 
and A~ generated by operators 

Q=b(x)au+BIL(X,U,A)aa , 
AIL 

where b, BIL are arbitrary solutions of the equations 

7) if 

Al = 0, A2 =I- 0, A3 =I- 0, A~ - 4A3 = 0, 

(1.11.17) 

(1.11.18) 

(1.11.19) 
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then IA is AP(l,n) (1.11.5) and A3' 

2 fJa fJ 
Q1 = a(x)ufJu - A2 fJxIL fJAIL' (1.11.20) 

Q2 = BIL(X, U, A) fJ~IL' Oa = 0, AILBIL = O. 

Proof Using the Lie algorithm one finds that coefficients of operator (1.11.3) 
must satisfy the following (defining) equations: 

~:: + ~~ = {j::f(x) 

(f(x) is an arbitrary differentiable function); 

Al [(1]~" + 2~g{j:: - ~::)u - {j~(1] - U1]u)] = 0; 

A2 [(1]IL + (2~g{j1L1/ - ~::)AI/] - AU1]~ + 21]uIL - O~IL = 0; 

2A3U[1]IL + (2~g{j:: - ~::)AI/]AIL + A1U1]~+ 
+A2AIL1]IL + 01] + A3AILAIL(1] - U1]u) = O. 

Equation (1.11.21) yields 

~IL = ~IL(X), 1] = a(x)u + b(x). 

(1.11.21 ) 

(1.11.22) 

(1.11.23) 

(1.11.24) 

(1.11.25) 

(1.11.26) 

The general solution of Killing equations (1.11.22) is given in (1.2.7). 
Now it is easy to find the general solution of Equations (1.11.23)-(1.11.25) 

and thereby the general form of ~IL, 1], 1]IL. Depending on AI, A2, A3 there are 
seven different cases which are stated above in the theorem. So, the theorem 
is proved. 

Theorem 1.11.2 Equation (1.11.2) with m # 0 is invariant under AP(l,n) 
with basis elements 

(1.11.27) 

So, the treatment of Equation (1.11.2) as nonlinear system gives us the possi­
blility to study its symmetry properties in detail. 



Chapter 2 

Systems of Poincare-invariant 
Nonlinear PDEs 

In the present chapter we will consider systems of nonlinear PDEs that are in­
variant under the Poincare group P(1,3), extended Poincare group P(1,3) and 
conformal group C(I,3). Ansatze for spinor fields will be constructed. The 
formula of generating solutions (GS) by conformal transformations is obtained 
for fields of arbitrary spin. Wide classes of exact solutions of nonlinear gener­
alizations of the Dirac equation are found as well as solutions of the quantum 
electrodynamics nonlinear equations, coupled nonlinear equations for vector 
and scalar fields, the Yang-Mills equations, and some others. 

2.1. Reduction and exact solutions of the nonlinear massive Dirac Equation 

Let us consider a nonlinear Dirac equation for a massive spinor field 

(2.1.1) 

where "I . a = "1000 + "1101 + "I20z + "138:3; 01' = "a , v = 0,3; 'If; = 'If;(x) is 
UXv 

a four-component spinor (column); 'If; = 'If; + "10 , x E R(I,3); and m, k, >.. are 
arbitrary real constants; "Iv are Dirac matrices 

"10 = ( 0"0 0) 
o -0"0 

"Ia = ( 0 -O"a 
O"a) 
o ' (a = 1,2,3) (2.1.2) 

0"0 and 0" a are 2 x 2 unit and Pauli matrices 

0"0 = (~ ~); 0"1 = (~ ~), 0"2 = (~ ~i), 0"3 = (~ ~I) (2.1.3) 

Equation (2.1.1) under>" = 0 coincides with the linear Dirac equation dis­
covered in 1928, which describes free particles and antiparticles with mass m 

55 
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and spin s = 1/2. An interest in generalizing the Dirac equation was inspired 
by Louis de Broglie's ideas about the possibility of describing particles (fields) 
with spin s = 0,1,3/2, ... by virtue of the field with spin s = 1/2. de Broglie 
developed for this purpose the method of "fusion" [35] according to which the 
wave function is represented as a product of "fusable" functions. From the 
point of view of unitary field theory, if we introduce only one field, then the 
field equations should be nonlinear, as the intersection generating exited states 
in the form of diverse particles can only be in this case a self-intersection. One 
of the first attempts at a nonlinear realization of de Broglie's idea was the work 
of Ivanenko and his collaborators dated to 1938-1953 (see, for example, [156], 
Introduction). In the early fifties Heisenberg [118] put forward a wide program 
on the development of unitary field theory based on the following nonlinear 
spin or equation 

(2.1.4) 

The simplest conform ally invariant nonlinear spinor equation has been pro­
posed by Gursey [115] 

(2.1.5) 

A wide class of conform ally invariant nonlinear generalizations of the Dirac 
equation different from (2.1.4) and (2.1.5) was suggested in [101] and [102] 
(see §2.4). A simple method of constructing nonlinear spinor equations which 
essentially differ from (2.1.1) and (2.1.4) was pointed out in [65]. The simplest 
equation of this kind follows from (2.1.1) under m = 0 with the help of the 
replacement 'YJi. -+ 1/J'YI'1/J: 

(1/J'Y1' 1/J )81'1/J = o. 
This equation is invariant under the infinite-dimensional group of point trans­
formations. 

There are some works on exact solutions of nonlinear spinor equations: [5, 
6, 19, 20, 132, 138, 149, 150]; all of them use the Heisenberg ansatz [119] only 

1/J(x) = [f(w) + ("( . x)g(w)] x, (2.1.6) 

where w = xl'xl'; X is a constant spinor; and f and 9 are real, differentiable 
functions. 

Below we construct new ansatze for spin or fields and then obtain multipa­
rameter families of exact solutions of Equation (2.1.1) and, in the next sections, 
exact solutions of Equation (2.1.1) under m = 0, Equation (2.1.5), and a con­
formally invariant generalization of the Dirac-Heisenberg equation, (2.1.4). 

To find exact solutions of the nonlinear Dirac equation (2.1.1) we use the 
ansatz suggested in [63] 

1/J(x) = A(x)cp(w), (2.1. 7) 
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where A(x) is 4 x 4 matrix; !pew) is an unknown four-component function (col­
umn) depending on new variables w = w(x) = {Wl,W2,W3}. After substituting 
ansatz (2.1.7) into (2.1.1) we obtain 

(2.1.8) 

Furthermore we require Equation (2.1.8) to contain addends depending on the 
new variables w only, whence follows 

-1 8A 
A 'Yv-;:;- = F(w), 

UXv 
AA = G(w) (2.1.9) 

where F, F"" and G are arbitrary 4 x 4 matrices. If one succeeds in finding a 
partial solution A = A(x), w'" = w",(x) of system (2.1.9), then to determine 
the function we obtain from (2.1.8) the reduced equation 

(2.1.10) 

At first sight the system of PDEs (2.1.9) is not in the least simpler than the 
initial equation. Nevertheless algebraic-theoretic techniques give an effective 
algorithm for constructing vast classes of its exact solutions. Later, to deter­
mine the explicit form of ansatz (2.1.7), we shall proceed in the same way as 
in §lA. 

Let us use the fact that the maximal invariance algebra of Equation (2.1.1) 
is AP(1,3), with basis elements 

(2.1.11) 

If A(x) and w(x) satisfy the conditions 

(2.1.12) 

(2.1.13) 

where aJL, cJLv = -CVJL are arbitrary real constants, they also satisfy system 
(2.1.9). So the problem of describing ansatze (2.1.7) for spin or fields invari­
ant under AP(1,3) (2.1.11) is reduced to the solution of systems (2.1.12) and 
(2.1.13). Using nonequivalent one-dimensional subalgebras of the Poincare al­
gebra AP(1,3) and corresponding invariant variables constructed in [163] and 
[114], we write down the P(1,3)-nonequivalent ansatze (2.1.7) [100]. 
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Table 2.1.1. P(1,3)-nonequivalent ansatze for a spinor field. 

N Algebra Invar. var. w = {W1,W2,W3} Ansatze 7jJ(x) = 
1. Po Xl,X2,X3 cp(w) 
2. P3 Xo, Xl, X2 cp(w) 
3. Po +P1 Xo + Xl, Xl, X3 cp(w) 
4. J12 (2 2)1/2 X1+X2 ,XO,X3 exp{ -h1')'2· 

· arctan El. }cp(w) 
X2 

5. J03 (2 2)1/2 Xo - X3 , Xl, X2 exp{+ho')'3· 
·In(xo +X3)}cp(W) 

6. J02 + J12 Xo + Xl, { X2 exp - 2(xo+x.) . 
(x~ - xi - x~)1/2,X3 ·')'2(')'0 + ')'t}}cp(w) 

7. a J23 - J01 (x~ - xi)1/2, exp{ho')'l· 
aln(xo + xd+ ·In (xo + X1)-

+ arctan El. (X2 + x2 )1/2 1 
xJ' 2 3 -2"')'2')'3" 

· arctan ~ }cp(w) 
XJ 

8. h3- XO+X1,f(XO-X1)+ exp{-h2')'3· 
-~(Po + Pd + arctan El. (x2 + X2)1/2 . arctan ~cp(w) 

xJ' 2 3 
9. h2 + aPo (xi + X~)1/2, exp { - hn2 . 

Xo + a arctan ;;-, X3 · arctan;;- }cp(w) 
10. J12 + aP3 (xi + x~?/2, exp { - hn2· 

X3 + a arctan ;;-, Xo · arctan ;;- }cp(w) 
11. J01 + aP2 (x~ - xi)1/2, exp{hO')'l· 

X2 + aln (xo + xt), X3 ·In(xo+xt}}cp(w) 
12. J02 + J12+ Xo - Xl + (xo + X1)X2+ expU(xo + xt)· 

+Po - PI +\(xo + xd3, ·/2(')'0 + ')'d }cp(w) 
X2 + 4:(xo + xd2,X3 

13. J02 + J12 - (2 2 2)1/2 exp{ X2. Xo + Xl, Xo - Xl - X2 , 2(xo+xd 
-fP3 X2 + f(XO + Xl )X3 ·')'2 ( ')'0 + ')'1) }cp 

Here a t= a is an arbitrary constant; f = ±1. 
To illustrate how to construct the ansatze of Table 2.1.1 we consider, as an 

example, operator J12 (the fourth position of the table). In this case Equations 
(2.1.12) and (2.1.13) take the form 

(x18 2 - X28l - h1/2)A(x) = 0, 

(X182 - x28dw(x) = o. 
We look for a solution of (2.1.14) in the form 

A(x) = exp {hI ')'2f(x)} , 

(2.1.14) 

(2.1.15) 

where f(x) is a scalar function. Substitution of this expression into (2.1.14) 
gives 
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(XI02 - X201 - hn2) exp {h,,:"Y2f(x)} = 

= hn2 [(XI02 - x201)f -1] exp{hn2} = 0, 

that is 
of of 

XI- -X2- = 1. 
OX2 OXI 

Integrating this equation one obtains 

and therefore 

Xl 
f(x) = - arctan-, 

X2 

A(x) = exp { -hn2 arctan :~} 
Equation (2.1.15) is equivalent to the following Euler-Lagrange system 

dxo 

° 
dXI dX2 dX3 ---, 
-X2 Xl ° 

which has first integrals of the form 

xi + X~, 

On putting 

we finally obtain ansatz N4. For the rest of the cases calculations can be done 
in much the same way. 

Ansatze 1-13 of Table 2.1.1 are the complete set of P(1,3)-nonequivalent 
ansatze for spinor fields. This means that one of them cannot be changed into 
another by means of a group generating procedure. 

Let us substitute ansatze 1-13 from Table 2.1.1 into Equation (2.1.1). After 
lengthy but elementary calculations we obtain the following reduced PDEs for 
the function <p(w) [100]: 

(1) '")'1<Pl + '")'2<P2 + '")'3<P3 + iF<p = 0, 

(2) '")'O<Pl + '")'1 <P2 + '")'2<P3 + iF<p = 0, 

(3) (')'0 + '")'t)<Pl + '")'2<P2 + '")'3<P3 + iF<p = 0, 

(4) '")'2 (ipl + 2~1 <p) + '")'Oip2 + '")'3ip3 + iFip = 0, 

(2.1.16) 

(5) ~ (')'0 + '")'3)<P + ~ [(')'0 + '")'3 )Wl + ~l (')'0 - ,"),3)] ipl + '")'1 ip2 + '")'2ip3 + iFip = 0; 



60 Chapter 2. Systems of Poincare-invariant Nonlinear PDEs 

(6) h'0+I't) (tp1 + +-21 tp) + [bo + 1'1 tI + W~ - 1'1 WI] tp2+I'3tp3+iFtp = 0, 
WI W1W2 W2 

(7) ~bo +I'dtp+ ~ [bo + I'dwl + ~l bo - I't}] tp1 + [O:bo + 1'1) + ~3 1'2] tp2+ 

+1'3 (2~3 tp + tp3) + iFtp = 0, 

(8) bo + I'dtp1 + [i(')'O - I'd + ~3 1'2] tp2 + 1'3 (2~3 tp + tp3) + iFtp = 0, 

(9) 1'2 (2~1 tp + tp1) + (:11'1 + 1'0) tp2 + I'3tp3 + iFtp = 0, 

(10) 1'2 {2~1 tp + tp1) + (; 1'1 + 1'3) tp2 + I'Otp3 + iFtp = 0, 

(11) ~ bo + l'J)tp + ~ [(')'0 + I't}W1 + ~1 (')'0 - I't)] tp1 + 

+ b2 + o:bo + I'd] tp2 + I'3tp3 + iFtp = 0, 

(12) [(1'0 + 1'1 )W2 + 1'0 - 1'1] tp1 + I'2tp2 + I'3tp3 + iFtp 

atp 
Here tpa == -;--, a =~; F = [m + >.(iptp)k]; the equation of number n, 

uWa 
n = 1,13 is obtained with the help of the nth ansatz of Table 2.1.1. 

The next step in finding invariant solutions of Equation (2.1.1) should have 
been the investigation of symmetry properties of the reduced Equations 1-13 
(2.1.16). But the problem of establishing the maximal group of invariance of 
these equations is very tedious and cumbersome in itself. Naturally a question 
arises as to whether there is a procedure for obtaining information about the 
symmetry of the reduced equations from the symmetry of the initial equation. 
An affirmative answer to this question is given by the following statement (as 
for its proof, see [161 D. 

Theorem 2.1.1. Let G be an in varian ce group of some PDE and H C G be a 
one parameter subgroup ofG, (H being a normal divisor in G). Then the factor 
group G/H is an invariance group of the equation obtained through reduction 
of the initial equation by H-invariant solutions. 

It will be noted that this theorem does not guarantee the maximality of the 
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group G/H, that is, the reduced equation can admit a wider symmetry group 
than G/H. 

In our case we have G = P(1,3), and H is one of 13 subgroups with generators 
listed Table 2.1.1. Generally speaking, these subgroups are not normal divisors 
in P(1,3) and for this reason one has to construct normalizers of subgroups 
before using Theorem 2.1.1, that is, to find maximal subgroups of P(1,3) which 
normal divisors are HI - H13 . The next step is the construction offactor groups 
NorHI - NorH13 , where NorHi (i = 1, ... ,13) is a normalizer of a group Hi. 
According to Theorem 2.1.1 these factor-groups are symmetry groups of the 
reduced equations. 

The complete realization of this program is rather cumbersome, making it 
the subject of a separate investigation. Therefore we will now simply make a 
direct reduction of Equations (2.1.16) to systems of ODEs or two-dimensional 
PDEs (if possible). This means we suppose that <P is dependent on one or two 
variables of the Wl, W2, W3. As a result we obtain: 

(1) I'I<Pl + iF<p = 0, 

(2) 1'0<Pl + iF<p = 0, 

(3) ho + 1'1 )<PI + 1'2<P2 + iF<p = 0, 

(4) 1'2 (<PI + 2~1 <p) +iF<p = 0, 

(5) ~ho + 1'3)<P + 1'1<P2 + iF<p = 0, 

(5') ~ho + 1'3)<P + ~ [ho + 1'3)WI + ~l ho -1'3)] <PI + iF<p = 0, 

(6) ho + I'd (<PI + 2~1 <p) + 1'3<P3 + iF<p = 0, 

(7) ~ho + 1'1)<P + 1'3 (<P3 + 2~3 <p) + iF<p = 0, 

(8) [Eho - I'd + ~1'2] <P2 + (<P3 + _1_<p) + iF<p = 0, 
W3 2W3 

(8') ho + I'd<pl + 1'3 (<P3 + _1_<p) + iF<p = 0, 
2W3 

(9) 1'2 (<PI + 2~1 <P ) + (~ 1'1 + 1'0) <P2 + iF <P = 0, 

(2.1.17) 
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(10) 12 (<PI + 2:1 <p) + (; II + 13) <P2 + iF<p = 0, 

(11) ~bo + II)<P + [,2 + abo + ,t}1 <P2 + iF<p = 0, 

(12) 12<PZ + iF<p = 0, 

(13) bo + ,t} (<PI + _1_<p) + [(10 + ,1) W3 + 12 + €WI I 3] <P3 + iF<p = O. 
2WI WI 

Finding the general solutions of Equations (1), (2) from (2.1.17) presents no 
difficulties (see formulae (1) and (2) from (2.1.24). Consider (3) from (2.1.17) 
at greater length. We will rewrite it as follows: 

(2.1.18) 

The first equation from (2.1.18) is a linear inhomogeneous system of ODEs 
and its general solution has the form 

(2.1.19) 

where X(WI) is a four-component spinor depending on WI. Substituting (2.1.19) 
into (2.1.18), one can determine the explicit form offunctions f and <p, but they 
are so unwieldy that we do not present them here. It will be noted that the 
maximal invariance group of Equation (3) from (2.1.17) is infinite-dimensional, 
and that is why one can find its general solution [2121. 

By the change of variables 

(2.1.20) 

Equation (4) from (2.1.17) is reduced to the form 

or 

(2.1.21) 
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whence follows 
..:... -' d-
¢)(P + ¢)(P == -d (cpcp) = 0, 

WI 

that is (ficp = const. This allows us to look for the general solution of Equation 
(2.1.21) in the form 

(2.1.22) 

where X is a constant spin or. Substituting (2.1.22) into (2.1.21) we obtain the 
ODE for the function g = g(wJ) 

(2.1.23) 

whose general solution is given in (2.1.25). The rest of the equations from 
(2.1.17) are solved in a similar way. Below we list their solutions. 

(1) <p(w) = exp {ial1'IWd X, 

(2) <pew) = exp {-ial1'owd X, 

(3) <pew) = exp{ial1'2}exp{ibo + 1'1)f(WI)} x, 

(3') <pew) = exp {im1'2W2 + f(wJ)} bo + 1'1)X, 

1 . 
(4) <pew) = r,:,; exp{Q2g(wd} X, 

yWI 

(5) <pew) = exp {hI [al - ~bo + 1'3)] W2} X, 

(6) <pew) = exp {i(1'3W3m + f(wd)} bo + 1'dx, 

1 
(7) <pew) = ;;:,;:-bo + 'I'd exp{-im1'3w3} x, 

y W3 

(8) <pew) = ~exp{h3g(w3)}exp{ibo + 1'df(wJ)} x, 
y W3 

(11) <pew) = exp {i b2 + abo + 'I'd) ( al - ~bo + 1'1)) W2} X, 

(12) <pew) = exp {ial1'2W2} X. 

(2.1.24) 

The solutions in (2.1.24) are enumerated in the same way as the ansatze 
in Table 2.1.1 and Equations (2.1.16) and (2.1.17); X is a constant spinor; 
al = >'(XX)k + m; and few) is an artibrary differentiable function; 

g(w) = l_k w XX + mw, ." { ), 1-k(-)k k -I- l' 

>'(xx)lnw + mw, k = 1. 
(2.1.25) 
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One can apply the procedure of generating solutions to (2.1.24) (see Intro­
duction and §1.4). Using the explicit form of the final transformations gen­
erated by operators (2.1.11) (see Appendix 3) we present the corresponding 
formulae of GS in Table 2.1.2. 

Table 2.1.2 Final transformations of P(l,3) group and formulae of generating 
solutions. 

N Operator Transformations Formulae of GS 
x ....... x' 'Ij;(x) ....... 'Ij;'(x') = 'lj;1I = 

1-4 PJ1- x' = xJ1- +bJ.L ='Ij;(x) = 'lj;J(x') J.L 
5-7 o.aJa == x~ = Xo, = exp {~a. S} 'Ij;(x) = (cos ~ - as· 

- 1 J X' = xcoso.+ = (cos~+ . sin ~ ) 'lj;J (x') = 2€abc be 
XXa 

+iaS sin ~)'Ij;(x) +--sino.+ ... __ a 
0.(0.' x) 

+ 2 (1 - COSo.) 
a 

1 -} 8-10 /3a Joa x~ = Xo ch/3+ = exp{ -"2 "'(01· /3 . = (ch/3+ 
Ii·x ·'Ij;(x) 1·1i 

+T sh /3 +1'0 - sh /3) . 
/3 

.., __ + 1i(1i . x) 
= (ch/3- ·'Ij;J(x') x-x /32 ' 

·(ch/3-1)+ 1·1i 
-'Y0T sh/3)'Ij;(x) 

Ii 
+x0"8 sh/3 

0.= (o.i + o.~ + o.~)1/2 , 

are 4 x 4 matrices, with Sa = ~€abc'Yb'Yc. 
Inserting (2.1.24) into the corresponding ansatze of Table 2.1.1, and hav­

ing applied the formulae of GS from Table 2.1.2, we obtain the solutions of 
Equation (2.1.1). 

'Ij)(X) = exp {ireba)(ay)} X; 

'Ij;(x) = exp {-irebd)(dy)} X; 

'Ij;(x) = exp {irebb)(by)}exp {iba+'Yd)f(ay+dy)}x; 

'Ij;(x) = exp {i (mbb)(by) + f(ay + dy»} ba + 'Yd)X; 

1 { ay }. 'Ij;(x) = Vw exp -H'Ya)bb) arctan by exp {zba)g(w)}x; 

(2.1.26) 
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w = ((ay)2 + (by)2)1/2; 

'Ij;(X) = exp { -~he)hd) In (ey + dy)} exp {ha) (ire + ~he + ,d)ay)} x; 

'Ij;(x) = exp { - 2(ayb: dy) hb)ha + ,d)} exp {i( mhe)(ey)+ 

+ f (ay + dy)) }ha + ,d)X; 

1 {I by 'Ij;(x) = c. exp -2"hb)he) arctan - - ~ha + ,d)x 
yW ey 

x In (ay + dy )} exp {i (mhe) w} ha + ,d)X, 

w = ((by)2 + (ey)2)1/2; 

'Ij)(x) = Jw exp { -~hb)he) arctan ~} exp {ihe)g(w)} x 

x exp {iha + ,d)f(ay + dy)} X, 

w = ((by)2 + (ey?)1/2; 

'Ij;(x) = exp Uhd)ha)ln (ay + dy)} exp{ i(hb) + aha + ,d)) x 

x (re - ~ha + ,d)(by + aln (ay + dY)) }x 

'Ij!(x) = exp { -~ha + ,d)hb)(ay + dY)} exp{irehb) (by + ~(ay + dy)2) }x 
In (2.1.26) the following notations have been used: X is a constant spinor, 

re = m + ,\ (XX)k; yJ1- = xJ1- + 0J1-; 0J1-' aJ1-' bJ1-' eJ1-' dJ1- are arbitrary real constants 
satisfying the conditions 

a2 = avav = b2 = e2 = _d2 = -1; 

ab = be = de = ae = da = db = 0 
(2.1.27) 

few) is arbitrary differentiable function; and g(w) is determined in (2.1.25). 
It will be noted that functions (2.1.27) are analytic in the constants ,\ and m. 
So, on setting ,\ = 0 one obtains from (2.1.26) solutions of the linear Dirac 
equation. 

It is useful to know the covariant form of ansatze for the spinor fields rep­
resented in Table 2.1.1. Having applied to the ansatze from Table 2.1.1 the 
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formulae of GS from Table 2.1.2, we obtain covariant P(I,3)-nonequivalent 
ansatze for spinor fields and list them in the following table. 

Table 2.1.3. Covariant P(I,3)-nonequivalent ansatze for spinor fields. 

N Invariant variables w Ansatze '¢( x) = 
1. ax, bx, ex 'P(w) 
2. dx, ax, bx 'P(w) 
3. ax + dx, bx, ex 'P(w) 
4. ((ax)2 + (bx)2)1/2, dx,ex exp{ -!(ra)(-yb). 

. arctan ~: }'P(w) 
5. ((dx)2 - (ex)2)1/2, ax, bx exp{ H -yd)(re)· 

·In (dx + ex) }'P(w) 
6. ax + dx, [(dX)2 - (ax)2 - (bx)2r/2 , exp{ 2(a.:~dX) (rb)· 

ex . ((ra) + (rd)) }'P(w) 
7. [(dx? - (ax)2]1/2 ,aln (dx + ax)+ exp{!(rd)(ra) In (ax+ 

+ arctan(bx / ex), [(bx? + (ex )2]1/2 +dx) - ~(rb)(re)· 
. arctan(bx/ex) }'P(w) 

8. ax + dx, i(dx - ax) + arctan ~~, exp{ -!(rb)(re)· 
[(bX)2 + (ex)2] 1/2 . arctan bx }'P(W) 

ex 

9. [( ax)2 + (bx)2f/2 , dx + a arctan ~: ' exp{ -!(ra)(-yb)· 
ex . arctan ~: }'P(w) 

10. [(ax)2 + (bX)2f/2 , ex + a arctan ~:, exp{ -!(ra)(rb)' 
dx . arctan ~:}'P(w) 

11. [(dxf - (ax)2] 1/2, bx + aln (ax + dx), exp{ !(rd)(ra)· 
ex ·In (dx + ax) }'P(w) 

12. dx - ax + (dx + ax)bx + i(dx + ax)3, expH(dx + ax)(-yb)· 
bx + iCdx + ax)2,ex ·(-ya + -yd) }'P(w) 

13. dx + ax, [(dX)2 - (ax)2 - (bx)2f/2 , exp{ bx (b) 2(ax+dx) -y . 
bx + i(dx + ax)ex ·(ra + -yd)}'P(w) 

In this table i = ±1; a, av , bv , ev , dv are arbitrary constants satisfying con­
ditions (2.1.27). 

The ansatze given in Tables 2.1.1 and 2.1.3 do not exhaust all possible 
ansatze for reducing the nonlinear Dirac equation (2.1.1). For example, ansatz 
[100, 212, 31 *] 

xx = 1, (2.1.28) 

where f and g are real scalar differentiable functions, reduces (2.1.1) to the 
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system of ODEs 

j = gF, F == m + )..(f2 + €l)k, 

€g+ N g= -fF. 
W 

(2.1.29) 

In (2.1.29) dot means differentiation with respect to Wj € = ±lj N = -2, -1, 
... ,3j the variable W = w(x) is determined from the system of PDEs of Collins 
type [41] 

8w 8w 
--=€ 
8xv 8xY 

N 
Ow=­

W 

(2.1.30) 

Solutions of this overdetermined system have the form [100, 30*, 31*, 60*, 
122*, 130*] 

[(ay)2 + (by)2 + (cy)2] 1/2 , € = -1, N=-2j 

[(ay)2 + (by)2] 1/2 , € = -1, N=-lj 
ay + v(by + dy), € = -1, N=Oj 

w(x) = dy, € = +1, N=Oj (2.1.31) 
[(dy)2 _ (ay)2]1/2 , € = +1, N=lj 

[(dy)2 _ (ay)2 _ (by)2] 1/2 , € = +1, N=2j 
( v)1/2 yvY , €= +1, N=3j 

where Yv = Xv + bv, and ov, ay, by, Cy, dv are arbitrary constants satisfying 
(2.1.27)j v is an arbitrary differentiable function. When W is chosen as y'xvxv 
then ansatz (2.1.28) coincides with Heisenberg's [119] (2.1.6). 

Let us obtain some solutions of system (2.1.29). Multiplying the first equa­
tion by f and the second by g, and then summing them we obtain 

d (2 2) 2N 2 
dM; f + €g = --::;g . 

In particular, with N = 0, (2.1.32) yields 

(2.1.32) 

and in this case system (2.1.29) can be easily integrated, and its general solution 
has the form 

€ = -1: f(w) = ashFw + (3chFw, F = m + )..(a? - (32)k 

g(w) = achFw+ {3shFwj 
(2.1.33) 
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f=+l: f(w)=asinFw+f3cosFw, F=m+A(a2 +f32)k 

g(w) = a cos Fw - f3sin Fw; 
(2.1.34) 

where a and f3 are arbitrary constants, and w, as follows from (2.1.31), is given 
by the expressions w = ay + v(by + dy) for (2.1.33) and w = dy for (2.1.34). 
When N =1= 0 and m =1= 0 we did not succeed in integrating the system (2.1.29). 
If m = 0, N =1= 0 one can seek solutions of system (2.1.29) in the form 

a 
few) =-, 

WS 
g(w) =~; 

WS 
(a, f3, S are constants) (2.1.35) 

Substituting these expressions into (2.1.32) and (2.1.29) gives 

S (a2 + ff32) = Nf32, 

2sk = 1, sa + A (a2 + ff32)k = 0, 

2 k ,B(N-fS)+Aa(a +ff32) =0, 

whence follows 

1 
S = 2k' 2kN - f > O. a = -f3v'2kN - f 

(2kN - f)I/4k 

f3 = (2kA)1/2k v'2kN 

(2.1.36) 

It is seen from (2.1.36) that solutions of Equation (2.1.1), determined by for­
mulae (2.1.28) and (2.1.35), unlike solutions (2.1.26) are not analytical in the 
coupling constant A. Therefore it is of interest to consider the case when 
A = 0, m =1= 0, that is, the standard Dirac equation. System (2.1.29) under 
A = 0 yields 

.. fN· 
f + -f + fm2 f = 0, 

w 

.. N. (2 N) fg+-g+ m -- g=O 
w w2 

(2.1.37) 

Equations (2.1.37), when f = 1, are reduced by the change of variables 

few) = clw(1-N)/2 z± l-N (mw), -,--
g(w) = C2w(I-N)/2Z±.!¥'(mw) 

(2.1.38) 

(Cl' C2 are arbitary constants) to the Bessel equation for cylindrical function 
Zj(mw). Under f = -1 solutions of Equations (2.1.37) can be expressed in 
terms of modified cylindrical functions. 
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To conclude this section we write down P(1,3)-nonequivalent ansatze for 
vector fields calculated according to formula AIL = 7fi'IL'I/J [100]. Invariant 
variables wand other notations are the same as in Table 2.1.3. 

Table 2.1.4. P(1,3)-nonequivalent ansatze for vector fields. 

N Ansatze AI' (x) = 
1-3 BIL(w) 

4 [91Ler + (1 - :~) (blLber + alLaer ) + :~ (blLa er - beralL )] Ber (w) 

5 [ (dx+cx)'-l (d d ) 
9p.er + 2(dx+cx) ILcer - CIL er + 

(dx+cx-l)' (d d )]Ber( ) + 2(dx+cx) IL er - clLcer W 

6 [91L'T + ax~dx ((dp. + alL)ber - bp.(der + aer)) + ~ (ax~dx f . 
·(dlL + alL)(der + aer )]Ber(w) 

7 [ (dx+ax-l)' (d d ) (dx+ax)'-l (d d)+ 9ILer + 2(dx+ax) IL er - alLaer + 2(dx+ax) lLaer - eralL 

+ (1- ~:) (blLber + Cp.cer) + ::(clLber - blLcer )] Ber(w) 

8 [91Ler + (1 - ~:) (blLbO" + clLcer ) + :: (ClLber - blLcer )] Ber(w) 

9 [91L0" + (1 - :~) (blLber + alLaer ) + :~ (blLaer - alLber )] B er (w) 

10 [91Ler + (1 - :~) (blLber + alLaer ) + :~ (blLaer - alLber)] Ber (w) 

11 [ (dx+ax-l)'-l (d d) 9ILer + 2(dx+ax) lLaer - eralL + 
(dx+ax-l)' (d d )]Ber( ) + 2(dx+ax) I' er - alLaer w 

12 [91'0" + ~(dx + ax) (bp.(aO" + der) - (aIL + dlL)ber+ 

+~(dx + ax)2(alL + dlL)(aer + der)] Ber(w) 

13 [91Ler + ax~dx (bu(alL + dlL) - (au + du )blL) + 

+~ Cx~ax f (aIL + dlL)(au + du)] Ber(w) 

Below we consider, as an example, how to calculate ansatz N5 from Table 
2.1.4. Using ansatz N5 from Table 2.1.3 and the identity bd,c)2 = 1 it is easy 
to find 

'I/J(x) = exp {hd,cln (dx + cx)} cp(w) = [~(2~)! (In (dX2 + CX)) 2n + 



70 Chapter 2. Systems of Poincare-invariant Nonlinear PDEs 

00 1 (I (d + ))2n+l] 
+,d,e;(2n+1)! n x2 ex <p(W) = (ch7+,d,esh7)<p(w), 

where 7 == ~ In (dx + ex). 

Next, we substitute 'lj;(x) into the formula AJL = ""iiJ'JL'lj;. This gives 

AI'(x) = ~(w)( ch 7 - ,d,esh 7)")'1'( ch 7 + ,d,esh 7)<p(W) = 

= ~(w)")'JL<P(w) ch 27 + sh 7 ch 7~(w)bJL' ,d,c]<p(w)+ 

+~(w),e,d'JL,d,c<p(w)sh27 

Further, we use the identities 

bJL' ,d,e] = 2(dJL'c - eJL,d); 

,C/d'JL,d,e = ,C/d bd'C/JL + bJL' ,d,e]) = 

= -'JL + 2(dl',d - eJL,c); 

1 ( 1 ) (dx + ex)2 - 1 
2 sh 7 ch 7 = sh 27 = 2 dx + ex - = (d ); 

dx+ex 2 x+ex 

2 ( 1) (dx+ex-1)2 
sh 7 = ch 27 - 1 = ~ dx + cx + d - 1 = (d ); 

x+ex 2 x+cx 

Denoting B,,(w) = ~(w)")',,<p(w) we finally obtain ansatz N5 from Table 2.1.4. 
In much the same way one can construct ansatze for tensor fields FJLv via 

the formula FJLv = ~""iiJbm U,v - 'V'JL)'lj;. 

2.2 Reduction and exact solutions of the nonlinear massless Dirac equation 

Provided m = 0, the symmetry of Equation (2.1.1) becomes wider. The equa­
tion 

(2.2.1 ) 

with an arbitrary k =1= ° is invariant under the extended Poincare group P(l, 3), 
the generators of the corresponding Lie algebra having the form of (2.1.11) and 

D = xJLPI' + ik. (2.2.2) 
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Table 2.2.1. P(1,3)-nonequivalent ansatze for spinor fields 

N Algebra Invar. var. W = {Wl,W2,W3} Ansatze 1/J( x) = 
1. Po Xl, X2, X3 ~(w) 
2. PI XO,XI,X3 ~(w) 
3. Po +PI Xo + Xl, X2, X3 ~(w) 
4. D XI/XO,X2/XO,X3/XO xok~(w) 
5. JOI + P2 X5 - xr, exp{ho,l' 

In (xo + xd - X2, X3 ·In (xo + Xl )}~(w) 
2 2 2 

(XO - X2)-k exp{ 2~ '1' 6. JOI + J12+ XO-x! -3:2 Xg-X2 
X3 'X3' 

+o:D, (0: =1= 0) o:~ - In (xo - X2) '(r2 -,o)ln (xo - X2)}' 
XO-X2 

·~(w) 
7. JOI + J12 Xo - X2, X3, exp{~-2(XO-X2 

x5 - xf - X~ -,I (ro -'2)}~(W) 
8_ JOI + .lt2+ Xo - X2,x5 - xf - x~, exp {ij-,l(r2 -,o)}-

+{3P3, ({3 =1= 0) {3XI - X3(XO - X2) -~(w) 

9_ JOI + J12- X3 + {3(xo - X2), exp{ hl(r2 -,0)-

-Po + {3P3 2XI + (xo - X2)2, -(X2 - xo) }~(w) 
3X3 + 3XI (xo - X2)+ 

+(xo - X2)3 
10_ J23 + o:D ;EQ. In (X2 + X2)+ (x~ + x~)-k/2_ Xl' 2 3 

+ 20: arctan =.a., -exp{ -hl,2-
2 2 X3 

-arctan =.a. }~(w) (X2 + X3)/XOXl X3 
11. J OI + {3h3+ (xo + XI)2o<_ (2 2)-k/2 Xo - Xl -

+o:D, -(X5 - xf)-(o<+l), -exp{ho,l-
(x5 - xf)/(x~ + x~), _ In (xo+xtJ _ 1'2'3-

0<+1 2 
(0: =1= -1) {3ln (x~ + xn+ -arctan =.a. }~(w) X3 

+ 20: arctan =.a. 

12. {3J23 + JOl- (x2-:h (X5 - xf)-k/2 exp{ -t· Xo + Xl, (x~+x2)' 
-D 2 2 3 

-,0,1 In (XO + XI)-{3ln (X2 + X3)-
-2 arctan X2 -h2,3 arctan ~ }~(w) 

"'3 ' 
13_ J OI + o:J23+ [2(xo + xI) + {3]e2(x l -xo)/,8, [2(xo + Xl) + {3]-k/2_ 

D + {3Po [2(xo + Xl) + {3] (X~ + X;)-l, -exp{ +hO,I' 
0: In (X~ + X~)+ -In [2(xo + xt} + {3]-

+ 2 arctan =.a. - h2l'3 arctan;; } ~(w) X3 
14. J23 + o:oPo+ X2 + X2 arctan ~+ exp{ -h2'3-2 3, %3 

+0:1 PI +{3oxo + {3IXI, -arctan =.a. } ~(w ) 
%3 

0:1 Xo + 0:0X1 , 
0:1{31 - 0:0{30 = 1 
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In the same way as in the previous section we shall construct the P(1,3)­
nonequivalent ansatze for spinor fields [109] (P(l, 3)-nonequivalent one-dimen­
sional subalgebras of AP(l, 3) are found in [109, 11 *]; see also Appendix 2) and 
list them in the Table 2.2.1., in which 0:, /3, 0:0, /30, 0:1, /31 are arbitrary constants 
satisfying the indicated conditions. 

Let us substitute ansatze 1-14 from Table 2.2.1 into Equation (2.2.1). Omit­
ting some rather cumbersome calculations, we write down the resulting reduced 
system of PDEs for the function ip(w): 

(1) laipa = iFip, (2.2.3) 

(2) 10ipl + 12<{J2 + 13ip3 + iFip = 0, 

(3) bo + It}ip1 + 12ip2 + 13ip3 = iFip, 

(4) -k,oip + ba -,Owa)ipa = iFip 

(5) !bo+,t}ip+[bo(Wl + 1) + 11 (WI - 1)] ip1 +bO+ll-,Z)ipZ+ +,3ip3 = iFip; 

(6) (k,z - 'Yo)ip + [bo -,Z)(W1 + 0:-zw~w5) + bo + IZ)w~ - 20:-1'1W3W~­

-2,3W1WZ] ip1 + [bo - 'YZ)W2 - 13W~] ip2 + [0:11 + bz -,O)(W3 + 1)]ip3 = iFip; 

1 
(7) -2 (-yo -,2)ip + bo - IZ)ipl + 13ip2+ 

WI 

+ [bo + ,Z)W1 + bo -,z)w3wi 1] ip3= iFip; 

(8) 2~ 14bz -,o)ip + bo - 12)<{J1 + [bo + 12)W1 - 2/3-1 ,1W3+ 

+bo -'2)(/3-2w5 + w2)wl1]ip2 + (/3,1 -,3Wt}ip3 = iFip; 

(9) [,3 + /3bo -,2)] ip1 + 2,1 ipz + ~ (2,2 + bo -,Z)WZ) ip3 = iFip; 

(10) ~(1 - 2kh3ip + y'W1W3bo - 11wdip1 + 2b3 + 0:,2)ip2+ 

+ [213 - bo + 11Wd~] W3ip3 = iFip; 

(11) [ k( hi !(a+1) hi !(a+1))+1( +1)-1( + ) -1/2(a+1) - 10 c n WI - 11 s n WI "2 0: 10 11 WI 

+h3-Ji~)2] ip - 2(0: + 1)W1 (,0 ch Inw:/2(O+1) -,1 sh Inwj(a+1)) ip1 + 

+2 [,0 ch Inw:/2(O:+1) -,1 sh Inw~/2(a+1) -'3.;w2] WZip2+ 

+2(0:12 + /3'Y3).;w2ip3 = iFip; 
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(12) [-k Clo ch In y'wl - 11 sh In y'wl) + i Clo - 11) y'wl + b3 v'wZ] cp+ 

+( 10 + 11)y'wl + 2W2( 10 ch In y'wl CPI - 11 sh In y'wl - 213 v'wZ)CP2+ 

+2(1113 - 12)v'wZCP3 = iFcp; 

(13) ~ [(1- 2k)(ro + ,d + 13W2] cP + 2 [(11 -1)r0 + (11 + l)rd wICPl+ 

+ 2W2 (ro + 11 - v'wZ13) CP2 + 2(r2 + a I 3)v'wZCP3 = iFcp; 

1 -1/2 
(14) 2yWICP + 2y'wl 13CPI + (WI 12 + 11010 + I1nJ)CP2+ 

+( al 10 + aOl l )CP3 = iFcp. 

In these formulae CPa == 8cp/8wa; F == )"(lpcp)I/2k; an equation for the number 
n, where n = 1,2, ... ,14, is obtained by the ansatz with the same number n 
from Table 2.2.1. 

Next we perform direct reduction everywhere possible of Equations (2.2.3) 
to ODEs or two-dimensional PDEs. This means that we will suppose that cP 
is dependent on one or two variables from WI, W2, W3. Omitting cases similar 
to those considered in the previous section we have 

(4) -k,ocp + Cia - walO)CPa = iFcp; 

(6) k(r2 - 10)CP + W2(r0 - 12 - W213)CP2 = iFcp; 

(6') k(r2 - 10)CP + [(r2 - 10)(1 + W3) + aII])CP3 = iFcp; 

(9) b3 + l1(ro - 12)] CPI = iFcp; 

(9') 211 CP2 = iFcp; 

(9/1) b3 + l1(ro - 12)] CPI + 211CP2 = iFcp; 

(10) ~(1 - 2k)r3CP + 2C13 + ( 12)CP2 = iFcp. 

Here we have used the same notations as in (2.2.3). 
The general solution of Equation (9') from (2.2.4) has the form 

_ \ (_ )1/2k re = 1\ XX , 

whence follows a solution of the initial Equation (2.2.1) 

7j;(x) = exp {~I Clo -1'2)(XO - X2)} x 

(2.2.4) 

(2.2.5) 
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Next we consider Equation (10) from (2.2.4). Under k = 1/2 its general 
solution has the form 

(2.2.6) 

Under k::f:. ! and 0: ::f:. 0 we did not succeed in integrating Equation (10) from 
(2.2.4). However, if 0: = 0, then making a change of variables 

we obtain 
2 exp U(1 - 2k)k-1W2} 'WP2 = i>'(¢</J)1/2k</J. 

The general solution of the last equation has the form 

{ 2i>.k 1/2k {12k - 1 }} 
</J(W2) = exp 1- 2k (XX) exp 4-k-W2 'Y3 X· 

Substituting the above results into ansatz N10 from Table 2.2.1, we obtain the 
following solutions of Equation (2.2.1): if k = 1/2: 

'I/J(x) = (x~ + X~)-1/4 exp { -h2'Y3 arctan ::} x (2.2.7) 

x exp {-~>'XX(1 + 0:2)-1('}'3 + 0:1'2) [In (x~ + x~) + 20: arctan ::]} Xi 

if k ::f:. 1/2: 

'I/J(x) = (x~ + X~)-1/4 exp { -h2'Y3 arctan ::} x (2.2.8) 

x exp { 2i>.k (XX)1/2k(X~ + x~Pk-l)/4'Y3} X. 
1- 2k 

Next we consider Equation (9") from (2.2.4). This two-dimensional PDE 
can be reduced to the two-dimensional Dirac equation. Having made a change 
of variables 

and denoting 

we obtain 

a, b = 1,2. (2.2.9) 

We look for a solution of (2.2.9) in the form 

<p(z) = [r aZa!(ZbZb) + ig(ZbZb)] x, (2.2.10) 
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where 1 and 9 are unknown scalar functions. Substituting (2.2.10) into (2.2.9) 
gives the system of ODEs 

1 + wj = ~'\(XX}1/2k (l- W 12) 1/2k g, 

9 = ~'\(XX}1/2k (l- WI2)1/2k I, 

where dot means differentiation with respect to w = Za,Za,. A partial solution 
of this system is given by the formulae: 

k < 0, 

(2.2.11 ) 

Since Equation (2.2.9) with k = 1/2 is conformally invariant with respect to 
AC(l,l} (see Paragraph 2.3) one can use the ansatz 

{Ja,Za, 
w=--; 

ZbZb 

which reduces (2.2.9) to the system of ODEs 

whose general solution has the form 

a,b=1,2, 

<jJ(w} = exp { -i'\(xx)({Jf + {J~)(r a,{Ja,}w} X 

(2.2.12) 

(2.2.13) 

So, ansatz N9 from the Table 2.2.1 and formulae (2.2.10}-(2.2.13) give the 
following solutions of Equation (2.2.1): if k < 0, 

(2.2.14) 

if k -! - 2' 

1j;(x} = exp {hlCi'o -,2}(xo - X2}} {b3 + {JCi'o -,2}] x (2.2.15) 

x [X3 + {J(xo - X2}] + hl [2Xl + (xo - X2}2] }w-l X 
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x exp{ -i'\(XX)(J3; + J3~)-1(J31 b3 + J3(r0 -1'2)J + !f3z1'1 IX 

X (J31X3 + J3(XO - X2)] + !J32 [2Xl + (XO - X2)2] Iw- 1 }x. 
In (2.2.14) and (2.2.15) f, 9 are given in (2.2.11) and 

w = [X3 + J3(xo - X2)J2 + t [2Xl + (xo - X2)2]2 , 

Consider the ansatze [31 *J 

'Ij;(x) = exp {hOl'3ln (xo + X3)} ip(x6 - x5). 

(2.2.16) 

(2.2.17) 

~)(X) = exp {2( XoX: X3) (ro + 1'3 hI } exp {hOl'3 ln (xo + X3)} ip(x~ -xi - x~); 
(2.2.18) 

'Ij;(X) = exp {2(XO ~ X3) {ro + 1'3){rl Xl + 1'2 X2 } X 

x exp {hOl'3ln (xo + X3)} ip(x"x") 

They reduce Equation (2.2.1) to the systems of ODEs 

4w<jJ = - {s(1 + 1'01'3) - i,\(<pip)1/2k [w{ro + 1'3) + 1'0 -1'3J} ip, 

(2.2.19) 

(2.2.20) 

with S = 1,2,3; w = {x5-x~; x5-xi-x~; x"x"}in accord with (2.2.17)-(2.2.19) 
and <jJ == dt.pjdJ..J. From (2.2.20) it follows that 

d 
4w dw (<pt.p) = - 2s (<pt.p) . 

Hence 
<pip = cw-s / 2, C = const (2.2.21 ) 

and thereby system (2.2.20) becomes the linear system 

{ ) 1/2k } 
4w<jJ = - s(1 + 1'01'3) - iA (cw- S

/ 2 [w{ro + 1'3) + 1'0 - 1'3J ip. 

Writing it out we obtain 

2w<jJ° = iA'W o+ l ip2, A' = ACI / 2k, 0: = -sj4k, 

2W<jJI = _Sipl + iA' W'" ip3, 

2w<jJ2 = _Sip2 + iA'W"'ip0, 

2w<jJ3 = iswo:+1 ipl 

whence follows 



Section 2 77 

2 .. 0 S - 20: .0 )..'2 2-+1 0 
W <p + -2-W<P + 4W ~ <p = 0, 

2 .. 3 S - 20: .3 )..12 2-+1 3 
W <p + -2-W<P + 4W ~ <p = 0, 

2 2i -a.O 
<p =-)..'W <p, (2.2.22) 

1 2i -a.3 <p = - )..'W <p. 

The general solution of Equations (2.2.22) has the form 

<po = w(1+a- s/2)/2 (Jt(z )XO + Yl(z)x2) , (2.2.23) 

<p3 = w(1+a- s/2)/2 (Je(Z)x3 + ye(z)xl), 

<p2 = -i{ w-(1+a-s/2)/2(1 + 0: - s/2)(>.')-1 (Jt(z)XO + Yl(z)X2) + 

+w(a-s/2)/2 (il(Z)XO + Yl(Z)xl) }, 

<pI = -i{ w-(I+a+s/2)/2(1 + 0: - s/2)()..')-1 (Jt (Z)X3 + Yt(z)X1) + 

+w(a-s/2)/2 (jt(Z)x3 + Yl(z)x1) }, 

where .le(z), Ye(z) = 'inlt" [.le(z) cosf7r - Lt(z)] are Bessel functions, and 

)..' z = __ w(2a+l)/2. 
20: + 1 ' 

)..' = )..C1/ 2k , 

Using (2.2.23) and the identity 

1 = 1 + 0: - s/2. 
20: + 1 

. . 2 
.leYl - .leYl = -

7rZ 

one can find the constant c from (2.2.21) explicitly. 

(2.2.24) 

Solutions (2.2.5)-(2.2.8) and (2.2.14)-(2.2.16), as well as (2.2.17)-(2.2.19) 
and (2.2.23) can be made P(1, 3)-ungenerative by means of the formulae of GS 
from Table 2.1.2 and the formula of GS by the scale transformations 

(2.2.25) 

For example, solution (2.2.5) results in the following P(1,3)-ungenerative 
solution of Equation (2.2.1) 
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'ljJ(x) = exp {~,a(rd -,b)(dy - bY)} exp{ -~iA(XX)1/2k(ra)x 

X [2ay + B(dy - by)2] }x. (2.2.26) 

As another example, the P(l, 3)-ungenerative solution of Equation (2.2.1) 
with k = 1/2 resulting from (2.2.7) is: 

'ljJ(x) = [(by)2 + (cy)2] -1/4 exp { -hb,carctan ~:} x 

{ iA 
X exp -1 + 92 (XX)(,c + 9,b)x (2.2.27) 

x [In (by? + (cy)2) + 29 arctan ~:] }X; 

In formulae (2.2.26) and (2.2.27) YI-' = xI-' + 151-'; 151-" B, aI-" bl-" cl-" dl-' are arbi­
trary constants satisfying relations (2.1. 27). 

We do not list P(1,3)-ungenerative solutions of Equation (2.2.1) follow­
ing from solutions (2.2.8), (2.2.14), (2.2.15),(2.2.17)-(2.2.19) because the as­
tute reader will no doubt be able to do so alone. For the same reason, and 
for the sake of brevity, we do not present covariant counterparts of P(1, 3)­
nonequivalent ansatze for spinor fields, which can be constructed using the 
procedure of GS applied to the ansatze from Table 2.2.1. 

2.3. Conformal symmetry and formula of generating solutions for fields of 
arbitrary spin. C(1 ,3)-ungenerative ansiitze. 

1. Conformal transformations are just a superposition of the inversion 

(2.3.1) 

followed by translation and another inversion 

(2.3.2) 

Transformations of inversion had been used in potential theory long ago to con­
struct solutions of the Laplace equation (the so-called Kelvin transformation 
discovered in 1847 (see [205])). In 1909, Bateman and Cunningham [25, 43] 
had discovered that Maxwell's equations were conformally invariant. Later, it 
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became clear that many important equations of mathematical and theoretical 
physics possessed such a symmetry. 

The extended Poincare group supplemented by conformal transformations 
form the fifteen-parameter conformal group C(l,3}. The general form of the ba­
sis elements ofthe corresponding Lie algebra AC(l,3} (up to nilpotent matrices 
which can be added to D and K/L; see [145]) in the case of linear representation 
are as follows: 

Po = iOo, Pa = -iOa , (a = 1,2, 3) 

J/LV = x/LPV - XVP/L + S/LV 

D = xvPv +ik, (2.3.3) 

K/L = 2x/LD - X2 P/L + 2S/Lvxv, 

where the constant k is the so-called conformal degree; S/LV = -SV/L are matri­
ces that provide a finite-dimensional representation of AO(I,3) (on represen­
tations of AO(I,3) see [111]). 

The operators (2.3.3) satisfy the following commutation relations of AC(I,3): 

[P/L' Pv] = 0, [pu, J/Lv] = i(9u/LPv - 9uvP/L}' 

[J/LV, Jpu ] = i(9vp J/Lu + 9/LuJvp - 9vu J/Lp - 9/LpJvu ), 

[PI" D] = iP/L' 

[K/L,Kv] = 0, 

[K/L,D] = -iK/L' 

[J/LV, D] = 0, 

[K/L'Pv] = 2i(9/LvD - J/Lv). 

(2.3.4) 

It will be noted that the algebra AC(I,3) is locally isomorphic to AO(2,4) 
(see, for example, [21]). The isomorphism is achieved by means of introducing 
additional "Lorentz" generators 

which satisfy, together with J/LV, the commutation relations of AO(2,4) 

where A,B,C,D = 0,5, 9AB = {1,-1,-1,-1,-1,1}. Besides that one can 
choose from AC(I,3) two Poincare algebras: the standard one, AP t (I,3) == 
AP(I,3) = {P/L,J/Lv} and AP2 (1,3) = {K/L,J/Lv}. Using subalgebraic clas­
sification of the Poincare algebra [163} one can construct, by analogy with 
Sections 2.1 and 2.2, new sets of AP2 (1,3)-inequivalent ansatze. 
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It can be seen from (2.3.3) that the algebra AC(1,3) is uniquely determined 
by the conformal degree k and the representation of AO(1,3), which is provided 
by the matrices SJLv. We point out these characteristics for some PDEs in the 
following table. As will become clear from what follows, the conformal degree 
may be considered a fundamental characteristic of a field, like spin. 

Table 2.3.1. Conform ally invariant PDEs and characteristics oftheir AC(1,3) 
(2.3.3) 

N Equation 9Ionformal Matrix . 
egree representalOns 

1 Wave Ou + AU3 = ° 1 D(O,O) 
2 Polywave DSu + AU¥--; = ° 2-s D(O,O) 
3 Eikonal (ovu)((JVu) = ° ° D(O,O) 
4 Continuity oJLjJL = ° 3 D(1/2,1/2) 
5 Weyl ia-JLoJLt.p = ° 3/2 D(O, 1/2), D(l /2,0) 
6 Dirac-Gursey 3/2 D(O, 1/2)EfJD(1/2, 0) 

[ho + A(~1/!)1/3] 1/! = ° 
7 Generalized Dirac-Gursey k DCO, 1/2)EfJ D(1/2, 0) 

[hV + A(~1/!)1/2k] 1/! = 0, 
- 1 e) -ViJ. - 01' + 2k 2 - k 0iJ. In (1/!1/!) 

8 Maxwell electromagnetic field 2 D(l,O)EfJ D(O, 1) 
oJLFJLV = 0, 0JL FJLv , 

(FDa = Ea, Fab = f.abcHc, 
FJLV - 1f. FPCT) - 2 JLVpCT 

9 Generalized Maxwell e<Juation k D(I,O)EfJ D(O, 1) 
for electromagnetic fiel _ 

VI' FJLV = 0, VJL FJLV = ° 
VI' = 01' + 01' In (TtT.!) , 

Tt - _1F. FJLV - E2 _ jj2 - 2 JLV - , 
y. - 1 F. FJLV - E jj (3 - 2-k 2 - 4" JLV _., a + - 2k' 

10 Maxwell vector potential 1 D(I/2,1/2) 
DAJL - oiJ.ov Av = AAiJ.A" A" 

3 
11 Yang-Mills 1 EB D(1/2, 1/2) 

i=1 
oVG~v = ef.abcG~vYcv 

G~v = OiJ.Y: - OvY: + ef.abcY;Y: 

Remark 2.3.1. Eikonal (N3), Weyl (N5), and Maxwell's (N8) equations do not 
admit generalization by nonlinear addends constructed from the fields (without 
derivatives). 

Remark 2.3.2. Of course, the equations listed in Table 2.3.1 do not exhaust 
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all conform ally invariant equations. There are many PDEs which are invari­
ant under nonlinear representations of conformal algebra. For example, the 
relativistic Hamilton-Jacobi equation (1.2.1) is invariant under AC(I,4), with 
basis elements (1.2.2) containing nonlinear addends on u; see also Remark 
1.3.1. (page 13). Another example of representation AC(I,3) different from 
(2.3.3) is given at the end of Section 2.8. 

As distinct from transformations of the Poincare group (see Table 2.1.2) 
the special conformal transformations (2.3.2) are nonlinear. As will be shown 
below, this circumstance leads to highly nontrivial formulae of generating so­
lutions [188]. 

To find an explicit form of transformations generated by the operator 

(2.3.5) 

which is a linear combination of operators ](1-' from (2.3.3), one has to solve 
the following Cauchy problem (the system of Lie equations) 

or calculate the operator expressions (see Paragraph 5.3) 

x~ = exp {2cx xo - x2 eo} xI-' exp {-(2ex xo - x2eo)} 

'l/J' (x') = exp {2ex xo - x2eo} exp {-K} 'l/J(x) 

(2.3.6) 

(2.3.7) 

(2.3.8) 

which are the formal solutions of the Lie equations (2.3.6) and (2.3.7). It is 
easy to confirm that formulae (2.3.2) give the solution of Equations (2.3.6). 
The solution of Equations (2.3.7) will be sought in the form 

'l/J'(X/) = R(x, e)'l/J(x), (2.3.9) 

where R(x, e) is a nonsingular matrix, and R(x,O) = 1. Substituting (2.3.9) 
into (2.3.7) and using (2.3.2), we get 

oR 2( 'S Iv k ') oel-' = ~ I-'VX - xI-' R = (2.3.10) 

Since 
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(2.3.10) can be rewritten as follows: 

(2.3.11 ) 

It can be seen from (2.3.11) that it is convenient to represent the matrix 
R(x, e) in the form 

R(x, e) = (1k(x, e)T(x, e), (2.3.12) 

where T(x, e) is a matrix. Substituting (2.3.12) into (2.3.11) gives the following 
for the matrix T: 

(2.3.13) 

Multiplying (2.3.13) by elL and by x lL we get, respectively 

IL aT -2·-1S IL"T e -8 - Z(1 IL"e x , 
elL 

(2.3.14) 

(2.3.15) 

One can seek solutions of these equations in the form 

(2.3.16) 

where r(x, e) is a scalar differentiable function. Substituting (2.3.16) into 
(2.3.14), (2.3.15) gives 

(here we used formulae (5.3.18), (5.3.20)), whence follows that the function 
r(x, e) should satisfy the equations 

(2.3.17) 
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Suppose that the function T{X, c) depends, like O"{x, c), only on the generalized 
variables 

WI = CX, (2.3.18) 

In this case Equations (2.3.17) take the fonn 

aT aT 1 
-a + 2Wl-a = (1- 2Wl + W2)- . 

WI W2 

The general solution of these equations is given by the fonnula 

_ 1 (2 ) -1/2 I (1 -WI + Jwi - W2) 
T - 2 WI - W2 n , 

1 - WI - v' wr - W2 

and, once again using (2.3.18), we find 

( ) -1[{ )2_ 22]-1/21 (1- Wl+Jw r- W2 ) (2319) T x,c - 2 CX C x n . I 2 , .• 
1 - WI - V WI - W2 

Thereby we obtain the formula of final conformal transfonnations for fields of 
arbitrary spin (see [82], [173], [188]): 

'l/J'{X') = R{x, c) 'l/J {x ) = uk exp {2iS/Lvd'xv T} 'l/J(x), (2.3.20) 

where 0" and T are given in (2.3.2) and (2.3.19). 
Now it's easy to write the formula of generating solutions for field equations 

invariant under conformal transfonnations (2.3.2) and (2.3.20). According to 
(17) we find (see [188]) 

(2.3.21) 

where 0", x' and T are determined in (2.3.2) and (2.3.19). 
Let us apply formulae (2.3.20) and (2.3.21) to a spinor Dirac field. In this 

case we have 
3 

k= 2' 
where I/L are Dirac matrices (2.1.2). It is easy to calculate 

2iS/Lvd'xv = cx -,c,x, 

(2iS/Lvc/Lxv)2 = {cx)2 _ c2x2 ~f (p, 

(2.3.22) 

(2.3.23) 
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Hence 

exp {2iS JLvd" XV,} == exp {( cx - l'Cl'x),} = 

From (2.3.19), (2.3.24) we find 

o 
sh,O = ..jU' 

sh,O 
= ch,O + (cx -l'Cf'x)-O-

I-cx 
ch,O = ..jU . 

(2.3.24) 

(2.3.25) 

Thus, finally, we obtain the formula of conformal transformations for the Dirac 
spinor field 

w' (x') = 0"3/2 exp {(cx - l'Cl'x),} W(x) = 0"(1 -l'Cf'x)W(x). (2.3.26) 

Using (2.3.23)-(2.3.25) one can easily obtain from (2.3.21) the corresponding 
formula of generating solutions 

.J, ( ) _ 1 - l'xl'c .J, ( ') 
0/0 X - 2 0/1 X , 

0" 

where x' and 0" are determined in (2.3.2). 

(2.3.27) 

Remark 2.3.3. In the case of a spinor field with arbitrary conformal degree 
k formulae (2.3.20) and (2.3.21), as follows from (2.3.22)-(2.3.25), have the 
form 

(2.3.28) 

(2.3.29) 

where x' and 0" are given in (2.3.2). 

Remark 2.3.4. In the case of n spacial variables, the conform ally invariant 
Dirac equation, with nonlinearity of the Gursey type, has the form (see [93, 
95]) 

(2.3.30) 

(here l'-matrices have appropriate structure, see [2*], §8.3). The conformal 
degree of its AC(l,n) is equal to n/2, the conformal transformations and cor­
responding formula of generating solutions having the form 

w'(x') = 0"(n-l)/2(1-1'Cf'x)w(x), (2.3.31) 
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(2.3.32) 

where x' and (J are given in (2.3.2). 
Now we write the explicit form of formulae (2.3.20) and (2.3.21) for scalar, 

vector, and tensor fields. For scalar fields u with k = 1 we have 

u'(X') = (Ju(x), 

-1 (') un = (J UI X . 

For scalar fields U with k = 2 - s we have 

U'(X') = (J2-s u(X), 

Un(X) = (Js-2UI (X'). 

For vector fields AfL with k = 1 we have [97J 

A~(x') = [9fLV(J + 2(XfLCV - XVCfL+ 

+2CXCfLXV - X2C/LCV - C2X/LXV)] AV(x), 

For vector fields A/L with arbitrary k we have 

+2CXCfLXV - X2C/LCV - C2XfL XV)] AV(x), 

AfLn(x) = [9fLV(J-k + 2(J-(k+1) (c/LXV - cvx/L+ 

+2cxx/Lcv - X2C/LCV - C2XfL XV)]A'j'(x'). 

For tensor fields F/Lv with k = 2 we have 

F;v(x') = (J2 F/Lv + 2(J{ [(2cx - 1)(CfLF,Bv - CvF,BfL)-

-c2(X/LF,Bv - XvF,BfL)] x,B + [xfLF""v - xvF""fL-

(2.3.33) 

(2.3.34) 

(2.3.35) 

(2.3.36) 

(2.3.37) 

(2.3.38) 

(2.3.39) 

(2.3.40) 

(2.3.41 ) 

_X2(C/LF""V - cvF""/L]c"" + 2(c/Lxv - cvx/L)Fa,BCax,B} 
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F/!,Ax} = u-2Ftv(X'} + 2u-3 { [(2cx -l)(XJLFJ,Ax'}­

-XvFL(x'}) - X2(CJL FJv(X'} - CvFJJL (x')]cf3+ 

+ [CJLF~v(x'} - CvF~JL(x'} - c(xJLFL(x'}-

-XvF~JL(x'})] X" + 2(XJLCv - XvcJL }x"cf3 F~{3(x'} }. 

(2.3.42) 

From expressions (2.3.41) and (2.3.42) one can easy derive the explicit form 
of the conformal transformations and corresponding formula of generating so­
lutions for electric E and magnetic jj fields, satisfying Maxwell equations, by 
virtue of equalities 

Ea = F Oa , H I Fbc 
a = 2eabc . (2.3.43) 

Let us write the conformal transformations and formula of generating solu­
tions for the antisymmetric tensor FJLv with arbitrary conformal degree k 

F~v(x'} = uk FJLv(X'} + 2Uk- 1 {[(2cx -l}(cJLF{3v-

-cvF{3JL}) - C2(XJLF{3v - xvF{3JL}]x{3+ (2.3.44) 

F/!.Ax} = u-k Ftv(x') + 2U-(k+l) {[(2CX - l)x (2.3.45) 

x (xJLFJ,Ax') - xvFJJL(x'}) - x2(cJLFJv(x') - cvFJJL (x'})]cf3+ 

+[cJLF~v(x') - cvF~JL(x') - c2(xJLFL(x') - xvF~ix'))]x"+ 

+2(xJLcv - xvcJL )x"cf3 F~{3(x') }. 

In formulae (2.3.33)-(2.3.45) x' and u are given in (2.3.2). 

Remark 2.3.5. As we have already noted, the spinor field plays a crucial role 
in unified field theory because it allows us to construct fields with any spin. 
Here we would like to point out that to represent a given field via a spinor field 
'I/J one must construct an appropriate combination from 'I/J and take 'I/J with 
the proper conformal degree. For example, scalar (u), vector (AJL), and tensor 
(FJLv = -FvJL ) fields with conformal degree k can be constructed as 

u = 1jj'I/J, 
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from the spinor field 'Ij; with conformal degree k/2. Spinor field 'Ij; with arbitrary 
conformal degree k can be constructed, in turn, by means of the Dirac spinor 
field 'lj;v with conformal degree 3/2: 

(2.3.47) 

Using (2.3.46), (2.3.28), and (2.3.29) and what has been said above, we find 
another way of obtaining the formulae (2.3.33)-(2.3.45). 

Now we shall construct conform ally invariant ansatze. First we do this for 
a spinor field. Starting from the general expression (2.1.7), we determine the 
matrix A(x) and the invariant variables W as solutions of the equations 

(2ex x8)w(x) = 0, 

[2ex x8 - x2e8 + 'Yqx + (2k - l)ex]A(x) = 0 

(here we used (2.3.5) and (2.3.23)). 
One can easy verify that the functions 

/3x W=--, 
xVxv 

A( ) - / (V )(2k+1)/2 X - 'YX x Xv 

(2.3.48) 

(2.3.49) 

(/3v are arbitrary constants, /3e = 0) satisfy Equations (2.3.48). Hence a con­
formally invariant ansatz for a spin or field with conformal degree k has the 
form 

(/3v are arbitrary constants, /3e = 0) 

/3x 
w=-­

xVxv 
(2.3.50) 

In the particular case of the Dirac spinor field, when k = 3/2, from (2.3.50) 
we obtain the ansatz (see [93], [95]) 

/3x 
w=-­

xvxv 
(2.3.51 ) 

Using (2.3.50) and (2.3.46) one can easily construct conform ally invariant 
ansatze for scalar, vector, and tensor fields in the case of arbitrary conformal 
degree k. Without going into the details we simply list them: 

u(x) = (xvxv)-kv(w); (2.3.52) 

BJL(w) XV Bv(w) 
AJL(x) = (xvxv)k - 2xJL(x"xa)k+1; (2.3.53) 

F vex) = fJLv(w) _ 2 (xJLff3v(w) - xvff3JL(w)) xf3 
JL (x"x,,)k (x"x,,)k+1 

(2.3.54) 
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In formulae (2.3.52)-(2.3.54), w = /3x/(x"x,,). 
Having applied transformations of translations to ansatzes (2.3.50)-(2.3.54), 

we obtain the C(1,3)-ungenerative ansatze. For example, from (2.3.51) we 
obtain the following C(1,3)-ungenerative ansatz for the Dirac spinor field: 

(2.3.55) 

where y" = x" + {j,,; (jp.", /3", re are arbitrary constants. 
Ungenerativity of ansatz (2.3.55) under transformations from the group 

P(1,3) (the corresponding formulae are given in Table 2.1.2 and Equation 
(2.2.25» is quite evident. Furthermore, one can confirm in a straight-forward 
way that applying the formula of GS (2.3.27) to (2.3.55) is the same as chang­
ing the parameters /3",{j",re, and the function t.p in (2.3.55) in such a manner 
that 

1 - icrb 
t.p -+ a2 (b, c) t.p, a( (j, c) == 1 - 2tJc + b2 c2 , 

{j -+ b' = (jp. - cp.b2 

p. p. a(b,c)' (2.3.56) 

/3p. -+ /3~ = a~ c) + a2 (~, c) (bp.c" - {j"cp. + 2tJccp.b" - {j2 cP.c" - c2 (j p.{j" )/3" , 

, /3{j2 - /3c 
re-+re = a(b,c) . 

This means that the family of solutions like (2.3.55) is C(1,3)-ungenerative. 
Ungenerativity of ansatze constructed from (2.3.52)-(2.3.54), analogously to 
ansatz (2.3.55), is proved in much the same way. 

It will be noted that any Lorentz-invariant solution of a conformally in­
variant equation can be made C(1,3)-ungenerative if formulae of GS by scale, 
conformal, and translational transformations are applied successively. 

It will also be noted that the conform ally invariant ansatz (2.3.51) (as well as 
ansatze (2.3.52)-(2.3.54» can be obtained from a plane-wave ansatz 'IjJ(x) = 
t.p(/3x) by applying to it formula of GS (2.3.27) under Co = 1, CI = C2 = C3 = 0 
and then making the translation transformation Xo -+ Xo + 1. 

In conclusion, let us show how to construct from a given solution of a lin­
ear PDE an infinite sequence of solutions (see [24*]). From the definition of 
invariance (see the Introduction) it follows that if operator Q is admitted by 
a linear system of PDEs, then 

(2.3.57) 

(where at, a2, ... are some normalization factors) will be solutions of this sys­
tem as soon as 'ljJo(x) is a solution. For systems of PDEs invariant under 
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AC(1,3) (2.3.3) the procedure (2.3.57) makes nontrivial sense only for opera­
tors KIL (as a matter of convenience we shall use operator K (2.3.5)). Below 
we construct, with the help of operator (2.3.5), sequences of solutions to the 
wave equation, the massless Dirac equation, and Maxwell's equations. 

In the case of a scalar field with conformal degree k = 1, operator (2.3.5) 
takes the form 

K = 2exxo - x20 + 2ex. (2.3.58) 

Then, starting from Uo = 1 and taking an = 1/2n one obtains the sequence of 
solutions (2.3.57) of the wave equation 

in the form 

Du=O 

Uo = 1 

U1 = ex, 

U2 = (ex)2 - ie2x2, 

U3 = (ex)3 - ~e2x2, 

3 1 
U4 = (ex)4 - 4(ex?e2x2 - 16 (e2x2)2, 

(2.3.59) 

(2.3.60) 

One can easily make sure that U1, U2, U3, ... satisfy Equation (2.3.59). It will 
be noted that U2, U3, ... satisfy the following recurrence relations 

_1 _( 122 Un - -KUn _1 - eX)Un _1 - 4e x Un -2, 
2n 

(2.3.61 ) 

One can make solutions (2.3.60) C(1,3)-ungenerative, generating them by con­
formal and translation transformations. 

For the massless Dirac equation 

(2.3.62) 

we have 

K = 2exxo - x2 co + 2ex + ,Cfx (2.3.63) 

and starting from 'l/Jo = X, where X is a constant spinor, we obtain 

'l/Jo = X 

'l/Jl = (ex - hx,e)x, 
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'l/J2 = [(CX)2 - ~c2X2 - ~(CXhXIC] X, (2.3.64) 

'l/J3 = [(CX)3 - ~c2X2(CX) + (:6c2x2 - ~(cx)2) IXIC] X, 

It is easy to show that functions (2.3.64) satisfy the Dirac equation (2.3.62). 
Solutions (2.3.64) can also be made C(1,3)-ungenerative if they are generated 
by conformal and translation transformations. 

For Maxwell's equations for vector-potential 

(2.3.65) 

we analogously find the sequence of solutions Ahl), Ah2 ), . •. starting from a 
solution AhO): 

A~n) = an [(2cx(xo + 1) - x2co) A~n-l) + 2cJL (ASn- 1)xv) - 2xJL (ASn- 1)cv)] 

n = 1,2,... (2.3.66) 

where an are some normalization constants. In particular, if we start with 
A~O) = an (an are arbitrary constants), then (2.3.66) gives 

A~l) = aJLcx + cJLax - xJLac, 

A~2) = aJL [(CX)2 - ic2x2] + cJL (2(ax)(cx) - ~acx2) -

-xJL (( ac)( cx) + ~c2ax) , 

(2.3.67) 

Solutions (2.3.67) have the property FJLv == oJLAv - OVAJL = O. But if we 

start with AhO) = aJLbx (aJL, bv are arbitrary constants) then we obtain from 
(2.3.66) another sequence of solutions of Equations (2.3.65): 

(2.3.68) 

and in this case FJLv ::I O. 
Lastly we write down formula (2.3.57) for the tensor of the electromagnetic 

field FJLv (2.3.43). So, if FJ~) is a solution of Maxwell's equations 

(2.3.69) 

then 

F(n+l) = (c F(n) - c F(n»)xc. + (x F(n) - x F(n»)cc. + 2cxF(n)+ 
JJ-ZJ P, av v CkJ.L v atL J.L C'r:(.1 J.LV 

n=O,l, ... (2.3.70) 
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will be also solutions of Maxwell's Equations (2.3.69). 

2.4. Conformally invariant nonlinear equations for spin or fields and their 
solutions 

1. Let us consider the following Poincare invariant nonlinear PDE for a 
spinor field * [101]' [102]): 

{'"-/' [WI' + (ijj'YI''I/J)Fl + (ihs'YI''I/J)F2 + (ihl''l/JhsF3 + (¢'YS'YI''l/JhSF4] + 

(2.4.1) 

where 

. (0 0"0) 'Ys = Z'"(O'YI 'Y2'Y3 = 0"0 0 ; 

Ft, ... ,Fs are arbitrary scalar functions depending on 1ij'I/J and 1iji'"(s'I/J. The 
rest of the notations are given in (2.1.1)-(2.1.3). 

From the set of Equations (2.4.1) we select those which are invariant under 
scale transformations 

(2.4.3) 

and under conformal transformations (2.3.2), (2.3.26). 

Theorem 2.4.1. [101, 102]. Equation (2.4.1) is invariant under the scale 
transformations (2.4.3) iff 

Fi = (ijj'I/J)(1-2k)/2krpi, i = 1,6; 
Fj = (ijj'I/J )1/2k rpj, j = 7,8, 

(2.4.4) 

where rpl, ... , rps are arbitrary scalar functions depending on (1jj'I/J)/(1iji'"(s'I/J). 

Proof. The necessary and sufficient condition of the invariance of equation 
(2.4.1) under the transformation (2.4.3) is the fulfilment of the relations 

* There is no nonlinear Poincare-invariant equation of such a type for a two­
component spinor field <p (Weyl field) because it is impossible to add to the 
Weyl equation a nonlinear term constructed from <p and <p+ and to conserve 
even Lorentz invariance. The same statement holds true for Maxwell's equa­
tions for electromagnetic fields in a vacuum. 
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exp {B(l - 2k)} Fi (exp{ -2Bk }7jjw, exp{ -2Bk }7jji-y5W) = 

= Fi (7jjw, "ifi-y5W); i = 1,6; 

(2.4.5) 

exp{B(l - k)}Fj (exp{-2Bk}7jjw,exp{-2Bk}7jji-y5W) = 

= Fj (7jjw, 7jji-y5W); j = 7,8; 

Differentiation of (2.4.5) with respect to B followed by setting B = 0 gives 

aF aF 
(1 - 2k)Fi = 2ku au' + 2kv av', i = 1,6 

aF aF 
(1 - k)Fj = 2ku a: + 2kv av', j = 7,8, 

(2.4.6) 

where u = 7jjw, v = "ifi-y5W. 
After integrating (2.4.6) we get (2.4.4). One can directly confirm that Equa­

tion (2.4.1) with functions F (2.4.4) is invariant under the scale transformations 
(2.4.3). The theorem is proved. 

Remark 2.4.1. Obviously, Equation (2.4.1) with functions 

il = 1,3; 

[ - - (l-2k)/4k 
Fi2 = (WI'51'J.'W)(WI'51'J.'W)] rpi2' i2 = 2,4; (2.4.7) 

Fi3 = [(7jju J.'V W ) (7jjuJ.'v W)] (1-2k)/4k rpi 3' i3 = 5,6; 

j = 7,8 

where rpl, ... , rps are arbitrary scalar functions depending on _"ifw , is also 
WQ5W 

invariant under the scale transformations (2.4.3). 

Remark 2.4.2. From four-component spinor fields wand 7jj one can construct 
16 real quadratic forms Pj(j = 1,16) 

u="ifw 
v = "ifi-y5W 
jJ.' = "if1'J.'W 
nJ.' = "if1'51'/1-W 
f J.'V = 7jju /1-vW 

- scalar, 
- pseudoscalar, 
- vector, (2.4.8) 
- pseudovector, 
- antisymmetric tensor. 

These 16 bispinor densities are not independent since the spinor wave func­
tion W is composed of four independent complex functions. Furthermore, as 
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the overall phase of the spinor has no effect on the bispinor densities Pj, we 
conclude that these 16 functions must satisfy a total of nine algebraic equa­
tions. These equations are known as identities of Fierz-Pauli and have the 
form (see [42]) 

JJLl' = -nJLnJL = u2 + V2 j 

(2.4.9) 

f ( 2 2)-1 [ 'p a ( . .)] JLV = U + V U€JLvpaJ n - V JJLnV - Jvnp. , 

From this one can conclude that Equations (2.4.1) with functions (2.4.4) and 
(2.4.7) are in a sense equivalent. 

Theorem 2.4.2. (See [101]). Equation (2.4.1) is invariant under the conformal 
group C(1,3) iff functions F have the form (2.4.4) and k = 3/2. 

Proof. Since the conformal group contains the extended Poincare group we 
can use the previous theorem. Then one can confirm that conformal transfor­
mations (2.3.2), (2.3.26) leave equation (2.4.1) with functions F from (2.4.4) 
invariant iff k = 3/2. The theorem is proved. 

As a consequence of Theorem 2.4.2 we get the Dirac-Gursey Equation (2.1.5) 
and the following conformally invariant generalization of the Dirac-Heisenberg 
Equation (2.1.4) 

{ h8 +..\ (ifryv'¢)-rv + re (ijj,S/JL,¢)-rs,JL } 
[(i/J'JL'¢ ) (iF,JL'¢ )] 1/3 [(1/J,s,v'¢ ) (1Jj,s,v,¢ )] 1/3 X 

(2.4.10) 

(..\, re are arbitrary constants). 

2. Now we describe some exact solutions of the nonlinear conform ally in­
variant spinor wave Equations (2.1.5) and (2.4.10). For the first time exact 
solutions of the Dirac-Gursey Equation (2.1.5) were obtained by Kortel (see 
[132]) with the help of the Heisenberg ansatz (see (2.1.28) with w = Jxvxv ). 
Later these results, slightly generalized, were expounded in [5],[6], and [150]. 
We list the Kortel solutions as they are given in [150]: 

(2.4.11) 

1 (3)3/2 
,¢(x) = 4"): w-S/ 2 (hx + w) X, (2.4.12) 

where w = Jxvxv, a is a constant, and XX = 1. Note that solutions (2.4.11) 
and (2.4.12) are nonanalytic in the coupling constant..\. New solutions of 
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Equation (2.1.5) can be obtained from (2.1.26) under m = 0 and k = 1/3. Let 
us list some of them: 

'!/lex) = [(ax)2 + (bxf] -1/4 exp{ -~(ra)(rb)x (2.4.13) 

'!/lex) = exp {-i(ra + /,dhb(ax + dx)} x (2.4.14) 

x exp {-i>'(XX)1/3/,b [bx + t(ax + dX)2]} X, 

where av, bv, dv are arbitrary constants satisfying (2.1.27). 
One can apply the formulae of generating solutions (2.3.27) to obtain further 

solutions from (2.4.11)-(2.4.14). Having made in these solutions transfor­
mation of translations one obtains C(1,3)-ungenerative families of solutions. 
For example, solution (2.4.11) yields the following multiparameter C(1,3)­
ungenerative family of solutions of Equation (2.1.5): 

(2.4.15) 

where Yv = Xv + 15v; cv,15v are arbitrary constants; XX = 1. 
The substitution of conform ally invariant ansatz (2.3.51) into (2.1.5) yields 

the following ODE 

the general solution of which has the form 

This gives one more solution of Equation (2.1.5) (see [93, 95]) 

'!/lex) = ( /'X )2 eXP {-i>'(!3v/y )-1(xx)1/3(/,!3)A}x. (2.4.16) 
xVxv XV Xv 

The corresponding C(1,3)-ungenerative solution has the form 

(2.4.17) 

where Yv = Xv + 15v; 15v, a are arbitrary constants. 
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Following [101, 102] we construct solutions of the modified Dirac-Heisenberg 
Equation (2.4.10) with al = 0 

Ansatz (2.3.51) reduces (2.4.18) to the system of ODEs 

Consider the case of a complex coupling constant, that is 

Then we get the following solutions of Equation (2.4.19): 

if A2 = 0, then <p(w) = exp {iAW} x; 

( 
2 )-3/2 

if Al = 0, then <p(w) = c + SA2W x; 

if AIA2 =F 0, then <p(w) = (It + ih) x; 

In formulae (2.4.20) 

It = ± [(w - 2V)I/2 + (w + 2V)I/2] , 

h = T [(w - 2v)I/2 - (w + 2v)I/2] , 

(2.4.18) 

(2.4.19) 

(2.4.20) 

(2.4.21) 

The C{1,3)-ungenerative solution of Equation (2.4.18) with real coupling con­
stant has the form 

(2.4.22) 

where y" = x" + 0,,; {3" are given in (2.4.21); al, 0" are arbitrary constants. 
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3. Consider a conform ally invariant equation for a spinor field with arbitrary 
conformal degree k [149] 

(2.4.23) 

As we have already noted, spinor fields with arbitrary conformal degree play 
a fundamental role in unified field theory because they allow us to construct 
fields with any spin and with a given conformal degree (see Remark 2.3.5). 

Equation (2.4.23) is merely the Dirac-Gursey Equation (2.1.5) when written 
in terms of the spinor 

(2.4.24) 

where 'ljJ1J denotes a Dirac spinor with conformal degree k = 3/2, and 'IjJ is a 
spinor field with arbitrary conformal degree k (the inverse formula expressing 
'IjJ via 'ljJ1J is given in (2.3.47)). 

In order to construct a scalar field with conformal degree 1 from a Dirac 
spinor field (it is this conformal degree which makes the scalar field satisfy the 
wave equation (see Table 2.3.1)) one must set k = 1/2 in (2.3.47) and then use 
the corresponding formula from (2.3.46). This gives 

(2.4.25) 

Let us substitute solutions (2.4.11) and (2.4.12) of the Dirac-Gursey Equation 
(2.1.5) in (2.4.25). The result is 

( ) _ 3 ( ,,)-1/2 
U X - 2A x"x , (2.4.26) 

4 0: 
u(x) = - 2. (2.4.27) 

A x"x" + 0: 

Functions (2.4.26) and (2.4.27), as one can easily check, satisfy the nonlinear 
wave equation 

(2.4.28) 

provided A = ~ vTt" for (2.4.26) and A = ~ for (2.4.27), Al > o. It is 

noteworthy [61 *] that these solutions of Equation (2.4.28) lead by means of the 
t'Hooft-Corrigan-Fairlie-Wilczek ansatz to the well-known meron solution of 
de Alfaro-Fubini-Furlan [4*] and to the instanton solution of Belavin-Polyakov­
Schwartz-Tyupkin [1*] of the SU(2) Yang-Mills field equations (see Section 
2.10). 
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4. As we have considered how to construct other fields from the spinor 
field (see Remark 2.3.5), it is natural to consider the inverse problem: how to 
construct the spin or field itself by means of other fields. 

It is obvious that any spinor wave function can be represented as an expan­
sion in the basis of the 4 x 4 matrices 

16 

'Ij;(x) = eicp (U - h5 V + "II"JI" - "I5"1I"NI" + ~<T I"vFl"v)x == e-icp L Retf ",X, 
",=1 

(2.4.29) 

where 

I() Ret = {U V JI" NI" FI"V} 
y, "" 

(2.4.30) 

are real scalar functions; X is a constant spinor; and the rest of the notations 
are given in (2.1.2) and (2.4.2). Clearly, due to the Fierz-Pauli relations (2.4.9), 
which hold for any spinor field, the 16 functions R'" (2.4.30) are not indepen­
dent. The set of functions R'" can always be chosen such that they satisfy the 
bispinor algebra (2.4.9), that is 

Jwll" = -N/-,NI" = U2 + V2; 

N I"JI" = 0; 

Fl"v = (U2 + V2r1 [UEI"VPf7JP Nf7 - VUI"Nv - JvNI")] ' 

(2.4.31 ) 

U2 + V 2 :f O. 

This fact allows us to prove the factorization theorem (see [42]), according 
to which the general form of the spinor field (2.4.29) can be factored in the 
following manner: 

'Ij;(x) = e-icp(U - i"l5V + "Iwll") X (2.4.32) 

x [1- (U2 + V2)-1(U +hsV)Nv"l5"1v] X. 
Let 

jo > 0, u2 + v2 :f 0 (2.4.33) 

be a given set of real functions forming a bispinor algebra (2.4.9). Then the 
following statement (the inversion theorem) holds true. 

Theorem 2.4.3 [42]. The spin or 'Ij; which generates the given bispinor alge­
bra (2.4.33), (2.4.8), (2.4.9) is determined by Equations (2.4.29) or (2.4.32), 
functions Ret (2.4.30) having the form 

R" = pet / (4J), (2.4.34) 

where 
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(2.4.35) 

So, to construct a spinor field 'Ij; one needs, in general, the set of 16 real 
functions (2.4.33) which represent themselves as scalar, pseudoscalar, vector, 
pseudovector, and antisymmetric tensor of rank-two fields satisfying relations 
(2.4.9). In such a case spinor 'Ij; is determined by use of formulae (2.4.29) or 
(2.4.32), (2.4.34), and (2.4.35). If it is necessary to construct a spinor field with 
conformal degree k one has to take fields po. (2.4.33) with conformal degree 2k. 

One can construct a spinor field in the following manner. Let U and leY. be 
scalar and vector fields. Then formulae 

'lj;l(X) = (,~ :~) x, 
'lj;z(x) = -y~l~X 

(2.4.36) 

determine spinor fields (in sense of ansatze) 'lj;l and 'lj;z. But in this case the 
connection between U and 11 = 'lj;l 'lj;l, and between l~ and j~ = 1jjZI~'Ij;2 is not 
so simple as it was in (2.4.34). In particular, for U and u we find 

- aU aU 
11 = 'lj;l'lj;l = !'l v -;:;- (xx) 

vX vXv 
(2.4.37) 

I t is clear that there are many ways of constructing spin or fields by use of 
formulae like (2.4.36). The Heisenberg ansatz (2.1.6) and its generalization 
(2.1.28) is an example of such a construction of a spinor field by means of 
three real scalar fields (functions) w, I, g. 

2.5. Reduction and exact solutions of coupled nonlinear PDEs for spin or and 
scalar fields 

Consider the following system of PDEs 

{ira - [Allul k1 + A2(1jj'lj;)k2]} 'Ij; = 0, 

Ou + [Jlllul ki + Jl2(1jj'lj;)k2] 2 U = 0, 
(2.5.1 ) 

where 'Ij; = 'Ij)(x) is a four-component spinor field; u = u(x) is a complex scalar 
field; Inl = vu*u; x E R(I, 3); Ai, Jli' ki (i = 1,2) are arbitrary real parameters; 
I~ are Dirac matrices (2.1.2). 

System (2.5.1) is invariant under the conformal group C(l,3) if kl = I, 
kz = 1/3, conformal degrees being 3/2 for spinor fields and 1 for scalar fields; 
with arbitrary numbers kl' k2, system (2.5.1) is invariant under AP(1,3). 
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Solutions of system (2.5.1) under kl = 1, k2 = 1/3 are sought by using 
the conform ally invariant ansatze (2.3.51) and (2.3.52). These ansatze reduce 
(2.5.1) to the following system of ODEs: 

i(r!3)t.P + [AIlvl + A2(~<p)1/3] <p = 0, 

!32 ij + [!-tIlvlkl + !-t2(~<p)1/3r v = 0, 

h d . d' d" . h !3x were ot m lcates envatlVe WIt respect to w = --. 
XV x" 

The simplest solutions of Equations (2.5.2) are as follows 

<p(w) = exp {i&(r!3)w} x, 
v( w) = P exp {iw} , 

where &, p,!3" are arbitrary constants satisfying relations 

&!32 = AlP + A2CXX)I/3 
2 

!32 = [!-tIP + !-t2CXX)I/3] . 

Formulae (2.5.3), (2.3.51), (2.3.52) give solutions of Equations (2.5.1): 

'"YY {. ( !3y} ) ~0(x) = (y"y,,}2 exp t&(r!3) y"y" + a X, 

u(x) = _P exp {i (k} +a), 
y"y" y"y" 

(2.5.2) 

(2.5.3) 

(2.5.4) 

(2.5.5) 

where the constants &, p,!3" satisfy relations (2.5.4). Having made in (2.5.5) 
translation transformations we obtain, according to Section 2.3, the multipa­
rameter family of C(1,3)-ungenerative solutions of Equations (2.5.1): 

'"YY {. ( !3y )} ~(x) = (y"y,,}2 exp t&(r!3) yvyV + a X, 

u(x) = _P exp {i (k + a)}, 
y"y" y"y" 

where y" = x" + {jv; a, {j are arbitrary real constants. 
For finding solutions of Equations (2.5.1) with arbitrary ki and k2 we use 

the ansatz (see [212], [13*]) 

'Ij)(x) = {i91(W) + '"Y492(W) - [ih(w) + '"Y4h(w)]h8w lx, (2.5.6) 

u(x) = v(w) 
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where 91,92, It, h are some real scalar functions; v is a complex scalar function; 
w = w(x} are new independent variables determined in (2.1.31); 1'4 = -iT'5, 
and 1'5 is determined in (2.4.2). 

By substituting (2.5.6) into (2.5.1) and taking into account (2.1.30) we obtain 

.. N. [Ilk - ]2 10 V + -v = - ILl V 1 + IL2F v, 
w 

fjl + : it = [Allvlkl + ~2F] 9t, 

91 = - [Allvlkl + ~2F] It, 

92 = [Allvlkl + ~2F] h 

. N [ -] fh + w h = - Allvlkl + A2F 91, 

where dot means derivative with respect to w as defined in (2.1.31); 

~2 = A2(XX)k2, 1i2 = IL2(XX)k2, and F = [9~ - 9~ + f(f;- fi)t 2 . 

(2.5.7) 

We succeeded in constructing the general solution of system (2.5.7) only in 
the case where N = 0; in the rest of the cases particular solutions were found. 
Without going into details we cite the results obtained. 

When 10 = -1, N = -2, -1 we have 

j = 1,2; 

9j(W) = =r=( -l)j(1 + 2k2N)1/2CjW-l/2k2; 

v(w) = EW- I / k1 

(2.5.8) 

and the conditions on arbitrary constants CI, C2 (real), and E (complex) hold 

[(m - l)kl -1] k12 + {ILIIElkl + 1i2 [2mk2(ci _ c~)] k2} 2 = 0, 

± (1 - 2mkd/2 - 2k2{ AIIElkl + ~2 [2mk2(ci - C~)t2} = 0, 

with k2 < _1_, 
2m 

1 
kl < --; m= -N. 

m-1 

When 10 = -1, N = 0 we have 

It = CI sh { -AI J Iv(wW1dw + ~2(C; - C~)k2W + C2}, 

h = C3 ch { Al J Iv(wW1dw + ~2(C~ - Ci) k2 w + C4}, 

(2.5.9) 
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gl = C1 sh { -A>l J Iv(w)lk1dw + X2(C~ - C~)k2W + C2} , 

g2 = C3 ch {AI J Iv(wW1dw + X2(C~ - C~)k2W + C4} , 

v(w) = p(w) exp{i8(w)}, 

where 

r(w) [a_(z) + C6)-1/2 dz = w + cs, 

8(w) = J p-I/2(W)dw + cs, 

101 

(2.5.10) 

2 4 -
a_(z) = ~z2(kl+l) + u2(C2 _ C2)2k2Z2 + JLIJL2 (c2 _ c2)k2Zk1+2 + 2c2z. 

kl + 1 ,...2 3 1 kl + 2 3 1 S 

When € = 1, N = 0 we have 

It = CI sin { Al J Iv(w)lk1dw - X2(~ - C~/2W + C2}, 

h = C3 cos {AI J Iv(w)lk1dw - X2(C~ - Ci) k2 w + C4}, 

gl = CI cos { -AI J Iv(wW1dw - X2(C~ - C~)k2W + C2} , 

g2 = C3 sin {AI J Iv(w)lk1dw - X2(C~ - Ci)k2 W + C4}' 

V = p(w) exp{i8(w)}, 

where 

r(w) [a+(z) + csr1 / 2 dz = w + C6, 

8(w) = J VP(w)dw+cs, 

(2.5.11) 

24-
a+(z) = _~z2(kl+l) _ tt~(C~ - C~)2k2 Z2 _ JLIJL2 (ci _ c~)k2 zk1 +2 + 2csz. 

kl + 1 kl + 2 

When € = 1, N = 1,2,3 we have 

f · - C ·w-I/2k2 J' - 1 2' J - J , -" 

gk = =f( -1)j(2Nk2 - 1)1/2CjW -I/2k2; 

V = Ew- l / k1 , 

(2.5.12) 
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where the arbitrary constants Cl, C2 (real), and E (complex) satisfy the rela­
tions 

(kl + 1)k}2 - Nk}l + {ILlIEl k! + ii2 [2Nk2(C~ - C~)t2} = 0 

T(2Nk2 - 1 )1/2 - 2k2 { AliElk! + >:2 [2Nk2(C~ - C~)] k2} = 0, 

1 1 
kl > -N ' k2 > -. -1 2N 

When € = 1; N = 2,3; Kl = 2/(N - 1); K2 = l/N we have 

fJ = (-1)jOW9j(w), j = 1,2; 

9j = cj(l + 02W )-(N+1}/2; 

v = E(l + 02w2)(1-N}/2, 

(2.5.13) 

(2.5.14) 

where the arbitrary constants Cl, C2, 0 (real), and E (complex) satisfy the re­
lations 

02(N2 - 1) = [ILl IEI 2/(N-1} + ii2(C~ - c~)l/Nr ' 
O(N + 1) = AlIEI2/(N-l} + >:2(C~ - C~)l/N 

(2.5.15) 

By substituting the explicit form offunctions h(w), h(w), 9l(W), and 92(W) 
given in (2.5.8)-(2.5.14) and the corresponding w written in (2.1.31) into 
ansatz (2.5.6), we obtain solutions for Equations (2.5.1). Under kl = 1 and 
k2 = 1/3 one can apply to these solutions formulae of generating solutions 
(2.3.27), (2.3.34) and in this way obtain new families of solutions of Equations 
(2.5.1) when kl = 1, k2 = 1/3. 

2.6. Exact solutions of systems of nonlinear equations of quantum 
electrodynamics * 

Consider nonlinear coupled PDEs which describe interacting electron (Dirac 
spinor) and electromagnetic fields 

bJL(i8JL - eAJL) - mIl '¢ = 0, 

DAJL - 8JL8v Av + m~AJL + AAJLAv Av = e1P'JL'¢' 
(2.6.1 ) 

where 1j; = 1j;(x) is a four-component Dirac spinor; AI' = AJL(x) is a four­
vector potential of the electromagnetic field; IL, v = 0,3; e, A, ml, m2 are real 

* Some results stated in this section were obtained in collaboration with R.Z. 
Zhdanov. 
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constants; "Ill- are Dirac matrices (2.1.2). When A = m2 = 0, system (2.6.1) 
coincides with the well-known standard equations of quantum electrodynamics 
[2, 31J. When mI = m2 = 0, system (2.6.1) takes the form 

"I1l-(ifJll- - eAIl-)7j; = 0, 

OAIl- - fJll-fJv Av + AAIl- Av Av = e~"IIl-7j;, 

When A = 0 system (2.6.1) takes the form 

bll-(ifJll- - eAIl-) - mlJ 7j; = 0, 

OAIl- - fJll-fJv Av + m~AIl- = e~"IIl-7j;. 

And lastly, when ml = m2 = A = 0 system (2.6.1) takes the form 

"I1l-( ifJll- - eAIl-)7j; = 0, 

OAIl- - fJll- fJv Av = e~"IIl-7j;. 

(2.6.2) 

(2.6.3) 

(2.6.4) 

Systems (2.6.1)-(2.6.4) are invariant under the following groups: (2.6.1) under 
P(1,3); (2.6.1) with A = m2 = 0, ml 1= 0 under P(1,3) EB U(l); (2.6.2) under 
C(1,3); (2.6.3) under P(1,3); (2.6.4) under P(1,3) EB U(l). Below we shall 
obtain exact solutions for these equations. 

By substituting conform ally invariant ansatze (2.3.51), (2.3.53) into (2.6.2) 
we get the system of ODEs 

ih(3)lj; = ehB)tp 

{32 BIl- - (31l-{3v Bv + ABIl-Bv Bv = e(j5"1ll-tp 
(2.6.5) 

where dots indicate derivatives with respect to w = /3x/(xv X V ). The simplest 
solution of Equations (2.6.5) is 

tp(w) = exp{-iew}x, (2.6.6) 

where constant spinor X and arbitrary constants {31l- satisfy the conditions 

(2.6.7) 

From (2.6.6), returning to (2.3.51), (2.3.53), we get the following solution of 
Equations (2.6.2) (see [97], [98]): 

(2.6.8) 
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whence follows (see formulae (2.3.55), (2.3.56)) the C(1,3)-ungenerative solu­
tion of Equations (2.6.2) 

(2.6.9) 

where yv = Xv + bv; bv, re are arbitrary real constants; /3v, X satisfy relations 
(2.6.7). 

Solutions (2.6.8), (2.6.9) have the properties: Fll-v == all-Av - avAil- = 0; and 

constant e (electron charge) tends to zero as soon as the coupling constant of 
self-interaction of the electromagnetic field ..\ -+ o. 

Now we'll try to find solutions of system (2.6.2) with the help of the ansatz 

7j;(x) = (Tb) exp {ij(ax)} , 

AIl-(x) = bll-g1 (ax) + all-g2(ax); b? = 0 
(2.6.10) 

where all-' bl'- are arbitrary real constants; j, gl, g2 real scalar functions to be 
determined; X, as usual, is a constant spinoL 

Substitution of (2.6.10) into (2.6.2) gives rise to the following system of 
ODEs: 

j + eg2 = 0, 

2·· bV- ( 2 2 ) a gl = 2e Xl'vX - ..\gl a g2 + 2abg1g2 , (2.6.11) 

abYI = ..\g2 (a2g~ + 2abg1g2) 

where dot means differentiation with respect to w = ax. 
System (2.6.11) can be integrated when a2 = 0, ab -=I O. In this case it takes 

the form 

whence follows 

j + eg2 = 0, 

ebVxl'vX - ..\abgig2 = 0, 

91 - 2..\glg~ = 0, 

(2.6.12) 
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_ 2re2 _3 
g1 = Tg1 , 

j + eg2 = 0, 

where 
e 

re = ab bP'X'p.X· 

The general solution of system (2.6.12), depending on sign of >. is given by the 
formulae: 

when>. > 0, C1 #- 0 we have 

(2.6.13) 

when>. < 0, C1 #- 0 we have 

reC1 [ 2 2re2] -1 
g2(W) = T (C1 W+ C2) + T ' (2.6.14) 

f(w)=- e Inlv"fXf(C1W + C2)+v'2re l· 
2 J2IXi v"fXf ( C1 W + C2) - v'2re ' 

when C1 = 0, >. < 0 we have 

2v2re 
[ 

M ]1/2 
gl(W) = ± v"fXf + C3 , 

[ 
>. ] -1 

g2(W) = -2y'2f):fw + ;C3 , (2.6.15) 

f(w) = ~ln (2J2TXfw - ~C3); 
2 21>'1 re 

where C1,C2,C3 are arbitrary real constants. Inserting 1,g1,g2 from (2.6.13)­
(2.6.15) into (2.6.10) one obtains families of solutions of system (2.6.2): 
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A > 0, Cl =1= 0: 

1jJ(X) = bb)exp {- ~arctan [:L (Clax +C2)]} x, (2.6.16) 

A < 0, Cl =1= 0: 

1jJ(X) = bb) exp { __ ie_In I M(clax + C2) + V2re I} x, 
2J2iXf M(clax + C2) - V2re 

(2.6.17) 

A < 0, Cl = 0: 

1jJ(x) = bb) exp { ~ In (2 M ax - ~C3) } X, 
2y 21AI re 

(2.6.18) 

A,(x) ~ ±b, [2~ ax +c,]'" +", [-2v'2iXiax + ~c,r 
Let us recall that in (2.6.16)-(2.6.18) b2 = a2 = 0, ab =1= 0 (without loss of 

generality we can choose ab = 1); 

e b"(- ) re = ab X,),,,X; 

Cl, C2, C3 are arbitrary real constants. 
One can easily check that solutions (2.6.16)-(2.6.18) give 1jj1jJ = 0 (due to the 

condition b2 = 0); the tensor FJ.L" == oJ.LA" - o"AJ.L is given by the expressions, 
respectively 

(2.6.19) 
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One can obtain from solutions (2.6.16)-(2.6.18) new families of solutions for 
Equations (2.6.2) if one applies to them the formulae of generating solutions 
(2.3.27) and (2.3.38). 

Solutions for system (2.6.3) will be sought in the form 

'I/J(x) = (-yb) exp {-im1(-ya)w + if(bx)} X, 

w = ax; (2.6.20) 

b2 = ab = 0, 

Substituting (2.6.20) into (2.6.3) gives rise to ODEs for the scalar function 
g(w) : 

(2.6.21 ) 

where 

(2.6.22) 

(one can easily confirm that (h and (h are real constants). With m~ > 0, and 
m~ :f:. 4mi the general solution of Equation (2.6.21) has the form 

2e 
g(w) = C1 ch m2W + C2 sh m2W + 2 2 (81 ch 2m1w + 82 sh 2m1w). (2.6.23) 

m 2 - 4m1 

With m~ = 4mi the general solution of Equation (2.6.21) has the form 

g(w) = (- e81.w + Cl) ch 2mlW + (- e82 w + C2) sh 2m1w. 
2m] 2ml 

(2.6.24) 

And, lastly, under m~ = _m2 < 0 the general solution of Equation (2."6.21) 
has the form 

. 2e 
g(w) = c] cos mw + C2 sm mw - 2 2 (81 ch 2mlw + 82 sh2m1w). (2.6.25) 

m +4m1 

In formulae (2.6.23)-(2.6.25) Cl, C2 are arbitrary real constants. 

Inserting expressions (2.6.23)-(2.6.25) into ansatz (2.6.20) we obtain three 
families of solutions for Equations (2.6.3): when m~ > 0, m~ :f:. 4mi we have 

AIL(x) = blL [Cl ch m2ax + C2 sh m2ax+ (2.6.26) 

2e ] + 2 2 (81 ch 2ml ax + 82 sh 2ml ax) ; 
m2 - 4ml 

when m~ = 4mi we have 
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AI'(x) = bl' [( - ;~l ax + Cl) ch 2mlax + (- ;~l ax + C2) sh 2m1ax] ; 

(2.6.27) 

when m~ = _m2 < 0 we have 

AI'(x) = bl' [Cl cos max + c2sin max- (2.6.28) 

- 2 2e 2 (01 ch 2ml ax + O2 sh 2ml ax )] , 
m +4m1 

where 01 , O2 are defined in (2.6.22); Cl, C2, C3 are arbitrary constants; for all 
three cases the spinor 7/J(x) has the form stated in (2.6.20) with the arbitrary 
differentiable function f(x); a2 = -1, ab = b2 = O. It will be noted that 
solution (2.6.26) has resonance nature when m~ -+ 4mi. 

Let us select from solutions (2.6.27) a subfamily 

7/J(x) = (--yb) exp {-iml(--ya)ax} x, 
e(J 

AI'(x) = --bl' (ax)( sh 2mlax - ch 2mlax), 
2ml 

(2.6.29) 

where (J = 01 = -(J2. One can easily confirm that for these functions the 
following relations hold: 

D7/J+mi7/J=O, 

o AI' + 4ml ( ml - a~) AI' = 0 
(2.6.30) 

which apparently can be treated in such a manner. As a result of the interaction 
of the fields 7/J and AI' a particle comes into being. This particle has variable 
mass M = M(x) 

M2 = 4ml ( ml - a~) (2.6.31) 

So M2 > 0 when (ax)-I < ml, M = 0 when (ax)-I = ml, and lastly M2 < 0 
when (ax)-l > m. In the case of non-resonance interactions such an effect 
does not take place. 

Let us try to find solutions for system (2.6.3) with the help of the ansatz 

where 

7/J(x) = (--ya) exp { -ie JW
3 v(wo,r)dr} ip(WO,Wl,W2,W3), 

AI'(x) = al'u(wo,WI,W2,W3) + dI'V(WO,W3) 

Wo = ax, 

W2 = ex, 

WI = bx, 

W3 = dx; 

(2.6.32) 

(2.6.33) 
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aJ1., bJ1., cJ1., dJ1. are arbitrary real constants satisfying relations 

a2 = d2 = ab = bc = cd = ac = bd = 0, 

ad= 2; 
(2.6.34) 

where U = u(WO,Wt,W2,W3), v = V(WO,W3) are scalar real functions, and 
<P = <p{WO,Wt,W2,W3) is a four-component spinor. 

After substituting (2.6.32) into (2.6.3) we get the following system of PDEs 

i(-yb)<pl + i(-yC)<p2 + ml<P = 0, 

Un + U22 = m~u - 2erp"{a<p + 4U03, 

U3 + Vo = 0, 

4V03 + m~v = 0, 

alP 
where <pJ1. == --; 

awp' 
JL=0,3. 

Since v = V{WO,W3), equation Vo + U3 = 0 from (2.6.35) yields 

U = U{WO,W3) + U{WO,WI,W2). 

Inserting this expression into (2.6.35) we get system of PDEs 

1° i"{b<Pl + i"{C<P2 + ml <P = 0, 

2° - - 2- -Un + U22 = m2U - 2e<p"{a<p, 

3° m~U + 4U03 = 0, 

4° m~v + 4V03 = 0, 

5° Vo + U3 = O. 

(2.6.35) 

(2.6.36) 

(2.6.37) 

System (2.6.37) is formally a nonlinear one, but if we solve the first equation 
1 ° and insert the result into the second equation 2°, we will reduce it to a 
linear inhomogeneous system of PDEs which can be solved using the classical 
method of separation of variables. 

Let us present two partial solutions of Equation 1° (2.6.37): 

<peW) = exp {-iml(-yb)wt} X(wo), (2.6.38) 

<pew) = (wi + w~rl/4 exp { -~(-yb)(-ye) arctan ::} x (2.6.39) 

x exp { -iml (-ye) (wi + W~) 1/2} X{Wo), 

where X is an arbitrary spinor depending on Wo = ax. 
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The general solution of Equation 2° (2.6.37) has the form 

fj = fj(l) + fj(2) , 

where fj(l) is the general solution of the Helmholtz equation 

U-(l) + U-(l) - m-2U(l) 
11 22 - 2 , 

(2.6.40) 

(2.6.41 ) 

and fj(2) is a partial solution of Equation 2° (2.6.37). Under cp from (2.6.38) 
a partial solution of Equation 2° (2.6.37) is given by the expression 

fj(2) = m2 - m1 { 

2 2e4 2 «(h ch 2mlWl + 82 sh 2mlw.) , m~ #- 4mi; 

where 

__ e_ (8l wl sh 2mlWl + 82W l ch 2mlwl)' m~ = 4mi; 
2ml 

(1. = x(wo)-yax(wo), 

82 = iX(wo)-ya-ybX(wo)· 

(2.6.42) 

(2.6.43) 

Under cp from (2.6.39) a partial solution of Equation 2° (2.6.37) is expressed 
via the Bessel functions. We do not write it because it is rather cumbersome. 

The general solution of Equations 3° - 5° (2.6.37) can easily be found by 
means of the method of separation of variables. It has the form 

(2.6.44) 

where Cl, C2 are arbitrary real constants, C2 #- o. 
Using (2.6.32)-(2.6.34), (2.6.36), (2.6.38), (2.6.40)-(2.6.44) it is not difficult 

to find corresponding solutions of system (2.6.3), but we do not do it here for 
the sake of brevity. Let us only note that these solutions, due to the term fj(2) , 

(2.6.42) have the resonance nature analogous to that of solution (2.6.26). 
Solutions for system (2.6.4) are sought in the form 

1j;(x) = (-yb)exp {if(bx)}x, 
(2.6.45) 

w = ax, 

where aJ.L' bJ.L are arbitrary constants and a2 = -1, b2 = ab = O. Substituting 
(2.6.45) into (2.6.4) gives rise to the ODE for a scalar real function 

9 + 2eX1'bx = o. (2.6.46) 



Section 6 111 

The general solution of Equation (2.6.46) is given by 

where CI, C2 are arbitrary constants. After substituting this expression into 
(2.6.45) we get a partial solution of system (2.6.4): 

'I/J(x) = (,b)exp{if(bx)}x, 

AIL(x) = blL [-eX'Ybx(ax)2 + Clax + C2] 
(2.6.47) 

where f is an arbitrary differentiable real function; aIL' bp., Cl, C2 are arbitrary 
constants, a2 = -1, b2 = ab = O. Having applied the formulae of generating 
solutions (2.3.27) and (2.3.38) to (2.6.47) one obtains a new family of solutions 
for system (2.6.4). 

Now we shall demonstrate how to do a partial linearization of the standard 
equations of quantum electrodynamics which coincide with (2.6.1) under ..\ = 
m2 = 0 and thereby construct wide families of their solutions. 

Let us write the standard equations of quantum electrodynamics 

blL(iolL - eAp.) - m] 'I/J = 0, 

OAIL - 0lLov Av = e1jj'YIL'I/J· 

Solutions of these equations are sought in the form 

'I/J(x) = (,/3)<p(w), 

Ap.(x) = /3p.g(w), 

(2.6.48) 

(2.6.49) 

where g(w) is a scalar real function, <p(w) is a spinor to be determined; ware 
three new variables 

WI = ax, W2 = bx, W3 = /3x; 

a2 = b2 = -1, /32 = ab = a/3 = b/3 = O. 

By substituting (2.6.49) into (2.6.48) we get the system of PDEs 

(,a)<pI + (,b)<P2 - im<p = 0, 

g11 + g22 + 2e-qi'Y/3<p = 0, 

where <PI = o<p/OWl, <P2 = O<P/OW2 and so on. 

(2.6.50) 

(2.6.51) 

Let 9 = g(w, <p) be a partial solution of the second equation of system 
(2.6.51). Then on making the change of variables 

¢(w) = <p(w), 

G(w) = g(w) - g(w,<p) 
(2.6.52) 
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we reduce Equations (2.6.51) (and thereby system (2.6.48)) to the linear system 
of PDEs 

(ra)¢>1 + (rb)(P2 - im¢> = 0, 

Gu + G22 = O. 
(2.6.53) 

This allows us to construct wide classes of solutions for system (2.6.48). 
Suppose that the function <p in (2.6.51) does not depend on W2. In such a 

case we have for <p = <P(WI' W2) the ODE 

(ra)ipi - im<p = 0; 

the general solution of which has the form 

Inserting (2.6.54) into the second equation of system (2.6.51) we get 

g11 + g22 + 2e [lh ch 2mwi + (}2 sh 2mwIJ = 0, 

where 

The general solution of Equation (2.6.55) can be written as 

g(w) = f(z,w3) + f(z',w3) - ~2((}1 ch2mwi + (}2 sh2mwI), 
2m 

(2.6.54) 

(2.6.55) 

(2.6.56) 

where z = WI +iW2; f is an analytic function of z. By substituting (2.6.56) and 
(2.6.54) into (2.6.49) we obtain a family of exact solutions of system (2.6.48) 

'Ij!(x) = (r,B) exp {-im(-ya)ax}x(,Bx), 

[ e ] (2.6.57) 
AJ.L(x) =,BJ.L fez, ,Bx) + f(z', ,Bx) - 2m2 ((h ch 2max + (h sh 2max) , 

where z = ax + ibx; 81 , 82 are the same as in (2.6.55); aJ.L' bJ.L',BJ.L are defined in 
(2.6.50). 

It will be noted that solution (2.6.57) is analytic in the constant e and 
singular in the constant m. 

2.7. On the linearization and general solution of two-dimensional 
Dirac-Heisenberg-Thirring and quantum electrodynamics equations 

Following [106J and [212J we consider two two-dimensional nonlinear systems 
of PDEs: equations of the Dirac-Heisenberg-Thirring type 

(2.7.1 ) 
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where IL = 0,1; 

and the equations of quantum electrodynamics 

[h",a", - e'Y",A", + >.{ -0'Y",'¢ h"'] ,¢, 

DA", - a",av Av = -e-0'Y",'¢ 
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(2.7.2) 

(2.7.3) 

Here '¢ = '¢(xo, Xl) is a four-component spinor; 1'", are Dirac matrices (2.1.2); 
A", = A",{xo, xd is a vector-potential of electromagentic field; 0"2,0"3 are Pauli 
matrices (2.1.3); >., e are arbitrary real constants; IL, v = 0,1. 

Systems (2.7.1) and (2.7.3) are linearized by means of reversible nonlocal 
transformations. This allows us to construct the general solutions of the sys­
tems. 

1. Let us rewrite system (2.7.1) by introducing the two-component spinors 
<p and X such that '¢ = column{<p, X): 

i{0"2<PO + 0"3<PI) = >.[i (1<p12 + Ix12) 0"2 - i{<p+0"20"3<P + X+0"20"3X)0"3]<P, 

i{i0"2XO + 0"3xd = >.[i (I<p12 + Ix12) 0"2 - i(<p+0"20"3<P + X+0"2 0"3 X)0"3]X, 

In light-cone variables 

{= Xo - Xl, 

system (2.7.4) takes the form 

i<p~ = ->. (lx112 + 1<p112) <po, 

i<p~ = >. (ix012 + 1 <po 12) <pI, 

ix~ = ->. (lx112 + 1<p112) XO, 

iX~ = >. (ix012 + 1 <pO 12) Xl, 

"I = Xo + Xl 

(2.7.4) 

(2.7.5) 

(2.7.6) 

where superscripts mean components, and subscripts mean differentiation with 
respect to the corresponding index variable ({ or "I). 

By means of the following nonlocal reversible change of variables 

<po = VO exp {i>. J (IU112 + IV1 12) d{}, 

<pI = VI exp { -i>. J (luOl2 + IvOI2) dTJ}' 
(2.7.7) 
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XO = uO exp {iA J (IU1 12 + IV1 12 ) d~}, 

Xl = u1 exp { -iA J (luOl 2 + IvOI 2 ) d'f]}, 

where VO, VI, uO, u l are complex scalar functions depending on ~ and 'f], system 
(2.7.6) is reduced to the decomposed linear system of PDEs 

v~ = u~ = 0, I 1 0 vT/=uT/= . (2.7.8) 

The reader can easily confirm that substituting (2.7.7) into (2.7.6) results in 
(2.7.8). Therefore the problem of integrating Equations (2.7.1) is reduced to 
that of integrating Equations (2.7.8). The general solution of Equations (2.7.8) 
is not difficult to find. It has the form 

UO = FO('f]), 

vO = GO('f]), 

u l = FI(~), 

VI = GI(~), 
(2.7.9) 

where FO, GO, FI, GI are arbitrary complex differentiable functions. After sub­
stituting (2.7.9) and (2.7.5) into (2.7.7) we obtain the general solution of the 
system (2.7.1) 

'Po ~ F"( .. + x,) exp {iA 7"' (IF'I' + IG'I') d,}, 

(2.7.10) 

Remark 2.7.1. Whether or not it is possible to linearize the Dirac-Heisenberg­
Thirring system (2.7.1) is closely related to the fact that this system admits 
infinite-dimensional local groups of invariance. For that reason there is another 
way of obtaining the general solution (2.7.10). It consists of the following. One 
must find a partial solution to system (2.7.1) and then multiply it by means 
of formulae of generating solutions (which are constructed according to (17)) 
until it becomes ungenerative. This latter solution will be the general solution 
of (2.7.10). 
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Using Lie's algorithm one can prove that the maximal invariance group of 
Equations (2.7.4) is O(4)00(4)0Goo , where Goo is the infinite-dimensional 
group of transformations 

x, ~ "" ~! [7""'-'(E)d< + 7"""(")d"] , 

x. ~ x; ~! [7"''''(")d" -7""'-'«)<1<] , 
<pO ---+ <pO I = /0 (xo + xd<p0, 

XO ---+ XO I = /o(xo + xdxO, 

1 11 f( ) 1 <p ---+ <p =, 1 Xo - Xl <p , 

1 11 /( }1 X ---+ X = 1 Xo - Xl X , 

where /0, It are arbitrary real functions. 
Note that system (2.7.4) also admits the following nonlocal group of trans­

formations 

XO ---+ XO I = axo exp {i>. J [(IW - 1) Ixl 12 + (ldl2 - 1) 1 <pI 12] d~ } , 

Xl ---+ XlI = bX1 exp { -i>. J [(laI2 -1) Ixol2 + (1c12 - 1) 1 <pO 12] dry}, 

<po ---+ <pOI = c<p0 exp {i>. J [(IW - 1) Ixl 12 + (ldl2 - 1) 1<p112]d~}, 

<pI ---+ <p11 = b<p1 exp { -i>. J [(laI2 - 1) Ixol2 + (lcl2 -1) 1<p°12] dry}, 

where a, b, c, d are arbitrary complex parameters. 

2. Let us consider the two-dimensional equations of quantum electrody­
namics (2.7.3). Rewriting (2.7.3) in terms of light-cone variables (2.7.5) and 
representing 'Ij; as a column vector with four components 'lj;0, 'lj;1 , 'lj;2, 'lj;3 we get 
the equivalent system of PDEs: 

i'lj;g = _ [~e(Al _ AO} + >. (1'Ij;112 + 1'Ij;312)] 'lj;0, 

i'lj;~ = [~e(Al + AO) + >. (1'Ij;0 12 + 1'Ij;212)] 'lj;1, 

i'lj;t = - [~e(Al _ AO} + >. (1'Ij;112 + 11/1312)] 1/12, (2.7.11) 
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i1jJ~ = [~e(AI + AO) +,X (I1jJOI2 + 11jJ212)] 1jJ3, 

(8~ - 811 ) (A~ - A~ + A~ + AD = e (l1jJoI2 + 11jJ112 + 11jJ212 + 11jJ312) , 

(8e + 811 ) (A~ - A~ + A~ + AD = e (-I1jJoI2 + 11jJ112 _11jJ212 + 11jJ312) . 

System (2.7.11) is linearized by means of the following nonlocal reversible 
change of variables: 

1jJo = uO exp {i,X j (I U1 12 + lu312) ~ + i; j (AI _ AO)d~}, 

1jJ1 = ul exp { -i,X j (luOl2 + lu212) dry + i; j (AI + AO)dry} , 

1jJ2 =u2exp{i,Xj (IUI12+lu312)d~+ i; j(AI_AO)d~}, 

1jJ3 = u3 exp { -i,X j (luOl2 + lu212) dry + i; j (AI + AO)dry} , 

(2.7.12) 

where uO,ul,u2 ,u3 are complex functions. Substituting (2.7.12) into (2.7.11) 
gives rise to the equations for the functions uO,U1,U2 ,u3 ,Ao,AI: 

U o - u2 - 0 
~ - ~ - , 

(8e - 811 ) (A~ - A~ + A~ + AD = e (luOl2 + lul l2 + lu212 + IU312), (2.7.13) 

(8~ + 811 ) (A~ - A~ + A~ + An = e (-luOI2 + lul 12 -lu212 + lu312). 

After integrating this system and substituting the result into (2.7.12), we 
obtain the general solution of system (2.7.3): 

XO-XI 

1jJO = UO(XO + Xl) exp { i j [,X(I UI 12 + lu3 12) + ~ (AI - AO)]d~}, 

XO+Xl 

1jJ1 = ul(XO - xt} exp { -i j [,X(l uO I2 + lu212) + ~ (AI + AO)] dry }, 

XO-XI 

1jJ2 = u2(XO + xt} exp{ i j [,X (I U1 12 + lu312) + ~ (AI + AO)] dry }, 
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"'O+'''l 

U3(XO - xI) exp{ -i J [-X(luOI2 + lu3 12) + ~ (AI - AO)]d1J}, 

where UO, u1 , u2 , u3 are arbitrary complex functions, and f(xo, xI) is an arbi­
trary real function. 

2.8. Symmetry analysis of nonlinear equations of classical electrodynamics 

In describing the electromagnetic field in various media, an investigator com­
monly uses Maxwell's equations in the form 

an 
= rotH, at 

aB -at = -rotE, 

div.o = 0, 
(2.8.1) 

divB = 0, 

where if and H are vectors of intensity and .0 and B are vectors of the in­
duction of electric and magnetic fields. The system of Equations (2.8.1) is 
undetermined, and it is therefore necessary to add to it the constitutive equa­
tions (equations connecting .0, B, if, and H) which reflect the properties of 
the medium. As a rule, the constitutive equations considerably restrict the 
symmetry of the whole system of field equations. From our point of view [107] 
one can use symmetry as a guide-line in constructing and selecting constitutive 
equations. Below we exploit this idea to describe constraints between fl, B, 
E, and H which conserve Poincare and conformal symmetry of the field equa­
tions (2.8.1). Note, that in [143*] it is proposed another approach to nonlinear 
generalization of Maxwell's equations. It is based on the idea of changing the 
speed of light c onto v = fCif2 - jj2, if . jj), the latter being the speed of 
electromagnetic field energy transfer. 

Symmetry properties of Maxwell's equations in vacua were investigated by 
Lorentz, Poincare, and Einstein, and in full detail by Bateman and Cunning­
ham [25,43]. The two latter authors established that Maxwell's equations pos­
sess only a 16-parameter (in Lie's sense, of course) group of invariance which 
contains as a subgroup the 15-parameter conformal group C(1,3). As men­
tioned above, the essential difference between Equations (2.8.1) and Maxwell's 
equations for an electromagnetic field in vacuum is the strong undetermination 
of the former. Therefore it is natural to expect system (2.8.1) to have wider 
symmetry than Maxwell's equations in vacuum. It is appropriate to point 
out that Maxwell's equations in vacuum represent an overdetermined system 
of eight equations for six unknown quantities. The symmetry properties of 
Equations (2.8.1) are summarized by the following statement [107]. 
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Theorem 2.8.1. Equations (2.8.1) are invariant under infinite-dimensional 
Lie algebra, with basis elements having the form 

(2.8.2) 

Xs = ~Hl'-v8FJ.w' 

where €I'-(x) are arbitrary differentiable functions; /1, v = 0,3; 

(2.8.3) 

( €''' == 8€Ol) 
v 8xv 

(2.8.4) 

Proof. Using tensors FI'-v and HI'-v from (2.8.3) we rewrite Equations (2.8.1) 
as follows: 

LI == 8OlFJ-Lv + 81'-FvOl + 8vFOll'- = 0, 

L2 == 8OlHI'-I/ + 81'-HvOl + 8i/HOll'- = 0. 
(2.8.5) 

The proof of the theorem is reduced to the application of Lie's algorithm to 
system (2.8.5). This means that one has to construct all differential operators 

(2.8.6) 

satisfying the conditions of invariance 

XLI I = 0, 1 L1=0 
L2=0 

(2.8.7) 

where the operator Xis constructed according to the prologation formulae (4). 
1 

From (2.8.7) we get the defining equations 
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ell- = e~ = 0 
"Fa" "H. ' 

"" 
aa'rJll-v + all-'rJvC'< + av'rJall- = 0, 

aaTll-v + a/r~a + avTall- = 0, 
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(2.8.8) 

(no sum over 11, v), 

where Cl, C2, Ca, C4 are arbitrary constants. 
The general solution of Equations (2.8.8) determines the maximal invariance 

algebra of system (2.8.1). The theorem is proved. 

Theorem 2.8.2 [107J. System (2.8.5) is invariant under 20-dimensional Lie 
algebra AIGL(4,R) which contains as subalgebras Poincare algebra AP(1,3) 
and Galilei algebra AG(l.3). 

Proof. According to the previous theorem, Equations (2.8.5) admit infinitesi­
mal operators (2.8.6) with arbitrary functions ~Il-(x). Consider ~Il-(x) = elL!' xv+ 
all- (cIl-V, all- are arbitrary constants). If cll-v = -CVIl- then the operator Xl 
(2.8.2) yields basis elements of AP(1,3) 

Po = iao, Pa = -aa, a = 1,2,3, 

JIl-V = xll-PV - XVPIl- + (Sll-v'I/J)la",1 
(2.8.9) 

where the summation is assumed over 1 from 1 to 12; 'I/J is a 12-component 
column (El, ... , Bl, .. . , Dl, ... , HI, ... , H3); SIl-V = -SVIl- are matrices of the 
form 

c· 0 0 1) So. ~ !'." ( i 0 0 s~' ) 
S •• ~ ! 5ab 0 0 -5bc 

0 Bab 5bc 0 o ' 
0 0 -Sbc 0 0 0 

(2.8.10) 

-i 0 0 
512 = G 0 n, 523 = G 0 ~} 531 = 

( ~i 0 ~) , 
0 i 

where 0 is a three-row zero matrix. If we take COil- = 0, 
operator Xl (2.8.2) yields basis elements of AG(1,3) 

Po = iao, Pa = -iaa, 

Jab = XaPb - XbPa + (Sab'I/J)la",1 

Ga = XOPa + (Ma'I/J)1 a"", 

0 

Cab = -Cba then the 

(2.8.11) 
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where 

The theorem is proved. 
In a similar way one can confirm that operator Xl (2.8.2) also includes basis 

elements of AC(1,3) as well as basis elements of ASch(1,3). They have the 
form (2.8.9) and 

(2.8.11) and 

where 

D = x" PI.' + 2i'l/ia",J, 

Kf.L = 2xf.LD - x2 Pf.L + 2(x" Sf.Lv'I/J)la",J; 

D = 2xoPo - xa.Pa. + (>"o'I/J)la",J, 

II = x~Po + xo(>"o'I/J)la",J - xa.G a , 

(
3 0 0 0) . 0 2 0 0 

>"0 = l 0 0 2 0 x h, 
o 0 0 3 

with h the three-dimensional unit matrix. 

(2.8.12) 

(2.8.13) 

The above results mean that system (2.8.1) without constraints (constitutive 
equations) satisfies both Lorentz-Poincare-Einstein and Galilei principles of 
relativity. As was indicated in [103] the same holds for the nonlinear Euler 
equation of an ideal fluid. 

Let us write down the final Lorentz and Galilei transformations which are 
admitted by Equations (2.8.1) (they are generated by operators loa. (2.8.9) and 
Go. (2.8.11), respectively): 

-!f _ ,),-1( __ ) __ 
x = x + -2- X· V V - ')'vxo, 

v 

-, - 1 -')' _ _ 
E =,),E+-2-v(E·v)-,),vxB, 

v 
-, - 1 -')' _ _ 

B = ')'B + -2-v(B . v) + ')'v x E, (2.8.14a) 
v 

-, - 1 - ')' - - - - 1 - ')' - -H = ')'H + -2-v(H. v) + ')'v x D, D' = ')'D + -2-v(D. v) -')'v x H; 
v v 

x~ = xo, X' = x + vXo, 

if' = if-vx H, H' = H, (2.8.14b) 
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H' = H +V'x D, D' = D. 
Let us consider constitutive equations of the form 

(2.8.15) 

where <PjLl/ = -<Pl/jL are smooth functions of components of the tensor FjLl/' 

Theorem 2.8.3 [107]. The system of Equations (2.8.5), (2.8.15) is invariant 
under the Poincare group if and only if 

HjLl/ = MFjLv +NFJLv (2.8.16) 

where M = M(Jl> J2 ), N = N(Jl, J2 ) are arbitrary differentiable functions of 
invariants of the electromagnetic field 

Proof. Since Equations (2.8.15) do not contain field derivatives, then to prove 
the theorem it is sufficient to find the functions <PjLl/ which ensure the Poincare 
invariance of Equations (2.8.15). The conditions of Poincare invariance have 
the form 

(2.8.18) 

(2.8.19) 

Using expressions (2.8.9), we rewrite (2.8.18) and (2.8.19) as follows: 

(2.8.20) 

The general solution of the determined Equations (2.8.20) is given by (2.8.16). 
The theorem is proved. 

In terms of field strengths D, ii, E, and H, the constitutive Equations 
(2.8.16) take the form 

(2.8.21) 

Note that if M = a, N = /3, (a./3 constants) then constraints (2.8.21) together 
with (2.8.1) lead to Maxwell's equations in vacuum. If we take 

(2.8.22) 
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then Equations (2.8.1) together with (2.8.22) coincide with the nonlinear equa­
tions for the electromagnatic field suggested by Born and cited in the literature 
as Born-Infeld equations. 

Let us present one more example of constitutive Equations (2.8.21). Letting 
M = f, N = -fljj · E (f,jL constants) one can resolve relations (2.8.21) with 
respect to jj and jj to obtain the following example of Poincare invariant 
constitutive equations: 

(2.8.23) 

Consider constitutive equations of the form 

jj = f(E, H)E, (2.8.24) 

Such equations are widely used in describing the electromagnetic field in 
various real media. The following statements are consequences of Theorem 
2.8.3. 

Consequence 2.8.1. The system of Equations (2.8.1) and (2.8.24) is Poincare 
invariant if and only if 

(2.8.25) 

Consequence 2.8.2. If jj = $(ii), jj = RiE, H) then the requirement of 
Poincare invariance of Equations (2.8.1) together with these constraints results 
in a linear dependence of jj and jj on E and H, that is 

jj = fE, - 1-B=-H. 
f 

(2.8.26) 

Now we shall try to find which of the constitutive Equations (2.8.21) are 
conformally invariant. The answer is given by the following theorem. 

Theorem 2.8.4 [107]. The system of Equations (2.8.1) and (2.8.21) is invari­
ant under the conformal group C(1,3) if and only if 

(2.8.27) 

with arbitrary differentiable functions M and N depending on the ratio of 
invariants J1 and J2 determined in (2.8.17). 
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Proof. One can obtain the proof analogously to that of Theorem 2.8.3. So, it 
is easy to establish that the requirement of scale invariance restricts the form 
of constitutive Equations (2.8.21) or (2.8.16) as follows: 

(2.8.28) 

The . next requirement, the invariance of (2.8.16) under the pure conformal 
transformations, doesn't impose any additional restrictions on (2.8.28). There­
fore, the theorem is proved. 

Letting 
E2 _jj2 

M=JL __ , 
E·B 

N=O 

we get an example of conform ally invariant constitutive equations in the re­
solved form 

( 
-2 )1/2 

- JLH -D = _ _ _ E, 
JLE2 - E· H 

(
-2 - -) 1/2 - JLE - E· H -B= _ H. 

JLH2 
(2.8.29) 

Consequence 2.8.3. The nonlinear Born-Infeld Equations (2.8.1) and (2.8.22) 
are not conform ally invariant. 

Now we turn to equations of electrodynamics for a vector-potential. Consider 
a nonlinear system 

(2.8.30) 

Theorem 2.8.5. The system ofPDEs (2.8.30) is invariant under the conformal 
group C(1,3) if and only if 

.A = const. (2.8.31) 

Proof Equations (2.8.30) under F = 0 are conform ally invariant, with genera­
tors of AC(1,3) determined in (2.3.3) and Table 2.3.1. In Lie's approach these 
operators can be written as follows: 

Po = ioo, 

.IlL'" = xILP.., - x"'PIL + AILP.., - A..,PIL , 

D = x'" P.., - AVP.." 

(Po = i%Ao, 

(2.8.32) 
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The relativistic invariance of Equations (2.8.30) with arbitrary function F 
is obvious. So the next step is to clear up what functions F do not break 
down scale invariance of the free Equations (2.8.30). The scale (dilatation) 
transformation 

e = const (2.8.33) 

generated by operator D from (2.8.32), transforms system (2.8.31) as follows: 

e-39 (DAJL - aJLav Av) = e- 9 F (e- Z9 AvAV) Av 

whence, if we require invariance, we get the law of transformation of the func­
tion F: 

(2.8.34) 

Differentiation of (2.8.34) with respect to e followed by setting () = ° gives rise 
to the determining equation 

aF 
F-u- =0 au ' 

the general solution of which is given in (2.8.31). 
Using infinitesimal conformal transformations 

A~(X') = [(1 - 2cx)gJLv + 2(xJLcv - XVcJL )] AV(x) 

it is not difficult to complete the proof. 
Let us present some more statements which can be proved in much the same 

way as by means of Lie's algorithm. 

Theorem 2.8.6. The system of coupled equations 

(aJL - eAJL)AJL = 0, 

DAJL - aJLav Av = 0, 

where e is a constant (electron charge), is invariant under AC(1,3) 
finitesimal generators PI" JJLV, and D given by (2.8.32), and 

- 2 2 
KJL = KJL + -'PI' == 2xJLD - X2 PJL + 2xV(AJLPv - AvPJL) + -PJL' 

e e 

(2.8.35) 

with in-

(2.8.36) 

It is to be pointed out that generators KJL (2.8.36) are non-analytic in the 
parameter of the nonlinearity e. One can make sure that under e = 0, system 
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(2.8.35) is not conformally invariant, although the first equation afLAfL = 0, as 
well as the second one DAfL -ava" A" = 0 are separately conformally invariant. 
The point is that these equations have different conformal degrees: k = 3 for 
the first, and k:= 1 for the second (see Table 2.3.1). 

Another peculiarity of generators (2.8.36) is the impossibility of representing 
these operators as matrix-differential ones of type (7). 

System (2.8.35) is a rather rare example of what is essentially an extension 
of the symmetry group of a linear system of PDEs by means of a nonlinear 
addend without derivatives. 

Final transformations generated by operators (2.8.36) have the form (2.3.2) 
and 

(2.8.37) 

(compare with (2.3.37)). Transformations (2.8.37), just as expected, are non­
analytic in the parameter e. 

In conclusion we show how to construct equations like Maxwell's equations 
for the tensor :fj." with arbitrary conformal degree k. 

From the standard tensor FIL" 

(2.8.38) 

with conformal degree equal to 2 (see Table 2.3.1) one can construct the new 
tensor 

(2.8.39) 

where 

(2.8.40) 

0:1, /31 are arbitrary constants, 0:1 + /31 = (k - 2)/4. It can be easily confirmed 
that tensor (2.8.39) possesses conformal degree k. 

The inverse relation 

where 

J - 1 T TfLV 
1 - -2JfL1,J , 

(2.8.41 ) 

2-k 
0: + /3 = ----V:;-' (2.8.42) 

expresses the tensor FfL" in terms of the tensor FfLV. 
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Inserting (2.8.41) into the Maxwell's equations we get 

8p.PJ." = 8p. [(JI Jf):p"] = 0, 

8p.FP." = 8p. [(JI Jf)FP."] = 0. 

These equations can be rewritten in the form 

Dp.FP."=O, 

with 

Dp. = 8p. + 8p.ln (JI Jf), 

(2.8.43) 

(2.8.44) 

So we obtain the system of nonlinear PDEs (2.8.43) which is invariant under 
AC(1,3) with arbitrary conformal degree k (see also Table 2.3.1, Equations 
N9). 

2.9. Solutions of nonlinear equations for vector fields 

Let us consider the system of PDEs 

DAp. - 8p.8" A" + m 2 Ap. + AAp.A" A" = 0, (2.9.1 ) 

where Ap. = Ap.(x); x E R(1,3); (1,1/ = 0,3; m,A are arbitrary constants (to 
be definite we choose A > 0). The maximal group (MG), in Lie's sense, of 
system (2.9.1) depending on m and A is as follows: 1) m = A = 0, MG = 
C(1,3) @ U(l); 2) m = O. A =1= 0, MG = C(1,3); 3) m =1= 0, A = 0, MG = P(1,3); 
4) m =1= 0, A =1= 0, MG = P(1,3). 

To find exact solutions of system (2.9.1) we use the ansatze listed in the 
Table 2.1.4, preliminarily simplified. 

Consider the ansatz 

Ap.(x) = ap.f(wt}, Wl = bx, (2.9.2) 

where f is a scalar real function, and ap" bp. are arbitrary real constants satis­
fying relations (2.1.27). 

Substitution of Equation (2.9.2) into (2.9.1) gives rise to ODEs for the func­
tion f = f(wd 

(2.9.3) 

Solutions of Equation (2.9.3) are expressed by means of Jacobi elliptic functions 
(see Appendix 1): 

f(wd = mJ A(2: P) dn (~Wl,k), o ::; k <../2. (2.9.4) 
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Under k = 0 and k = 1 the elliptic function (2.9.4) degenerates: 

Consider the ansatz 

m 
f(wd = .;x' k= 0; 

fi m 
f(wd = y). ch (mwd' k = 1. 
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(2.9.5) 

(2.9.6) 

(2.9.7) 

Where the arbitrary real constants dJ.L and aJ.L,bJ.L'cJ.L (to be introduced soon) 
satisfy relations (2.1.27). After substituting (2.9.7) into (2.9.1) we get the ODE 
for the function 

(2.9.8) 

which has a solution 

o < v'2. (2.9.9) 

Under k = 0 and k = 1 the elliptic function (2.9.9) degenerates: 

f(wd = :/-x cotan (':;'W2) , k = 0; (2.9.10) 

f(W2) = If sh (:W2) , k = 1. (2.9.11) 

Consider another ansatz 

W3 = dx. (2.9.12) 

It reduces system (2.9.1) to the following ODE for the function f = f(W3) 

(2.9.13) 

Equation (2.9.13) has the solution 

(2.9.14) 

Under k = 0 and k = 1 the elliptic function (2.9.14) degenerates: 

f(W3) = 0, k = 0; 
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f(W3) = Jx th (~W3) , k = 1. (2.9.15) 

Solutions (2.9.6), (2.9.11), and (2.9.15) present themselves as solitary waves. 
Solution (2.9.15) is known as a kink (see, for example, [170]). 

Consider the ansatz 

W4 = ex, (2.9.16) 

where f and 9 are scalar real functions. Substituting (2.9.16) into (2.9.1) gives 
rise to the following system of ODEs; 

i - m 2 f + >.f3 = o. 
(2.9.17) 

9 - m2g + >./2g = o. 
The first equation from (2.9.17) coincides with (2.9.3) and therefore one can 
use expression (2.9.4) for the function f = f(W4). Inserting this result into 
the second equation of system (2.9.17) we get for the function g(W4) the Lame 
equation, which has Lame functions [24] as solutions. 

Consider another ansatz 

Ap.(x) = (ap.bx - bp.ax)f(ws) + (ap.ax + bp.bx)g(ws), 

Ws = [(ax)2 + (bx)2] 1/2 

After substituting (2.9.18) into (2.9.1) we get 

wi + 3j + >.w2 f3 - m3wf = 0, 

Under m = 0 Equation (2.9.19) has a solution 

1/3 
f(ws) = 2y~ 

9 = O. 

(2.9.18) 

(2.9.19) 

(2.9.20) 

Let us present solutions of the massless Equations (2.9.3), (2.9.8). For equa­

tion j + >.p = 0 we have 

few) = ~ cn (w, ~), 

few) = Ii dn (w, v'2) . 
For equation i - >.P = 0 we obtain solutions 

(21 
f(w)=y>.-;:;' 

few) = Jx nc (w, ~), 

few) = Ii dn (w, v'2) . 

(2.9.21) 

(2.9.22) 
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Under m = 0 one can look for solutions of system (2.9.1) by means of the 
conform ally invariant ansatz (2.3.53). Substituting (2.3.53) into (2.9.1) with 
m = 0 gives rise to the system of ODEs for BJ-L = BJ-L(W6), W6 = (f3x)j(x v XV

): 

(2.9.23) 

Letting f3IL = bILl BJ-L = aJ-Lf(W6) we reduce (2.9.23) to the equation j +>.P = 0, 

and letting f3IL == dIL , BIL = aIL f(w6) we reduce it to j - >..P = o. Therefore 
in these cases one can make use of solutions given by (2.9.21) and (2.9.22). 
Letting f3v = cv , BIL = aIL f(w6) + (dlL + bIL )g(w6) we get (2.9.17) under m = 0 

j + >..j3 = 0, 

9 + >.f2g = o. 

A simple solution of system (2.9.24) is obtained under>' < 0: 

(21 
few) = V ~~' 

2 a2 
g(w) = alw +­

w 

where al, a2 are arbitrary constants, and w = W6 

(2.9.24) 

(2.9.25) 

Using ansatz (2.3.53) and the solutions of system (2.9.23) described above, 
we obtain conform ally invariant solutions to the massless system (2.9.1). Let 
us write down an example of such solutions: 

(2.9.26) 

Another way of obtaining new solutions of the massless system (2.9.1) is 
achieved by means of the formula of generating solutions (2.3.38). 

In conclusion let us note that all of the solutions of system (2.9.1) described 
above are non-analytic in the coupling constant >.. Such solutions, as is known 
from [170], lead to many interesting consequences in quantum field theory. 

2.10. Some exact solutions of SU(2) Yang-Mills field theory 

Recently, non-Abelian gauge field theories took a central role in describing the 
interactions of elementary particles. In particular, many works are devoted 
to the simplest non-Abelian gauge field theory SU(2), Yang-Mills (YM) gauge 
theory. An excellent review of classical solutions of SU(2) YM field equations 
is given in [4J. 
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In the present paragraph new multiparameter exact solutions of SU(2) YM 
equations are obtained. These solutions are real, non-Abelian, and C(1,3)­
ungenerative. 

1. First of all let us give a brief review of the foundations of the SU(2) YM 
gauge theory. The field equations have the form 

0f.L0f.LYv - ovof.LYf.L + e [(of.LYf.L) x Yv - 2(of.LYv) x Yf.L + (ovYf.L) x Yf.L] + 

(2.10.1) 

where Yf.L = {YJ, YJ, YJ} is the YM potential; jL,l/ = 0,3; e is a constant. 
Equations (2.10.1) follow from the Lagrangian 

(2.10.2) 

where c~v is the field strength tensor 

(2.10.3) 

By means of the tensor (2.10.3), YM equations (2.10.1) are written as follows: 

.<:lVca Cb ycv 
u f.LV = eEabc f.LV , (2.10.4) 

The YM equations (2.10.1) possess rich symmetry. As shown in [182] their 
maximal Lie symmetry group is the group SU(2)0C(1,3). Basis elements of 
AC(1,3) are written in (2.3.3) and also 

k = 1, (2.10.5) 

where Sf.LV are 4 x 4 matrices realizing irreducible representation D(1/2,1/2) of 
AO(1,3); 13 is the unit 3 x 3 matrix; and the notation 0 means direct matrix 
multiplication. 

Generators of the SV(2) gauge group have the form [4,182] 

(2.10:6) 

with arbitrary differentiable functions ea(x). It follows from (2.10.5) that 
conformal transformations of the YM potential have the form (compare with 
(2.3.37)) [96] 

Yf.La(x) = [IT(x, c)b~ + 2(xf.Lcv - XV cf.L + 2cxcf.Lxv - X2 Cf.Lcv - C2 Xf.LXv )]Yva (x). 

(2.10.7) 
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The corresponding formula of generating solutions is [96] 

Y;n(x) = [0--1 (X, c)b~ + 20--2(x, C)(CJLXv - XJLCv+ 
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(2.10.8) 

+2cxxJLcV - C2XJLXv - X2CJLCv)]YvaJ(x'). 

The gauge transformations generated by operators (2.10.6) have the form [4] 

yla(X) = cos B ya + sin B € ybnc + 2 sin2 ~ na(nbyb)+ JL . JL abc JL 2 JL (2.10.9) 

1 [1 a8 B 1· B 8 a . 2 B (8 b) c] + ~ 2n JL + 2 sm JLn + sm "2 €abc JLn n , 

where na = na(x) is a unit vector defined by 

(2.10.10) 

It will be noted that the tensor of the YM field (2.10.3) is not invariant under 
gauge transformations unlike the tensor of the electromagnetic field. This is 
an important difference between Abelian and non-Abelian gauge theories. The 
tensor changes under gauge transformations (2.10.9) as follows: 

ea Cia ea B (. B c 2' 2 B a b) eb JLV -> JLV = JLV COS + sm €abc n + sm "2 n n JLv' (2.10.11) 

By analogy with classical electrodynamics, "electric" and "magnetic" YM fields 

(2.10.12) 

are introduced. 
The energy-momentum tensor is defined by 

B - ea ea>. + 1 ea eaa[3 JLV - - JL>' v "4 gJLV a[3 (2.10.13) 

The components of BJLl' are 

BOj = -€jrnnE':nB~, 
(2.10.14) 

Bij = -EfEj - BfBj + bijl(EkEk + BkBk)' 

One can confirm that the tensor BJLV is gauge invariant. 
It is appropriate to note some essential differences between the YM equations 

(2.10.1) and the classical electrodynamics equations 
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First of all, YM equations are essentially nonlinear. Secondly, they contain 
both the field tensor O~v and the potential Y: (see writing (2.10.4)). It seems 
that the YM potential plays a more basic role than the potential in an Abelian 
gauge theory. In electromagnetism one can work exclusively with the field 
strengths if and E. Things are not so simple when the gauge group is non­
Abelian. Thirdly, in Abelian gauge theories the field strengths locally deter­
mine the gauge potential up to an arbitrary gauge transformation. The same 
is not true for non-Abelian gauge theories: two YM potentials that are gauge 
inequivalent can provide the same YM field strengths. This leads to an inter­
esting problem, specifically, the determination of all possible gauge potentials 
that yield a given field-strength tensor (see [4J and literature cited therein). 

We shall note one more peculiarity of SU(2) gauge field theory. If the po­
tential Y; satisfies the so-called self-duality conditon 

(2.10.15) 

or equivalently, in terms of field strengths if and jj (2.10.12), 

±iE~ = B~ (2.10.16) 

then it automatically satisfies the equations of motion (2.10.1). Note that the 
factor i in this definition 0!ielf-duality is unavoidable because we are working 

in Minkowski space where G~v = -o~v. Clearly, in Minkowski space any self­
dual field configuration contains complex fields. (In Euclidean space E4 the 
factor i is absent and self-dual fields can be real.) 

One can try to make use of the property of self-dual fields to satisfy the 
equations of motion (2.10.1) by searching for solutions of the self-dual equations 
(2.10.15), which are first order, rather than trying to solve the second-order 
equations of motion. As is shown in [182]' the self-dual equations (2.10.15) 
possess the same symmetry as the field equations (2.10.1), that is their maximal 
Lie group of invariance is SU(2)0C(l,3). Self-duality is a very special property 
which most solutions do not have. Nevertheless, interesting solutions can be 
found in this way. 

Any self-dual solution in Minkowski space has a vanishing energy-momentum 
tensor (J/LV (2.10.13). Indeed, representing it as 

(J - 1 (oa ·o-a) (oaa ·o-aa) 
/LV - - 4" /La + t /La V - Z v 

we get (J/LV = 0 for any field configuration which satisfies self-dual conditions 
(2.10.15) or (2.10.16). 

2. By now the interest in classical solutions of the YM field equations has 
become so widespread that many workers are involved in the search for new 
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solutions. A largely complete review of the known classical solutions of SU(2) 
gauge theory until 1979 is given in [4]. 

A well-known ansatz is the 't Hooft-Corrigan-Fairlie-Wilczek ansatz 

eYoa. = ± i8a. ln <p, 

eYja. = (ija.kOk ±oa.joo)ln<p, 
(2.10.17) 

where <p = <p(x) is a scalar function. Ansatz (2.10.17) can also be written in 
the form 

(2.10.18) 

with 't Hooft tensor 

(2.10.19) 

Ansatz (2.10.17) reduces system (2.10.1) to the equation 

(2.10.20) 

Equation (2.10.20) yields 
(2.10.21) 

where). is an arbitrary constant. Solutions of Equation (2.10.21) have been 
considered in Paragraph 5.1 (see also Appendix 1), and in (2.10.17) these lead 
automatically to explicit solutions of the YM equations (2.10.1). 

As seen from (2.10.17) the potentials Y: are complex for real <po This is 
an unfortunate property of the ansatz, as one would like to find real solutions 
of the SU(2) YM theory. But complex solutions are also interesting, and 
furthermore there exists the possibility that for a particular solution <p the 
SU(2) potential (2.10.17) can be made real by a suitable complex SU(2) gauge 
transformation. For arbitrary <p this is not possible. 

Let us write down several quantities of interest that follow from ansatz 
(2.10.17). The YM field strengths are 

eE~ =: eOOn = ina.m (~ooom<p - ;2 00 <pOm<P ) ± iona. [~05<P-

-~2 (oo<POo<P + Om <POm<P )] =F i [~Onoa.<p - ;2 on<poa.<P] , (2.10.22) 

B~ =: -~einijOfj = ±ieE~ + Oa.n (~) O<p 

The self-duality condition (2.10.16) implies D<p = o. The field strengths E~ 
and B':;. are in general complex. Remarkably, however, their squares are both 
real, and this means that the energy and Lagrangian densities obtained from 
ansatz (2.10.17) are real, even though the potential is complex. 
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It is easy to show that the energy-momentum tensor (2.10.13) following from 
ansatz (2.10.17) has the form 

2 Dcp [ 4 2 
e ()/LV = - 20/LCPOVCP - -o/LovCP+ 

cP cP cP 

+ g/LV(2~DCP - ~20QCPOQCP)]. (2.10.23) 

A self-dual solution has ()/LV = 0 because Dcp = o. 
The total energy is 

(2.10.24) 

where we have neglected surface terms at infinity. 
The Euclidean counterpart of ansatz (2.10.17) 

eyoa = TOa In cp, 

eY/ = (€janon±ibajoo)lncp, 
(2.10.25) 

is connected with such fundamental objects of non-Abelian gauge theories as 
merons and instantons. Below we consider these solutions of YM equations in 
Euclidean space. 

As was shown in paragraph 2.4 (see formulae (2.4.26), (2.4.27)) the functions 

1 
cp(X) = ~' 

XvX 
(2.10.26) 

(2.10.27) 

(0: is an arbitrary constant) are solutions of Equation (2.10.21). In Euclidean 
space these solutions lead [61 *J, by means of ansatz (2.10.25), to one meron 
solution of deAlfaro-Fubini-Furlan [4*] 

(2.10.28) 

and to Belavin-Polyakov-Schwartz-Tyupkin instanton solution [1 *] 

(2.10.29) 
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of the YM equations in Euclidean space, respectively. Here we would like to pay 
attention to the following point. Both solutions (2.10.28) and (2.lO.29) follow 
from solutions (2.4.11) and (2.4.12) of the nonlinear Dirac-Gursey equation 
(2.1.5) by means offormulae (2.4.25) and (2.lO.25). Therefore one can consider 
meron (2.10.28) and instanton (2.10.29) as objects generated by the spinor field 
1/) obeying the nonlinear Dirac-Gursey equation (2.1.5) [61*]. It is a principal 
point which can lead to a new and deeper understanding of YM field theory. 
The very names meron and instanton are connected with topological properties 
of the solutions. 

In Euclidean gauge theory a useful four-vector is defined: 

(2.lO.30) 

(let us remember that in Euclidean space one does not need to distinguish 
upper and lower indices). The identity 

(2.10.31) 

can easily be confirmed. 
The integral 

(2.10.32) 

defines the topological index or charge of the Euclidean field configuration. 
A meron is a localized, singular solution of the Euclidean gauge theory with 

one-half unit of topological charge. The name meron derives from a Greek 
word meaning part (of unit of topological charge). The topological charge of 
the meron is concentrated at the point where the solution is singular. This is 
to be contrasted with the instanton's nonsingular cloud of topological charge. 
The charge of the instanton is one unit. The name instanton is derived from 
its localization in E4 which corresponds to finite duration as well as spacial 
extension in Minkowski space, i.e., "event." All instantons are self-dual and 
meron solutions are not self-dual. An instanton is also called a pseudoparticle. 

Solutions of Equation (2.lO.21) expressed by means of Jacobi elliptic func­
tions lead to elliptic solutions of the YM equations. The elliptic solution de­
pends on a continuous parameter k (see Appendix 1), and for k = 1 it reduces 
to the one-instanton solution, and for k = 0 it becomes the two-meron solution. 
Note that the two-meron solution is obtained by means of the ansatz (2.10.25) 
under 

(2.10.33) 

with arbitrary constants av , bv • 
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This solution of Equation (2.10.21) follows from solution (2.10.26) by means 
of the formulae of generating solutions (2.3.2) and (2.3.34), and then letting 
x lL ---+ xlL - aIL and taking clL = (blL - aJL)/(a - b)2 [61*]. 

The corresponding spin or field 'I/J which gives, via (2.4.25), the scalar field 
(2.10.33), can be easily obtained from (2.4.12) by means of formulae (2.3.2) 
and (2.3.27) and then letting x lL ---+ x lL - aJL and taking clL = (blL - aIL )/( a - b)2. 

Note that the same procedure of generating solutions applied to (2.10.27) 
results in another solution of Equation (2.10.21): 

<tI(x) = v8(a - bF 1 
>. (x - a)2 + (x - b)2 

(2.10.27a) 

under 0:2 = (a - b)2. For more detail see [61*]. 

3. Now we will construct real C(1,3)-ungenerative non-Abelian solutions 
(when YJL x Yv ~ 0) of the YM equations (2.10.1). For this aim we use the 
conform ally invariant ansatz (compare with (2.3.53)) 

ya( ) = ( a)-1 a( ) _ 2xvxO"cp~(w) 
v x Xa X <tIv W (xax"'F' (2.10.34) 

where {3v are arbitrary constants. 
Substitution of the ansatz (2.10.34) into (2.10.1) gives rise to the following 

system of ODEs 

a2 ::. (~(~v ::. [aIL ( :. ~ 2 :. ~) a:' ~JL] + 
I' <tIv - fJvfJ <tilL + e fJ <tI x <tIv - <tIv X <tilL + fJv<tl lL X <tI 

(2.10.35) 

where dot means differentiation with respect to w; rjJ = {<tI~}. We look for 
solutions of the system (2.10.35) in the form 

rjJ(w) = O:viif(w) + Pvpg(w), (2.10.36) 

where f and 9 are scalar real functions to be defined; O:v, Pv are arbitrary 
constants satisfying relations 

o:p = 0:{3 = p{3 = 0, (2.10.37) 

ii2 , P are mutually orthonormal constant vectors of isospin 

n·p=O. (2.10.38) 

Inserting (2.10.36) into (2.10.35) we get coupled nonlinear ODE for two un­
known functions f and 9 

{32 j - e2 p2 l f = 0, 

{32g - e20:2j2g = o. 
(2.10.39) 
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The system (2.10.39) has nontrivial solutions only if {32 :f;. O. Further, there 
are 6 different cases. 

Under r? = 0, 0.2 = {32 = -1 the system (2.lO.39) takes the form 

f =0, 

Ii - e2f2g = o. 
(2.10.40) 

Under 0.2 = 0, p2 = {32 = -1 the system (2.10.39) takes the form 

Ii =0, 

i - e2lf = o. 
(2.lO.41) 

Under p2 = 1, 0.2 = {32 = -1 and under 0.2 = 1, p2 = {32 = -1 the system 
(2.10.39) takes the form 

respectively. 

i ±e2g2f = 0, 

Ii Te2f2g = 0 

Under {32 = 1, 0.2 = p2 = -1 the system (2.lO.39) takes the form 

i + e2 g2 f = 0, 
Ii + e2f2g = o. 

(2.10.42) 

(2.10.43) 

And finally, under 0.2 = (32 = p2 = -1 the system (2.10.39) takes the form 

i - e2g2 f = 0, 

Ii - e2f2g = o. 
(2.10.44) 

Now we try to look for solutions of systems (2.lO.40)-(2.10.44). From 
(2.lO.40) it is easy to find the general solution for function f: 

few) = COW +c (2.lO.45) 

(CO, C are constants of integration) and after substituting it into the second 
equation of the system we get the linear ODE for function g(w) 

Under Co = 0 the general solution of Equation (2.10.46) is given by 

g(W) = {Cl shecw + C2 shecw, 
CIW +C2 

(2.10.46) 

(2.lO.47) 
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(Ct,C2 are arbitrary constants). Under Co =I 0 Equation (2.10.46) is reduced 
by the substitution 

to the ODE 

~; = e2~y2g, 
whose solutions are expressed in terms of Bessel functions 

g(y) = .;yZ1/4 (~eCoy2) . 
By interchanging 1 - 9 the system (2.10.41) is transformed to the system 

(2.10.40). 
Equations (2.10.42) have the first integral 

j2 + Ii = E2 = const, 

which allows the reduction of (2.10.42) to one second-order ODE. Letting 

9 = g(f) 

we find 

9 = ~;j == glj, 9 = g"P + glj, P = E2[1 + (gl)2]-1. 

Inserting these expressions into (2.10.42) we get the ODE 

"E2 2 (' 1 _ dg 
9 1 + (g')2 =f e gl 9 9 + f) = 0, 9 = dl· 

Further consider the system (2.10.43) as well as the system (2.10.44). Letting 
1 = 9 we get Equations (2.9.3), (2.9.8) under m = 0, >. = e2 , respectively. 
Therefore one can use solutions (2.9.21), (2.9.22), whence follows solutions of 
the system (2.10.43) 

1 = 9 = ; cn (w, ~) , 
1 = 9 = v'2 dn (w, v'2) 

e 

and solutions of the system (2.10.44) 

v'21 
1=9= --, 

e w 

1 = 9 = ~ nc (w, ~) , 
v'2 1 = 9 = - nd(w,J2). 
e 

(2.10.48) 

(2.10.49) 
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Under 9 = 0 we find from (2.10.43), (2.10.44) 

(2.10.50) 

where Cl, C2 are arbitrary constants. Analogously, letting j = 0 one finds 

(2.10.51) 

Equations (2.10.43), (2.10.44) have the first integral (see also [169]) 

€= ±1 (2.10.52) 

which allows the reduction of systems (2.10.43), (2.10.44) to one second-order 
ODE. Letting 

we calculate 

1 
j= -F, 

e 
1 

9 = -G{F) 
e 

G= dGp=.G'p 
dF ' 

G = G"P2 + G'F, 

From (2.10.52)-(2.10.54) we have 

so 

.2 E - €p2G 2 

F = 1+ (G')2 ' 

J dw = J v'(E - €F2;~/ (1 + (G')2)· 

From (2.10.43), (2.10.44), (2.10.53)-(2.10.55) we get 

(E - €F2G2)G" + €FG{F - GG') (1 + (G')2) = o. 

Under € = -1 and E = 0, Equation (2.10.57) takes the form 

After the change of variables 

G = Fx(r), r = InF 

we obtain 
~x (dx)2 ( dx)2 x- - - + x x + - - 1 = o. 
dr2 dr dr 

(2.10.53) 

(2.10.54) 

(2.10.55) 

(2.10.56) 

(2.10.57) 

(2.10.58) 
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Taking in (2.lO.58) ~~ as a function of x, i.e., 

dx 
dr = y(x), 

d?x dy 
dr2 = y dx 

we obtain the first-order equation on y(x), namely the Abel equation of the 
second kind [130, 169] 

(2.10.59) 

Substituting solutions of the system (2.10.39) into (2.lO.36), (2.10.34) we 
find solutions of the YM equations (2.lO.1). Let us write down a couple of 
such solutions following from (2.lO.47), (2.lO.49): 

(2.10.60) 

ap = a{3 = p{3 = 0; 

- .j2 [_ ( ax) _( PX)] 
Y,,(x) = e(ax) n a" - 2x" x 2 + p p" - 2x" x2 ' (2.lO.61) 

ap = p{3 = a{3 = O. 

Replacing xI-' on Yl-' = xI-' + 01-' (01-' are constants) we obtain from (2.lO.60), 
(2.10.61) two families of C(1,3)-ungenerative solutions of YM system (2.10.1). 
Note, that solution (2.lO.60) is analytic in constant e but the solution (2.lO.61) 
is not. 

It will be also noted that solutions of YM equations described in Point 2 
can be generated by means of formulae (2.lO.8), (2.3.2) and to obtain in such 
a way new families of solutions. 

In conclusion we present the reduced system of ODEs which is obtained 
when using the ansatz 

(2.lO.62) 

where w = [(ax)2 + (bx)2] 1/2; a", b",c", d" are arbitrary constants satisfying 
relations (2.1.27); I, g, h are real scalar functions; ii, p, Ii are mutually orthonor­
mal isospin vectors. Substitution of the ansatz (2.lO.62) into (2.10.1) gives rise 
to the ODE 

wj + 3j + e2wI(h2 -l) = 0, 

wg + 9 + e2wg(h2 - w2/2) = 0, 

wh + it - e2wh(w2h2 + g2) = O. 

(2.lO.63) 
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Unfortunately we do not succeeded in finding solutions of system (2.10.63). 

2.11. On connection between solutions of Dirac and Maxwell equations, dual 
Poincare invariance and superalgebras of invariance of Dirac equation 

Consider the massless Dirac equation 

(2.11.1) 

(we use notation given in Section 2.1). There is a connection between solutions 
of Equations (2.11.1) and Maxwell's equations for vacuum 

:.. aE ~ ~ 
E == - = rot H div E = 0, at ' 
:.. aR ~ ~ 

H == - = - rot E div H = 0, at ' 

(2.11.2) 

where if; = (El' E2 , E 3 ), Ii = (Hl' H 2 , H3 ) are vectors of electric and magnetic 
fields. To establish this connection let us decompose an arbitrary solution of 
Equation (2.11.1) into real and imaginary parts using notation of Ljolje [67*] 

(2.11.3) 

Theorem 2.11.1 [65*,64*] Let 'I/J, defined by (2.11.3), be an arbitrary solution 
of the massless Dirac equation (2.11.1). Then the functions 

R = jj + V (1 G(r,x)dr + C(t',;')) , 

Ii = jj + V (j F(r,X)dr + F(t" X)) , 

where G(to, x) and F(to, x) satisfy the Poisson equations 

(2.11.4) 

(2.11.5) 

to is an arbitrary constant, are solutions of Maxwell equations (2.11.2). 
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Proof First of all we note that after substitution of'I/J (2.11.3) into (2.11.1) 
and separation into real and imaginary parts we get the following Maxwell 
equations with currents 

D = rot jj - VG, div D = -G, 

jj + rotD = -VF, div jj =-F 
(2.11.6) 

where D = (Dt, D2 , D 3 ), jj = (Bl' B 2 , B 3 ), dot means differentiation with 
respect to t. So, the Dirac equation (2.11.1) and the system (2.11.6) are fully 
equivalent. Therefore, taking into account (2.11.6) and the well-known fact 
that every component of 'I/J-function (2.11.3) of the Dirac equation (2.11.1) 

EP 
satisfies wave equation O'I/J = 0 (in particular, !:!.G(T, x) = aT2 G(T, x), we find 

after substitution of (2.11.4) into (2.11.2) 

if - rotH = jj + VG - rotE = 0, 

t 

div E = div D + J !:!.G(T, X)dT + !:!.G(to, x) = 
to 

t 

= divD+ J [::2 G(T, X)] dT+!:!'G(to,x) = 

to 

- . aG(T x) I -
= div D + G - aT) T=to +!:!'G(to, x) = O. 

In the last equality we have used (2.11.5). In the same spirit one can prove the 
validity of the theorem for the second part of the Maxwell equations (2.11.2). 
Thus, the theorem is proved. And in addition, the inverse statement also holds. 

Theorem 2.11.2 Let there be given a solution E, Ii of Maxwell's equations 
(2.11.2) and two solutions F and G of scalar wave equation 

OF=O, OG=O. 

Then the 'I/J-function (2.11.3) with components F, G and 

D. ~ E. - B. (1 G(T,x)dT + G(to,X)) , 

B. ~ H. - B. U. F(T,X)dT + F(t" x») , 

(2.11.7) 

(2.11.8) 
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where a = 1,2,3 and G(to, x), F(to, x) are determined from (2.11.5), is a so­
lution of the massless Dirac equation (2.11.1). 

Proof. Let us use the equivalence between the Dirac equation (2.11.1) and 
the system (2.11.6). Having substituted (2.11.8) into (2.11.6) and taking into 
account (2.11.2), (2.11.7), and (2.11.5), we get 

jj - rotB + VG = E - VG + VG - rotH = 0, 

t 

div jj + G = div E - ! ~G(T,x)dT - ~G(to,x) + G = o. 
to 

Analogously, one proves the theorem for the remaining equations of system 
(2.11.6). 

Theorem 2.11.2 has an important corollary: choosing F = G = 0 we get from 
(2.11.8) jj = it, jj = H and in this case the formula (2.11.3) takes especially 
simple form 

'I/J _ (-EIE:i~) 
- -H~-iHl 

ZH3 

(2.11.9) 

So, if E and H satisfy Maxwell equations (2.11.2), then 'I/J given by (2.11.9) 
automatically satisfies Dirac equation (2.11.1), and one can consider relation 
(2.11.9) as representation of spinor field 'I/J by electromagnetic field E, H. It is 
appropriate to note that if it and H are transformed under Lorentz boost as 
electromagnetic field, the 'I/J-function (2.11.9) is not transformed like a Dirac 
spinor (this question will be discussed in detail below). It will also be noted 
that, according to Theorem 2.11.1, the procedure of obtaining solutions of the 
vacuum Maxwell equations (2.11.2) from those of the massless Dirac equations 
(2.11.1) and associated Poisson equations (2.11.5) is unique to within a gauge 
transformation, whereas the inverse procedure (Maxwell~Dirac) involves am­
biguities due to the arbitrary choice of additional scalar fields F, G satisfying 
(2.11.7). 

Consider an example. Let us take solutions of Maxwell equations (2.11.2) 
and wave equations (2.11.7) in the form 

it = 0 x x, H = -20t, F = G = 3t2 + x2, 0 = const. 

Then, by means of (2.11.8), (2.11.3) one easily finds the following solution of 
the Dirac equation (2.1.1) 

'I/J = [(0 x x)a - 2tx3J- i(3t2 + 12) (
-[{o x xh - 2tXIJ + i[(o x xh - 2tX2J) 

2t(O:2 + X2) + 2it(O:l + xt} 
-(3t2 + X2) - 2it(O:3 + X3) 



144 Chapter 2. Systems of Poincare-invariant Nonlinear PDEs 

In terms of jj, B, P, G from (2.11.3) 

"if'¢ = jj2 _ jj2 + p2 _ G2 

and in the considered case we have 

:i:.I. _ -2 -2 (- -)2 4t2( -2 + 2 - -) <p<p - a x - a· x - a a . x . 

Let us make a four-component ,¢-function as 

(2.11.10) 

(2.11.11) 

where CPo, ... , CP3 are arbitary solutions of the wave equation, that is DcpJL = O. 
So, (2.11.11), (2.11.3), and (2.11.4) give the following chain of solutions: scalar 
wave equation--+massless Dirac equation--+vacuum Maxwell equations. Infinite 
series of solutions of scalar wave equation is given in (2.3.60). 

For further analysis it is convenient to consider Dirac equation (2.11.1) to­
gether with its conjugation and to write it uniformly as 

iP'8JL '¢ = 0, (2.11.12) 

where '¢ = ,¢(x) = column( ,¢, ¢), ¢ = 'Yo'¢*, r JL are 8 x 8 matrices 

(2.11.13) 

where 04 is the 4 x 4 zero matrix. 
Symmetry properties of Equation (2.11.12) were studied first by Dirac, who 

had shown that it is comformally invariant (see §2.3). Afterwards, Pauli and 
Touschek found that this equation admits as well the eight-parameter group Gs 
of component transformations. And finally, Ibragimow [66*] had proved that 
the 23-parameter group G23 =C(I,3)EBGs is maximal in the sense of the Lie­
invariance group of the equation. Relativistic invariance of Equation (2.11.12) 
is usually understood as invariance with respect to the spinor representation 

D(~,O) EB D(O,~) EB D(~,O) EB D(O,~) (2.11.14) 

of the Poincare group P(I,3) (it means that '¢ is transformed as a spinor under 
the Lorentz boost). However, the invariance of Equation (2.11.12) under the 
Pauli-Touschek 8-parameter group allows for two additional representations of 
AP(1,3), which are realized on the set of solutions of the equation, namely 

D(I, 0) EB D(O, 1) EB D(O, 0) EB D(O, 0) (2.11.15) 
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and 
(2.11.16) 

So, it is natural to call this dual Poincare invariance. The explicit form for the 
basis elements of AP(1,3) for representations (2.11.14)-(2.11.16) is 

k / a 
AP (1,3) = \PIL = axIL' J (k) - P. P. S(k)) IL" - xlL ,,- x" IL + IL" , 

where k = 1,2,3 corresponds to (2.11.14)-(2.11.16), respectively; 

S (I) - -![r r j. 
IL" - 4 IL' '" 

S(2) = S(I) + Q . 
IL" IL" ILV' 

8(3) - 8(2) 
01 - 01' 

8(3) - 8(2) 
02 - 02' 

(3) (2) 
S03 = S03 - 2Q03 

S(3) - S(2) 
12 - 12' 

(3) (2) 
S13 = S13 - 2Q13, S (3) - S(2) - 2Q23· 23-23 ' 

(2.11.17) 

(2.11.18) 

r IL are given in (2.11.13); QILV are six basis elements of the Pauli-Touschek 
algebra: 

(2.11.19) 

Q _ 1 (04 -1'11'3 ) Q _ i (04 1'11'3 ) 13 - - , 23 - - . 
2 -1'1/'3 04 2 -1'1/'3 04 

It will be noted that the action of operators (2.11.17) is defined in the 
space of 8-component functions introduced in (2.11.12). Invariance of Equa­
tion (2.11.12) under AP(2)(1,3) results in the possibility to represent it in the 
form (2.11.6), and invariance of (2.11.12) under AP(3)(1, 3) allows us to rewrite 
it as [67*j 

where 

alLAv - avAIL - !fILVPO' (ap BO' - afT BP) = 0, 

avAv = a"Bv = 0, 

¢~"-I+i~m~~ (=j:) +i (EJ 
(2.11.20) 

(2.11.21) 

Now consider the following three states of symmetry operators of Equation 
(2.11.12) 

(2.11.22) 
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where PIL , Ji'V and QIL'"' are defined in (2.11.17) and (2.11.19), r lL are given 
in (2.11.13), r 4 = r Or 1r 2r 3 • These sets of operators form Lie algebras as 

well as superalgebras [64*J. Operators PIL , J~~), r 4, I are even, and QIL'"' are 
odd in corresponding superalgebras. To prove this statement we write down 
commutation and anticommutation relations for these operators. 

Operators PJ.L and Ji~) satisfy standard commutation relations of the Poin­
care algebra (1.1.4); r 4 and I commute with all elements of SA(k). Further, it 
is convenient to introduce notations 

R" = Qo", 
N(k) = ik) 

a Oa , 

(2.11.23) 

It is easy to verify that 

{R", R b} == R"Rb + RbRa = ~8abI 
{Ta,n} = -~8abI, {Ra, Tb} = 8abr4 

(2.11.24) 

Operators R a, Ta from SA(1) commute with all even operators of SM1). For 
SA (2) we have 

[PJ.L' Raj = [PIL , TaJ = 0, 

[Ni2) , RbJ = [Ra, RbJ = €abcTc, 

[Ni2),nJ = [Ra,nJ = -€"bcRc, 

[M£2) , RbJ = -€abcRc, 

[M£2) , n] = [Ta, n] = -€abcTc, 

(2.11.25) 

Superalgebra SA (3) is isomorphic to SA (2). The isomorphism is achieved by 
the transformation 

Tl -+ T{ = -Tl' (2.11.26) 

So, the structure of superalgebras (2.11.22) is fully described. 
In conclusion, it will be noted that dual Poincare invariance analogous to 

that considered above has system of two Dirac equations with masses m and 
-m. For more detail see [64*]. 

In [64*] nonlinear generalizations of the Dirac system are constructed which 
possess dual Poincare invariance. Therein we construct the complete set of 
P(1,3)-inequivalent ansatze of codimension 1 for all representations of Poincare 
algebra discussed. These ansatze are used for reduction and for finding exact 
solutions of some nonlinear Dirac equations. 



Chapter 3 

Euclid and Galilei Groups and 
Nonlinear PDEs for Scalar Fields 

In the present chapter we describe a wide class of nonlinear PDEs for scalar 
fields invariant under Euclid, Galilet, or larger groups. For some of such equa­
tions we construct muitiparameter families of exact solutions. 

3.1. Second-order PDEs invariant under the extended Euclid group E(l, n -1) 

The aim of the present paragraph is to describe equations of the form 

Ou+F(u,u)uo=O 
1 

(3.1.1) 

where u = u(x), x = (xo,XI, ... ,Xn-l), U = {au}, tL = 1,n-I. 
1 aXa 

F is a differentiable function, which is invariant under the extended Euclid 
group E(1, n -1), i.e., the Euclid group E(l, n -1) (E(l, n -1) contains trans­
lation and rotation in Rn-l added by time translation) augmented by the 
one-parameter group of scale transformation. The corresponding Lie algebra 
AE(1, n - 1) is defined by the following commutation relations 

[Po, Pal = 0, [Po, Jal = 0, [Pa, Jbl = i€abePe, a, b = 1, n - 1, 

(3.1.2) 

147 
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Below we consider the standard representation of AB(1, n - 1) 

Po = i8o, Pa = -i8a, 

Ja = (X' x P)a = fabcXbPc. 
(3.1.3) 

The most general form of the operator D which satisfies relations (3.1.2) is as 
follows 

(3.1.4) 

where a, re are arbitrary constants. 

Theorem 3.1.1. [91] Equation (3.1.1) is invariant with respect to the group 
E(1, n - 1) iff 

1° k (UaUa ) F = u f U2(k+ 1) , 

2° F = eU f (Ue::a ) , (3.1.5) 

3° F = ';uauaf(u), 

where k is an arbitrary constant, f is an arbitrary differentiable function. 

Proof. In order to prove the theorem we use the Lie algorithm in much the 
same way as in §1.1. The infinitesimal operator may be written in the form 

tL = O,n -1, (3.1.6) 

where aI" i3a, re are arbitrary constants. 
Using the condition of invariance (necessary and sufficient) 

X(Du + Fuo) I = 0, 
2 Ou+Fuo=O 

where X is the second extension of the operator X (3.1.6) which is defined 
2 

according to formulae (1.1.7), we obtain 

UbFu4 - UaFUb = 0, 

(a - re)uaFu4 + 1JFu + reF = 0. 
(3.1.7) 

The first equation of (3.1.7) implies that 

F(u,u) = F(u,w), 
1 

which allows us to rewrite the second equation from (3.1.7) in the form 

2(a - re)wFw + 1JFu + reF = 0. (3.1.8) 
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There are three possibilities 

1 ° a =1= 0, ce = 0, 2° a = 0, ce =1= 0, 3° a = ce = 0. 

According to them we have three different solutions of Equation (3.1.8) (see 
(3.1.5)) and obtain three different forms of the operator D (3.1.4) 

1° D=X"P,,+~, 
2° D = x" Pv - iou, (3.1.9) 

3° D = x"Pv • 

It is easy to verify that Equation (3.1.1) with F' from (3.1.5) is invariant 
under E(1, n - 1). The invariance with respect to translations and rotations 
generated by operator (3.1.3) is obvious. The scale transformations generated 
by dilation operators D (3.1.9) have the form 

1° , 0 
xJl. = e ;xJl.' u'(x') = e-O/ku(x), () = const, 

2° , 0 
xJl. =e xJl.' u'(x') = u(x) - () (3.1.10) 

3° , 0 
xJl. =e xJl.' u'(x') = u(x). 

One can make sure that these transformations leave Equation (3.1.1) with 
corresponding function F' invariant. The theorem is proved. 

Remark. Equation (3.1.1) with function F = F(u) is invariant under E(1, n-1) 
iff 

D = xVP" +~, 

F = A2 exp(u), D = x"P" - iou, (3.1.11) 

F=O, 

where A1, A2, k are arbitrary constants. 
If F = F( 'If) (3.1.8) yields for a = (1 - i) ce 

D = XV P" + (1 - ~) i, A, k = const. (3.1.12) 

In addition, Equation (3.1.1) with function F (3.1.12) is also invariant with 
respect to the transformations 

u(x) ....... u'(x') = u(x) + const, 
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3.2. Reduction and exact solutions of nonlinear PDEs of the type 
Du+F(u,u)uo = 0 

1 

In this paragraph we reduce and find exact solutions of E(1, 3)-invariant nonlin­
ear Equations (3.2.4), (3.2.42), (3.2.51), following the algorithm expounded in 
§1.4. With that end in view the complete set of E{1, 3)-nonequivalent ansatze 
is built. 

1. Invariants of the Euclid group E{1, 3). 

To obtain invariants of E{1,3) group we act as in §1.4, where invariants of 
P{1,2) are described. Let us proceed from the equation 

(3.2.1) 

where ~I«x) are defined in (3.1.6), and go on to the equivalent characteristic 
equations 

(3.2.2) 

which can be rewritten as system of ODEs 

(3.2.3) 

Since ~I<{x) are linear functions of xI< (see (3.1.5)), so the system (3.2.3) is 
linear. The general solution of this system after eliminating T by means of 
Equation (3.2.2) yields the unknown invariants. Depending on the correlation 
between coefficients in (3.1.5) we shall have several different cases. 

Without going into details of lengthy though elementary calculations we list 
in Table 3.2.1 the invariants of E{l, 3). 

2. Let us apply the above results for obtaining solutions of the equation 

Du + AUUo = 0 (3.2.4) 

This equation is used in field theory and gas dynamics. Solutions of two­
dimensional Equation (3.2.4) are obtained in [172]. Following §1.4 [178] we 
seek solutions of Equation (3.2.4) in the form [61] 

u{x) = f{x)tp{w), (3.2.5) 

where w{x) = {Wt{X),W2{X),W3{X)} are given in the Table 3.2.1 and functions 
f{x) are to be determined from the equation 

du 
--=dT 
-alU 

(3.2.6) 
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and (3.2.2) or from the condition of splitting. 

Table 3.2.1. The invariants of E(l, 3). 

N 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 
10. 

Invariant variables 
w(x) = {Wl(X),W2(X), W3(X)} 

CtaYo. Ya¥n. 
YO ' Yo ' 

Yo exp { b1 arctan J:;: } 

CtaYa ~ 

YO ' Yo ' 
(3aY. -b Ina Y 
CXo.YtJ. 2 a. a 

aaYu/Yo, YaYa/y3, /3aYa/y~3 
OtaYa (TaYa-

YO ' Yo ' 
OaXa - b4 ln Yo 

v (aaY2)2 /3" X , -Ct + YaYa, 
Xo + b6 In UaZa 

aaXa, XaXa, 
Xo - bs arctan(iaxa/oaxa) 

1l1. 1l.l. 1& 
YO' YO' YO 

a"x", /3axa, ,aXa 

/3~ =I 0, 

Conditions on 
the parameters 

a~ = aa/3a = O. 

a~ =I 0, /3~ = aa/3a = O. 
a~ =I O,O~ = (T~ = 0, 
aaOa = aaUa = 0, 
UaOa = a =I O. 

a~ = -av /3" = a2 =I 0, 

i~ = O~ = i =I 0; 
aaia = aaOa = iaOa = /3,,0" = 0, 
/3,,/3" = /3 =I 0, 
(iaYa)2 + (OaYa)2 = iW2' 

a~ = -av /3" =I 0, 
/3,,/3" = /3 =I 0, 
aa(T a = U~ = /3"u" = o. 
/3,,/3" =I 0, i~ = aaOa = O~ = 

= i =I 0, a~ = Oaia = O. 

a~ = a2 =I 0, i~ = O~ = i =I 0, 
aaia = aaOa = iaoa = O. 

a"a" = a2 =I 0, /3~ = /32 =I 0, 
I~ = ,2 =I 0, aa/3a = b9, 
aala = blO , /3ala = bll 

Here y" = x" + a", z" = x" + ia,,; a", b", Ca, oa, (Ta, a", /3", '" are arbitrary 
constants satisfying conditions stated in the table. 

So, we have 10 ansatze of the form (3.2.5) 

u(x) = {y~1/2r.p(W)' for W Nl-4 
r.p(w), for w N5-1O 

(3.2.7) 
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The numeration of ansatze used here and below corresponds to the numeration 
of invariants of the Table 3.2.1. 

Inserting ansatze (3.2.5) into the Equation (3.2.4) we obtain 10 reduced 
PDEs for function cp(w) 

2 2 2 ( O'.2br) (1) (WI - a )CPl1 + 4w2(W2 - 1)CP22 - w3 1 - 2 2 CP33-
a W2 - WI 

() 2 ( b2 
2 wI CPII + 4w2 W2 - 1)cp22 + 2CP33 + 4w1 (W2 - 1)CP12 - 4b2CP23+ 

WI 

+4WICPI + (lOw2 - 6)CP2 - >'WICPCPI - 2).W2CPCP2 + 2cp - ).cp2 = 0; 

(3) (wi + O'.2)cpll + 4w2(W2 -1)cp22 + b;wiCP33 + 4w1(W2 -1)CPI2+ 

+2b3WIW3CP13 + 4w3(b3w2 -1)cp23 + 4wICPI + (10w2 - 6)CP2+ 

+b3(b3 + 3)W3CP3 - ).WI CPCPI - ).W2CPCP2 - >'b3CPCP3 + 2cp - >.cp2 = 0; 

(4) (wi + O'.2)cpll + 4w~CP22 + b~CP33 + 4wIW2CPI2 + 2b4 CP13 + llb4w2CP23+ 

+4w1 CPI + lOw2CP2 + 3b4 CP3 - >'WI CPCPI - 2).W2CPCP2 - 2b4 CPCP3 + 2cp - >.cp2 = 0; 

(5) /3CPl1 + W2CP22 + (1 - ~:) CP33 + 2/30CP13 - 4CP2 + )./30CPCPI + >'CPCP3 = 0; 

(6) /3CPl1 + W2CP22 + 2/30CP13 + CP33 - 4b6CP23 - 4CP2 + )./30CPCPI + >'CPCP3 = 0; 

(7) /3CPl1 - fb~CP22 + 2fb~ (w~ - b~) CP33 - 2/3?f2cpI3 + >'/30CPCPI = 0; (3.2.8) 

(8) -O'.2cpl1 - 4w2CP22 + (1 - ~:) CP33 + 4w1 CPl2 - 6CP2 + >'CPCP3 = 0; 

(9) (wi - 1 )CPll + (w~ - 1 )CP22 + (wi - 1 )CP33 + 2(WIW2 - 1 )CPI2+ 

+2(WIW3 - l)CP13 + 2(W2W3 - 1)cp23 + 4wlCPI + 4w2CP2 + 4w3CP3-

-).CP(WICPI + W2CP2 + W3CP3) + 2cp - ).cp2 = 0; 

(10) O'.2cpll - /32CP22 - ·lCP33 + 2bg CPl2 + 2blOCPl3 + 2bl1 CP23 + ).O'.OCPCPI = O. 

Let in (3.2.8) cP = cp(wt}, so we have the ODE 

(wi - 0'.2 )CPl1 + 4w1 CPI - ).WI CPCPI + 2cp - ).cp2 = 0, 

which is reduced after first integration to the Riccati equation 

( 2 2) (2 2) >. 2 2 WI WI - a CPI + WI + a cP - "2 WI cP = CI, Cl = const 

(3.2.9) 

(3.2.10) 
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We seek solution of Equation (3.2.10) in the form 

(3.2.11) 

Inserting (3.2.11) into (3.2.10) we obtain the equation 

d'l/J dw1 

'l/J2 - a 2 + PC1 = -(W~ - ( 2) 

which, depending on the constant a 2 - ~>'Cl' has the following solutions 

From (3.2.12) and (3.2.11) we have the following solutions of Equation (3.2.10) 

[
(a - wt}a/O! - c2(a + Wt}a/o< 2]-1 

C1 awl +a , (a - Wt}a/O! + C2(a + Wt}a/o< 

<p = C1 [2aw1 (In I~:;:~~ I + C2) -1 + a2]-1 (3.2.13) 

C1 [awl tan C:O! In I ~~:! I + C2) + a2] -1 • 

Equation (3.2.10) is reduced to Bernoulli one when C1 = 0, and has the follow­
ing general solution 

_ [ w~ - a 2 >. w~ - a 21 I WI - a I >.]-1 <P-C2 -- n--+-
WI 8a WI w1+a 4 

(3.2.14) 

Functions (3.2.13) and (3.2.14) give the general solution of the Riccati equation 
(3.2.10). 

The ansatz N1 from (3.2.7) and formulaes (3.2.13), (3.2.14) lead to the fol­
lowing solutions of Equation (3.2.4) 

( ) [ (ayO - aaYa)a/O! - c2(ayO + aaYa)a/Ot 2]-1 
U X = C1 aaaYa + a Yo , 

(ayo - aaYa)a/Ot + C2(ayo + aaYa)a/Ot 

u(x) = C1 [2aaaYa (In I ayo - aaYa) 1+ C2) -1 + a 2yo j_1 , 
ayo +aaYa 

(3.2.15) 
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If <p = <P(W2} then Equation (3.2.8(1}) takes the form 

4w2(W2 -1}<p22 + (10w2 - 6}<P2 - 2>'W2<P<P2 + 2<p - >.<p2 = o. 

After integrating this ODE is reduced to the Riccati equation 

C1 = const. (3.2.16) 

The substitution 
7jJ(t) = t<p(t), t= Vw2 

into Equation (3.2.16) yields the equation with separated variables. The gen­
eral solution of the Riccati equation (3.2.16) is 

( >.a 1 1- JW21) <P = aJW2tan 4 1n c2 1 + JW2 ' 

C1 = 0; (3.2.17) 

The ansatz N1 from (3.2.7) and functions (3.2.17) give the following solution 
of Equation (3.2.4) 

( ( >.a 1 Yo -~ I) u x) = a.jYaYo. tan -4 In C2 r.t7iI' 
Yo + yYo.Yo. 

_1 (>. IYO - ~I )-1 u(x) = (YaYa) 2 --41n ~ + C2 , 
Yo + YaYa 

(3.2.18) 

() ( )_ 1 C2(YO + .jYaYa )Aa/2 - (yO - .jYo.Ya )0.0./2 
U X = a YaYo. 2 / / . 

C2(YO + .jYaYa )>'0. 2 + (yo - .jYo.Yo. )o.a 2 

If <P = <p(wt), then Equation (3.2.8(2» takes the form 

(3.2.19) 
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With the help of the substitution 

<P = t1/;(t), 

the ODE (3.2.19) is reduced to 

1 
t=-, 

WI 

1/;tt + A1/;1/;t = O. 
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(3.2.20) 

(3.2.21) 

This latter equation is easily integrated and has the general solution as follows 

where C1,C2 are constants. Using these results and ansatz N2 from (3.2.7), we 
obtain the following solutions of Equation (3.2.4) 

u(x) = --th --- +C2 , u(x) = --tan --- +C2 C1 ( AC1 yo) -C1 ( AC1 Yo ) 
OtaYa 2 OtaYa OtaYa 2 OtaYa 

C1 (AC1 yo) (A )-1 u(x) = -- cth --- + C2 , u(x) = -Yo + C2 0taYa 
OtaYa 2 OtaYa 2 

(3.2.22) 

If u(x) = <p(wa)h(x), hex) = (OtaYa)-l, Wa is from N2 Table 3.2.1 then Equation 
(3.2.4) is reduced to <PW3W3 = 0, i.e., <p = C1Wa + C2, where Cll C2 are constants 
of integration. The corresponding solution of Equation (3.2.4) is 

If <p = <p(wt}, then Equation (3.2.8(3)) is reduced to the ODE 

(w~ + 01.2 )<Pll + 4W1 <PI - AWl <P<P1 + 2<p - A<p2 = O. 

(3.2.23) 

(3.2.24) 

Note, that Equation (3.2.24) coincides with Equation (3.2.9) to within sign, 
so taking into account (3.2.24) we can present at once its general solution 

[ ( aWl ) 2] -1 2 AC1 2 
<p = C1 awl th ~ arctan ~ + C1 - 01. , 01. + 2 = -a < OJ 

[ 1 ]-1 
<p = C1 awl ( arctan :: + C2) - - 01.2 , 

2 AC1 
01. +- =OJ 

2 

[ ( aWl ) 2]-1 <p = C1 awl tan -~ arctan ~ + C2 - 01. , 
2 AC1 2 

01. + - =a > O· 
2 ' 

(3.2.25) 



156 Chapter 3. Euclid and Galilei Groups and Nonlinear PDEs for Scalar Fields 

[ 
W2 + 0 2 ). wi + 0 2 WI >.] -1 

<P = C2 1 - - arctan - + -
WI 40 WI 0 4 ' 

C1 = OJ 

where C1, C2 are arbitrary constants. 
Formulae (3.2.25) and ansatz N3 (3.2.7) give the following solutions of Equa­

tion (3.2.4) 

n(x) = C1 [aOaya th (~arctan ~~a + C2) _ 0 2] -1 , 

n(x) = C1 [aoaya tan ( _~ arctan ~~a + C2) _ 02yO] -1, 

If <P = <p(W3), then Equation (3.2.8(3)) is reduced to the ODE 

b~W~<P33 + b3(b3 + 3)<P3 - >.b3W3<P<P3 + 2<p - >.<p2 = 0 

which, in turn, by substitution 

(3.2.26) 

(3.2.27) 

is reduced to Equation (3.2.19). So we can use formulae (3.2.20), (3.2.19), 
(3.2.27) and then ansatz N3 (3.2.7) to obtain solutions of Equation (3.2.4) 

If <P = <P(W3), then Equation (3.2.8(4)) is reduced to the ODE 

b~<P33 + 3b4<P3 - )'b4<P<P3 + 2<p - ).<p2 = 0, 

which via the substitution 

(3.2.28) 
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W3 = lnt (3.2.29) 

is reduced to the Equation (3.2.21). Using the general solution of Equation 
(3.2.21) and formulae (3.2.29) and ansatz N4 from (3.2.7) we get solutions of 
Equation (3.2.4) 

( ) { -baxa } ('k1 { -baxa } ) u x =C1exP ~ th TYOexp ~ +C2 , 

( ) { -bax", } (AC1 { -baxa. } ) U x =C1exP ~ cth TYOexp ~ +C2 , 

( ) { -b",x", } (AC1 { -baxa } ) u x = -ClexP ~ tan TYOexp ~ +C2 , (3.2.30) 

() ( { baxa.} A )-1 
u X = C2 exp T + '2Yo 

Below we list some more particular solutions of Equation (3.2.4) which are 
succeeded in finding solutions of the rest of Equations (3.2.8): 

(ILC1 ) u{x) = C1 th T{3"x" + C2 

u(x) = C1 cth (IL;l {3"x" + C2) 

u(x) = -Cl tan (IL;l {3"x" + C2) 

(ILC1 )-1 
u(x) = T{3"x" + C2 

where Ct, C2 are arbitrary constants IL = ~:O, {3,,{3" t= O. «3.2.7) N5) 

u(x) = C1 th [A;l (xo + b6 ln CTaZa) + C2] , 

u(x) = -C1 tan [A;l (xo + b6 ln CTaZa) + C2] , 

[ A ]-1 
U(X)= '2{xo+b6lnCTa.za)+C2 , 

where C1, C2 are arbitrary constants, lT~ = 0 ({3.2.7) N6). 
Note that functions 

(3.2.31) 

(3.2.32) 
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(3.2.33) 

which are generalizations of solutions (3.2.28), (3.2.30) also satisfy Equation 
(3.2.4). 

One more generalization. If in (3.2.32) W3 = UaZa (see N6, Table 3.2.1) 
change into arbitrary differentiable function G(uaza), then we obtain from 
(3.2.32) new family of solutions of Equation (3.2.4): 

(3.2.34) 

where U aU a = O. 
If C{JW 3 = 0, then (3.2.8(5)) is reduced to PDE 

(3.2.35) 

Using the substitution 

Yo = WI, YI = 2J-/3W2 (3.2.36) 

we transform Equation (3.2.35) to the canonical form 

C{JI )../30 
C{Joo - C{Ju - - + ~C{JC{Jo = 0, 

YI fJ 

(3.2.37) 

which is called the nonlinear Darboux equation. 
One can prove with the help of Lie method the following statement. 
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Theorem 3.2.1. The maximal local invariance group of nonlinear Darboux 
equation (3.2.37) is 2-parameter Lie group of scale and translation transfor­
mations. The basis elements of corresponding Lie algebra are 

Po = i80 , D = i{yo80 + y181 + i). 

We seek solutions of Equation (3.2.37) in the form 

cp = <p{wt)g{y), (3.2.38) 

2 

where WI = ZI, g{y) = zol, Zo = yo+bo, ZI = Yl, bo = const, Inserting ansatz 
Zo 

(3.2.38) into (3.2.37), we obtain ODE, which is reduced after first integration 
to Riccati one 

c = const (3.2.39) 

A particular solution of this equation is easily obtained when c = 0: 

[ >'/3 ]-1 
<P = Cl Jlwl - 11 + /3 0 

Corresponding solution of Equation (3.2.35) is constructed by (3.2.38) and it 
has the form 

(3.2.40) 

Using formulae (3.2.40), (3.2.36) and ansatz N5 from (3.2.7» we find solution 
of Equation (3.2.4) 

u(x) ~ [c, 4P ( (-::;)2 + YOY.)' + (Pux" + bo)' + A~ (PuXU + bo)f 
(3.2.41) 

In conclusion of this point it is worth while to note that above obtained 
solutions (3.2.15), (3.2.18), (3.2.22), (3.2.28), (3.2.30)-{3.2.34), (3.2.41) of 
Equation (3.2.4) one can easily generalize to the case of arbitrary number 
of independent variables. 

3. Let us consider equation 

(3.2.42) 
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Since invariance algebra of Equation (3.2.42) is given by operators (3.1.2), 2° 
(3.1.8), its solutions we seek in the form [91] 

u(x) = {<p(W) - Inyo, for W NI-4 
<pew), for W N5-10 

(3.2.43) 

Ansatz (3.2.43) is obtained from (3.2.5), (3.2.7) with the help of transformation 
(1.6.4). 

Below we present the first six reduced equations which are obtained as a 
result of substitution of ansatz (3.2.43) into Equation (3.2.42) 

2 2 2 ( a2bi) (1) (wI-a )<Pn + 4w2(w2- 1)<p22+ w3 1- 2 2 <P33+ 
a W2 -WI 

+ 4w1 (W2 -1)<P12 - 4W2W3<P23 + 6(W2 -1)<P2 + 2WI<PI­

a 2 biw3 
- 2 2 <P3 + ..\( -WI <PI + 2W2<P2 + W3<P3 - 1 )e'P + 1 = OJ 

a W2 - WI 

2 ( b2 (2) WI <Pn + 4W2 W2 - 1)<p22 + 2"<P33 + 4wI (W2 - 1)<P12 - 4b2<P23+ 
WI 

+ 2WI<PI + 6(W2 -1)<p2 - ..\(WI<PI + 2W2<P2 + l)e'P + 1 = OJ 

(3) (wi + ( 2)<pn + 4W2(W2 -1)<p22 + b~W;<P33 + 4WI(W2 -1)<PI2+ 

+ 2b3wIW3<PI3 + 4w3(b3w2 - 1)<P23 + 2WI<PI + 6(W2 - 1)<P2+ 

(3.2.44) 

(4) (wi + ( 2)<pn + 4W~<P22 + b~<P33 + 4WIW2<PI2 + 2b4WI<PI3 + 4b4W2<P23+ 

+ 2WI <PI + 6w2<P2 + b4<P3 - ..\(WI <PI + 2W2<P2 + b4<P3 + 1 )e'P + 1 = 0; 

(5) /3<Pll + W2<P22 + (1 - ~:) <P33 + 2/30<PI3 - 4<P2 + ..\(/30<PI + <P3)e'P = OJ 

(6) /3<pu + W2<P22 + 2/30<P13 + <P33 - 4b6 <P23 - 4<P2 + ..\(/30<PI + <P3)e'P = o. 
Now we put <P = <p(WI), then (3.2.44(1)) is reduced to the ODE 

(3.2.45) 

which after first integration takes the form 

CI = const 

This latter equation is reduced by the substitution 

<P = In v (3.2.46) 
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to the Bernoulli equation 

which is easily integrated and has the general solution as follows 

[ 
~·-cl <>+q J -AWlcU.ul ] -1 

V = (WI - a)"" (WI + a) 2" 
(WI - a)(3a-c2 )/(2a)(WI + a)(3a+c2 )/(2a) 

(3.2.47) 
We get from (3.2.47), (3.2.46) two families of solutions (depending upon con­
stant CI) of Equation (3.2.45) 

(AI WI + a I A) r.p = -In -4 (WI ± a)ln C2-- +-2 ' 
a WI - a 

CI = ±a; 

r.p = -In (C2 V wf - a 2 + A) , Cl = o. 
(3.2.48) 

In turn, formulae (3.2.48), (3.2.43) give solutions of Equation (3.2.42) 

(3.2.49) 

Below we present some more solutions of Equation (3.2.42), which were 
obtained in much the same way when considering the rest of reduced Equations 
(2)-(6) from (3.2.44) 

n(x) = -In [ c11 CBaYa)l/b3(C2 exp {(f3a:I~~/b3 } - A], f3af3a = 0; 

n(x) = -In [c2v(aaYaF +a2y~ exp{ -: arctan ~:Oa}-

(3.2.50) 
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1£(X) = -In [F(PaYa)(C2 exp {F(%:Ya) } - A)] , 

u(x) = -In [C2 (G(lTaZa)eXO)-Cl + ~] , 

where F, G are arbitrary differentiable functions, Pa, aa, 6a, ITa, Cl, C2 are con­
stants, satisfying conditions stated above. 

4. Let us consider once more E(1, 3)-invariant nonlinear PDEs 

01£ + A,j1£a1£a 1£0 = O. (3.2.51 ) 

As for as invariance algebra of Equation (3.2.51) is given by operators (3.1.3), 
we seek its solutions in the form [91] 

1£(X) = !pew) (3.2.52) 

where new variables are written in Table 3.2.1. 
Omitting cumbersome calculations connected with substitution of ansatze 

(3.2.52) into Equation (3.2.51), we present the final result: solutions of Equa­
tion (3.2.51) 

() 1 aaYa 2 a>.. 2 
1£ X = - arctan -- + C2, -a + - = a > OJ 

aCl ayo 2Cl 

() 1 1 I aaYa - ayo I 1£X =--n C2 , 
2acl aaYa + ayo 

2 J dt 
u(x) = -:x In «1 - t2)/Ct)' 

2 >..a 2 
-a +- =-a <0, 

2Cl 

Yo t=--j 
,jYaYa 

-132 
U(X) = v'7J":i1a>"Po In 1 Cl exp{POXO} + C2 eXp{f3aXa} I, 

U(X) = F(PaYa) + G(PaYa)XO, PaPa = 0, 

(3.2.53) 

(3.2.54) 

where F, G are arbitrary differentiable functions, aa, f3v, 60. are arbitrary real 
constants satisfying conditions stated. 
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3.3. PDEs admitting Galilei algebras 

One of the best known Galilei-invariant equation is the heat (or diffusion) 
equation 

1£0 + ALlu = 0, (3.3.1) 

81£ 8 21£ B2u 
where 1£0 = -, Llu = -2 + ... + -2-· 

8xo 8x1 8xn _ 1 

In two-dimensional case the symmetry of Equation (3.3.1) had been studied 
by S.Lie. This result of Lie is easy generalized on n-dimensional case. 

Theorem 3.3.1. Maximal (in sense of Lie) invariance algebra of the heat 
equation (3.3.1) has the following basis elements: 

Po = i80 , 

D = 2xoPo - xaPa, 

2 in i ~ 
II = xoPo - XOxaPa - 2xo + 4A x . 

To prove this statement one can use Lie's method (see §1.1). 
Unfortunately, most of real phenomena of diffusion and heat transmission 

are not described satisfactorily with the help ofthe linear Equation (3.3.1). A 
well-known nonlinear generalization of Equation (3.3.1) 

1£0 + V(F(u)Vu) = 0 (3.3.2) 

has an essential shortcoming: it is Galilei invariant iff F(u) = const, so that 
there is no one nonlinear equation of the form (3.3.2) which would satisfy 
relativistic principle of GalileL 

Below we describe Galilei-invariant nonlinear generalizations of the heat 
equation (3.3.1) and Schrodinger equation (3.3.24). 

1. Consider equation 

1£0 + F(xo, X, 1£, 'If, 'If) = 0, (3.3.3) 

where 1£ = (1£1, 1£2, .•• , un-d, 1£ = (un, 1£12, ••• , Un-ln-d, are first and second 
1 2 

derivatives of function 1£ in spacial variables Xa. If function F does not depend 
on second derivatives 'If, so that Equation (3.3.3) is a first-order PDE, then the 
following statement holds true [181]. 
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Theorem 3.3.2. If equation 

Uo + F(xo, X, u, U) = 0, 
1 

is invariant under Galilei algebra AG(l, n - 1) with operators 

Po = ioo, 

Jab = xaPb - XbPa, 

Go. = XOPa + xaa(x, u)ou 

so it is locally equivalent to the Hamilton-Jacobi equation 

1 - 2 uo + -(V'u) = O. 
2m 

Proof. Coordinates ~o, ~a, 'f/ of infinitesimal operator 

of AG(l, n - 1) (3.3.5) have the form 

~o = do, ~a = gaxo + CabXb + do., 
---,. 

'f/ = a(x, 1I)gaxa + c(x, 11), a, b = 1, n - 1, 

where do, do., Cab = -Cba, go. are parameters. 

(3.3.4) 

(3.3.5) 

(3.3.6) 

(3.3.7) 

To meet the demands of translation and rotation invariance of Equation 
(3.3.4), it is obvious that function F should be 

- - 2 F(xo,x,1I,u) = <p(U, (V'u) ). 
1 

(3.3.8) 

Further, from invariance with respect to operator Go. we obtain 

'f/o = 0 2'f/a<P2 = go., 

2'f/u W2<P2 + 'f/<PI - 'f/u<P = 0, 
(3.3.9) 

o<P "'2 = O<P - 2 where <PI = --,.... ,WI = U, W2 = (V'1I) . 
OWl OW2 

The general solution of the system (3.3.9) has the form 
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where Aa" A2, m are arbitrary constants, A(u} is an arbitrary differentiable 
function. 

So we see that Equation (3.3.4) to be invariant under AG(l,n - I} (3.3.5) 
should have the form 

, 1 (.. 2 A1 
Uo + A (u)- Vu) + -A ( ) = O. 

2m 'u 
(3.3.1O) 

It is easy to show that Equation (3.3.1O) is equivalent to the Hamilton-Jacobi 
equation (3.3.6) (to do it one has to perform the transformation A(U}+A1XO --+ 

u), so the theorem is proved. 

Remark 3.3.1. The theorem yields that operators Ga, C AG(l, n -I} have the 
form 

(3.3.11) 

Below we use the following notations. Consider matrix A constructed from 
second derivatives Ua,b of function U 

en U12 ... U,. ) 
U21 U22 ... U2n 

A= . 

U n 1 U n 2 ... Unn 

Let symbol </(> denotes the sum of various minors of order k of main diagonal 
of the matrix A, so that 

< 1 > = Un + U22 + ... + Unn' 

< 2 > = I U11 U121 + 11£11 U131 + ... + I U n -1 n-1 
1£21 1£22 1£31 1£33 U nn-1 

U n -1n I, 
Unn 

1£11 1£12 U1n 

<n> = =detA 

U n 1 U n 2 U nn 

Galilei algebra AG(l,n) (3.3.5), (3.3.11) extended by generator of scale 
transformation 

D = 2xoPo - xa,Pa 

and generator of projective transformation 

(3.3.12) 

(3.3.13) 
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we shall call extended Galilei algebra (denote AG(l,n) = {AG(l,n),D}) and 

Schr6dinger algebra (denote ASch(l,n) = {AG(l,n),Il}). 

Theorem 3.3.3. Eqn. (3.3.3) is invariant with respect to algebras AG(l, n), 
AG(1, n), ASch(l, n), iff it has the form 

1 - 2 
1£0+ 2m (V'n) +<I>«1>,<2>, ... ,<n»=O, (3.3.14) 

(3.3.15) 

1 - 2 V 2n no + - (V'n) + (~n)2 + -- < 2 > 'Ij;(J3, J4, ... , I n ) = 0, 
2m 1-n 

(3.3.16) 

where <I>, '{J, 'Ij; are arbitrary differentiable functions of corresponding arguments, 
<k> _ _ 

W k = k' k = 2, n, Jk , k = 3, n are first integrals of the ODE 
[< 1 >] 

dW2 dW3 
-=-:---,-------,- = = ... = --:---::---;---:-::-:-:--
2nW2 - (n - 1) 3nW3 - (n -1)W2 nkWk - (n -l)Wk-l 

dWn 

Proof. From condition of invariance of Equation (3.3.3) under AG(l, n) it 
follows that function F should satisfy the following system of PDEs 

aF aF aF 
dO-a = da -a = dn +1 -a = 0, 

Xo Xa 1£ 

( aF aF ) 
& 2nab-a + na -a - 2F = 0, 

nab na 

aF 
a{jab-a = 0, 

nab 

(3.3.17) 

(3.3.18) 

(3.3.19) 

(3.3.20) 

(3.3.21) 

where do, da , dn+t, ga, &, Cab = -Cba are group parameters, {jab is the Kronecker 
symbol. 

Function F, as it follows from (3.3.17), does not depend on variables xo, X a , n. 
Equation (3.3.18) yields 

(3.3.22) 
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Substituting (3.3.22) into (3.3.18)-{3.3.21) we get 

o~ 
{C .. bU .. c + C .. cUbC)-O = 0, 

U .. b 

re (U .. b :U:b - ~ ) = 0, 

o~ 
a6 .. b -o =0. 

U .. b 
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(3.3.23) 

After solving Equations (3.3.23) we obtain formulae (3.3.14)-{3.3.16). The 
theorem ffi proved. 

Remark 3.3.2. Equations (3.3.14)-{3.3.16) are nonlinear generalizations of 
Equation (3.3.1). It is obvious to make the transformation 

which allows us to pass from Equation (3.3.1) to the equivalent one 

1 - 2 
Uo + 2m (V'u) + ,x6.u = o. 

2. The Schrodinger equation for complex function u{ Xo, x) has the form 

(3.3.24) 

where Po = ioo, P = -iV. 
It is well-known that maximal Lie-invariant algebra of the Schrodinger equa­

tion is ASch{l, n), basis elements having the form 

Xo = ioo, 

(3.3.25) 

2 m~ n * 
II = xooo + xox .. o .. - -2-1 - '2xo{UOu + U 01£.)' 

Invariance algebra ASch{l, 3) of three-dimensional Equation (3.3.24) has been 
established in [157]. 

Consider a quasi linear generalization of Equation (3.3.24) 

. + f .. b{ - . *) F( - * *) 0 ZUo xo,x,u,u U .. b+ xo,x,u,u ,U,U = , 
1 1 

(3.3.26) 
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where u* is the complex conjugate to u. 
The solution of the problem analogous to that considered above is the fol­

lowing statement. 

Theorem 3.3.4. Equation (3.3.24) is invariant under the algebras AG(l, n), 
AG(l, n), ASch(l, n) iff it has the form 

(Po + ;~) u + f(lul, (Vlui)2)u = 0, (3.3.27) 

(Po + ;~ ) u + lul-2/k Fl [lul-2+2/k(VluI)2] U = 0, (3.3.28) 

P - 2 ( -2) Po + 2m u + (V'lul) F2 (lui)u = 0, (3.3.29) 

(Po + ;~ ) u + luI4 / n <p (IUI-2- 4 / n (Vlul) 2) u = 0, (3.3.30) 

where f, F1 , F2 , <p are arbitrary differentiable functions of corresponding argu­
ments. 

One can obtain the proof of the theorem by proceeding in much the same 
way as in previous case (see Theorem 3.3.3). 

Theorem 3.3.5. The nonlinear Schrodinger equation 

(Po + ;~) u = F(u,u') 

is invariant under AG(l,n), AG(l,n), ASch(l,n) if it has the form 

(Po + ;~) u = F(lui)u 

(Po + ;~) 1t = Allulku 

(Po + ;~) u = Alul4 / n u 

respectively. The nonlinear equation 

(Po + ;~ ) u = (<p(lu!) + i In 7t) U 

(3.3.31 ) 

(3.3.32) 

(3.3.33) 

(3.3.34) 

(3.3.35) 
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is invariant under ll-dimensional Lie algebra with basis elements 

Po, Pa, Jab, Ga = eXo Pa + mXaI , 

I = eXo (u8u - u' 8u ' ) 
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(3.3.36) 

Theorem 3.3.6 [82*]. The nonlinear Schrodinger equation for a particle with 
variable mass 

(3.3.37) 

is invariant under the lO-dimensional Lie algebra with basis elements 

Pa, Jab, Ga = XOPa + M(xo)xaI, 

E = M(xo)I. 

3.4. The Galilean relativistic principle and nonlinear PDEs 

(3.3.38) 

We shall describe, following [71], nonlinear PDEs which are invariant with 
respect to the Galilean transformations 

t -+ t' = t, (3.4.1) 

We consider two essentially different representations of Galilean transforma­
tions: the so-called projective Galilean transformations (PGT), when depen­
dent variable is also transformed together with independent variables (for ex­
ample, the heat equation (3.3.1) is invariant under transformations (3.4.1) iff 
u(x) -+ 1£'(x') = exp{ -~Va(Xa + vat) }1£(x)), and Galilean transformations 
(GT), when the dependent variable remains unchanged. 

Theorem 3.4.1. Equation 

F(t,x,u,1£,1£) == -A1£+A(t,x,1£)1£t +B(t,x,1£,1£) 
1 2 1 

(3.4.2) 

where 1£ = 1£(t,x), { 821£ } 1£- . 
2 - 8xa8xb ' 

a,b = 1,n; 

A, B are differentiable functions, is invariant under PGT iff 

A(t,x,1£) = f(t,w) (3.4.3) 
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( ) ( ( ( ( xauOo Alxl2) 
Bt,x,u,"f =Ugt,Wl,""Wn)+ It,W)-A) -t-+ 4t2 u , 

where 

W = uexp { A~12}, 

WOo = (uoo + ~xau) exp {A~12} 
I, 9 are arbitrary differentiable functions. 

Proof. According to the Lie method, from condition of invariance 

XFI =0, 
2 F=O 

where operator fis constructed by formulae (1.1.7), and 

eO = 0, eo. = gOot,... 1 'g X U .. ... " = -2/\ a a. 

we obtain system to define functions A and B 

BA 1 
t-B - 2AXaUBAU = 0, 

Xa 

2 BB BB BB BB 2 
-t- - XooU- - u- - XaUb- + XOoB - -ua(A - A) = 0, 
A BxOo Bu BuOo BUb A 

Rewriting (3.4.7) in equiva.lent form 

we get invariants 

Wo = t, W = uexp { ,x~12} , 

(3.4.4) 

(3.4.5) 

(3.4.6) 

(3.4.7) 

(3.4.8) 

which give the general solution of Equa.tion (3.4.7) (see formula (3.4.3)). 
Analogously, passing from (3.4.8) to corresponding characteristic system 

dxa du duo. dUl dUOo-l dUa+l 
- (2/ ,x)t = = =--= ... =---= = = 

XooU u+xauoo XaUl XaUOo-l XaUa+l 

dUn dB 
a= 1,n (3.4.9) 

XaUn XaB + (2/ ,x)(A - I(wo, w))' 
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(there is no sum over repeated indices) we find the invariants 

W = u exp { >':12 } , Wo = t 

Wa = (ua + ~a u) exp { >':12 } , (3.4.10) 

1= [B + (>. - j{wo, w») (XatUa + >'l:r u)] exp { >':12} 
and then, from the functional equation 

c/J(W, Wo, Wt, ... , Wn, /) = 0 

function B as in (3.4.4). The theorem is proved. 

Consequence 3.4.1. Suppose the coefficient B in (3.4.2) to be independent on 
'Ij;, then equation 

~u = >.uo + ug(w, t) (3.4.11) 

is the most general one, invariant under PGT, 9 being arbitrary differentiable 
function. 

Theorem 3.4.2. Equation (3.4.2) is invariant under the algebra of operators 

(3.4.12) 

iff it has the form 

A () ( ( ( (xaXa >'lxI2) uu=jw,tUt+ugw,wawa,t)+ jw,t)->') -t-+4tu , (3.4.13) 

where 

This theorem is proved in the same way as the first one. 
It should be noted that Equation (3.4.11) can be obtained from (3.4.13) when 

function B in (3.4.2) is independent of u. Invariance under PGT automatically 
1 

implies invariance under rotation group. 
The futher restriction of the class of Equations (3.4.11) is achieved by the 

requirement for the equations to be invariant under the operator of scale trans­
formations 

D = 2tat + x a8a + ku8 .. , k = const (3.4.14) 
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and under the projective operator 

(3.4.15) 

The following two theorems are proved in much the same way as previous ones. 

Theorem 3.4.3. Among Equations (3.4.11) the only one 

Llu = AUt + ; 9 (tn/2w) (3.4.16) 

admits the operator n (3.4.15), 9 being an arbitrary differentiable function. 

Theorem 3.4.4. Among Equations (3.4.11) the only one 

admits operators D (3.4.14) with k = 2/(3 - nand n (3.4.15), 

E = E(t,X) = (~1I"t) n/2 exp {_ A~12} 

being the fundamental solution of the heat equation 

Note 3.4.1. Setting (3 = 0 in (3.4.17), we obtain equation 

Llu = AUt + Alt-2U 

which is reduced to (3.4.19) by means of local substitution 

U = v(t,x)exp {~~}, AfO. 

(3.4.17) 

(3.4.18) 

(3.4.19) 

Note 3.4.2. All equations considered above contain (explicitly or implicitly) the 
fundamental solution (3.4.18) of the heat equation (3.4.19). This is apparently 
because E(t, x) is the general solution of the system 

Llu = AUt, 

G .. u == tua. + !Axa.u = 0, a= 1,n 
(3.4.20) 
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2. Let us consider equations of the form 

Ut = C(t, x, U )6.U + K (t, x, u, 'If) (3.4.21 ) 

where C and K are differentiable functions, and find out conditions which 
ensure invariance of (3.4.21) under GT generated by operators 

(3.4.22) 

Theorem 3.4.5. Equation (3.4.21) admits operators (3.4.22) iff 

C(t,x,U) = f(t,u) 

K(t, x, u, 'If) = get, x, u, 'If) - C1XaUa, 
(3.4.23) 

where f and 9 are arbitrary differentiable functions. 
To prove this theorem one has to repeat arguments used in proving previous 

theorems. 
Let us present without proof some more statements dealing with Equations 

(3.4.21) which admit operators Ga (3.4.22), Jab (3.4.12) and 

(3.4.24) 

(3.4.25) 

Theorem 3.4.6. Equations (3.4.21) are invariant under the operators Ga and 
Jab iff they have the form 

( ( XaUa 
Ut = f t,u)~u+g t,U,Wn+l) - -t-' (3.4.26) 

where f and 9 are arbitrary differentiable functions, Wn+l = UaUa· 

Theorem 3.4.7. Equation (3.4.26) admits operator (3.4.24) iff 

f(t,u) = feu), (3.4.27) 

Theorem 3.4.8. Equation (3.4.26) admits operators (3.4.24), (3.4.25) iff it 
has the form 

XaUa 
Ut = f(u)6.u+uauag(u) - -t- (3.4.28) 

Now consider a two-dimensional equation 

F(x, u, Uo, Ul, Uoo, Un, 'Uod = o. (3.4.29) 
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Theorem 3.4.9. Amongst the set of Equations (3.4.29) only equations given 
by 

F(w(1),W(2),u,UI,un) = 0 

are invariant under operators of GT (3.4.22). 
In (3.4.30) we use the following notations; 

w(1) = det (uo UI), 
UlO Un 

W(2) = det (UOO UOI) 
UIO Ull 

(3.4.30) 

(3.4.31 ) 

Theorem 3.4.9 can be easy generalized on the case of (n+ I)-dimensional space. 

Theorem 3.4.10. Equation 

(3.4.32) 

is invariant under operators 80, 8a and (3.4.22) iff it has the form 

PI (w(1) W(2) U U u) = 0 
, " l' 2: 

(3.4.33) 

where 

C 
UI 

W(1) = det U~O Un 

UnO Unl 

C 
UOI 

UlO Un 
W(2) = det : 

UnO Unl 

un) U~n 

Unn 

uon) Ul n 

Unn 

(3.4.34) 

Note 3.4.3. In the specific case when 

it yields multi-dimensional Monge-Ampere equation, which has been studied 
in §1.1O. 

Note 3.4.4. The maximal invariance algebra of equation 

w(1) - ). = 0, ). = const (3.4.35) 
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is infinite-dimensional and is given by operators 

x = eOIL + ".,Ou, 

~o = coot + do, 
".,=cu-td, 

Ii- = 0, n 

~a = CabXb + fa(t) , 

C = (n + 1)-l(coo + 2(Cll + ... + Cnn )) 
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(3.4.36) 

where coo, Cab, do, d are arbitrary constants, and fa(t) are arbitrary differen­
tiable functions. 

Note 3.4.5. It is easy to construct the general solution of the two-dimensional 
equation 

W(l) = det ( Uo UOl 
To do it we represent (3.4.37) as follows 

UI) =0 
Un 

o (Ul) 
OXI Uo = 0, 

whence the general solution is obtained 

(3.4.37) 

(3.4.38) 

(F and G are arbitrary differentiable functions). Direct verification shows that 

a = l,n, la = const 

is a particular solution of (n + I)-dimensional Equation (3.4.35) with A = o. 

Note 3.4.6. Equation 

( 

Uo 

UOI 
w(I) = det : 

UOn 

... un) 
••• Unl 
. . = F(u), 

. . 
.•. Unn 

(3.4.39) 

where F( u) is an arbitrary twice differentiable function, can be reduced to 
(3.4.35) at A = 1 with the help of substitution 

J du 
U-4V-

- [F(u)f/(n+l)· 
(3.4.40) 

In conclusion, we note that among Galilei invariant equations (3.4.33) one 
can distinguish a class of equations 
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("~o 
Ul un) 

W(3) = det 
Ull U~n 

UnO U n l Unn 
(3.4.41) 

en U12 .. n) U21 U22 U~n W(2) = det : 

Unl Un 2 U nn 

A, Q being arbitrary functions, which are diffusive type nonlinear PDE with 
a strong nonlinearity. Note that in [112*] another approach is developed to 
describe diffusive processes with final rate. 

3.5 Reduction and exact solutions of nonlinear Schrodinger equatiOIJ 

In this paragraph we consider a particular case of Sch(l,3)-invariant nonlinear 
generalization of Schrodinger equation, namely the equation 

(i O~O + 2~) U + Alul 4/ 3u = 0, lui = v'u·u. (3.5.1) 

Solutions of Equation (3.5.1) we seek for in the form 

U(x) = f(x)<p(w) (3.5.2) 

functions f(x) and new variables w = {Wl(X),W2(X),W3(X)} being determined 
with the help of method expounded in §1.4. So, it is necessary to make up a 
linear combination of symmetry operators (they are given in (3.3.25)) 

13 

Q = L (hQt = ~J1-(x)OJ1- + 1/(x)UOu (3.5.3) 
(=1 

and then, to find f(x) and w(x), to solve system of ODE 

(3.5.4) 

Without going into details we present in Table 3.5.1 the final result: explicit 
form of Ansatze (3.5.2). 
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Table 3.5.1. Ansatze invariant under some subgroups of Sch(I,3)-group. 

N Invariants WI, W2, W3 Ansatze u(x) = f(x)<p(x) 

l. a· x / ~,£2 / (1- X5), u = (1 - x6)-3/4 . exp{ !im' 

arcth Xo + arctan(l1. xl 1 . x) . (xo£2 / (1 - X6)) }<p(w) 
2. - -I c::I2 I 2 0: . X Xo, x Xo , -3/2 u = Xo . 

llxo + arctan (11· x /1' x) . exp {-!imX'2 Ixo} <pew) 

3. a· x / (1 + X~)1/2, £2/(1 + x~), u = (1 + X~)-3/4. 
- arctanxo + arctan (11· x /1' x) . exp { - !imxox2 1(1 + x~)} <pew) 

4. a'x/"fiO,£2lxo, u = x~3/4<p(w) 
-In Xo + arctan 11· xl 1· x 

5. a,xl"fiO,I1,xl"fiO,1, xl"fiO u = x~3/4<p(W) 
6. - - c::I2 0:' X, X , U = <pew) 

-Xo + arctanl1. x/1' x 
7. - - c::I2 O:'X,X,Xo U = <pew) 
8. a·x+xol1·x, a,x+xo1·x, Xo u = exp{ -!im(a· x)2/xo}<p(W) 
9. a . x, 11· x, Xo u = <pew) 

Note 3.5.1. Table 3.5.1 does not contain some cumbersome cases. 

2. Having substituted Ansatze from Table 3.5.1 into Equation (3.5.1), we 
get reduced PDEs as follows: 

(1) L2(<p) + 6<P2 - 2im<p3 + m2w2<p - 2Aml<p14/3<p = 0 

(2) L2(<P) + 6<P2 + 2im<p3 - 2Aml<p14/3<p = 0 

(3) L2(<p) + 6<P2 + 2im<p3 - m2w2<p - 2Aml<p14/3<p = 0 

(4) L2(<p) + imwI<PI + 2(imw2 + 3)<P2 + 2im<p3 + !im<p - 2Aml<p14/3<p = 0 

(5) ~<p + imwn<Pn + (!im - 2Aml<p14/3)<p = 0 

(6) L2(<p) + 6<P2 + 2im<p3 - 2Aml<p14/3<p = 0 

(7) i<P3 - .2...(<Pll + 4Wl<P12 + 4W2<P22) + AI<p14/3<p = 0 
2m 

( 2 2im 1 14 / 3 (8) w3 + 1)(<pll + <P22) + <P22 - -(Wn<Pn + 2<P) - 2Aml<p <P = 0 
W3 
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8<p 
<p,. ==-8 w,. 

Having solved some equations from (3.5.5), we obtain solutions of Equation 
(3.5.1): 

a.-x { . :12} -3/2 tm x 
u(x) = Xo exp --- <P(Wl), 

2 Xo 
Wl=-­

Xo 

where function <p(wt} is determined from quadrature 

Cl and C2 are arbitrary constants. 

-32 tmx { . :12} 
u(x) = Xo / exp -2 Xo <P(W2), 

where real function <P(W2) satisfies the Emden-Fauler equation 

If A = ii then 

u(x) = (1 - x~)-3/4 exp {i; 1 :xo} . 

Some more solutions of Equation (3.5.1): 

where 0:0, O:a are arbitrary constants, and iP = l~ Am. 

() -3/4 {imXl-iJ. x} u x = Xo exp - , 
2 Xo 

where iJ are arbitrary constants, iJ2 = - ~ . 

8 ~ -3/4 tmx { . :12} 
u(x) = (a Amx ) exp -2 Xo ' 

( ) _ (..!:...-)3/4 _1 {. ( -1/3 _ m (0· X)2)} 
U x - 3A. v'Xo exp , CXo 2 Xo ' 

(3.5.6) 

(3.5.7) 

(3.5.8) 

(3.5.9) 

(3.5.10) 

(3.5.11) 

(3.5.12) 
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where c, ({2 are arbitrary constants, 5 = 1. 

( 
3i )3/4 

u(x) = 4AXo ' ( 
C )3/4 

u(x) = ~ exp{ icxo} (3.5.13) 

u(x) = exp{iff·x} (3.5.14) 

where 5, ff are arbitrary constants, 52 = !sAm, ff2 = -2Am. 

Note 3.5.2. When A = 0 (3.5.10), (3.5.11) give the fundamental solution of 
Schr6dinger equation 

-3 2 zm x { . o:t2} 
u(x) = Xo 1 exp ---

2 Xo 
(3.5.15) 

Now we present some soliton-like solutions of Equation (3.5.1) obtained in 
[70, 68*, 69*]. Let 

{ iXo} u(x) = exp 73 <pew), (3.5.16) 

where <PC w) is a real function, eta, f3 are arbitrary real constants. 
Having substituted (3.5.16) into (3.5.1) we get 

(3.5.17) 

Partial solutions of Equation (3.5.17) we seek for in the form 

(3.5.18) 

where a, b, kl' k2 are constants to be defined. After substituting (3.5.18) into 
(3.5.17) we obtain 

(3.5.19) 

+ k2(k2 - 1) ( :~~ fJ + A [a(2 shbw)kl(2 chbw)k2t l3 = 0 

In (3.5.19) constants a, b, kl' k2' can be selected so as to satisfy it identically. 
Let kl = 0, k2 = -3/2 then (3.5.19) takes the form 
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This equality holds true iff 

( 
5 ) 3/4 

a= ±2y2 -- , 
-3>'/3 

b = ± 2..J2m , 
3/-0:2 /3 

/3<0 >'>0 

It yields the solution of Equation (3.5.17) 

( -5 )3/4 
a_ = ± 3>'/3 (3.5.20) 

and then, returning to (3.5.16), the following solution of Equation (3.5.1) 

(3.5.21 ) 

where a_ is defined in (3.5.20). 
The solution (3.5.21) is naturally to consider as soliton-like by analogy with 

that of [209] 

( >.)1/4exp{~iv[Xl+(~+;:)t]) 
1/;(t,xd= -"4 

chM(Xl +vt) 

which is a solution of one-dimensional nonlinear Schrodinger equation 

i oW + fpw = >'(w*w)w 
oXo oxi 

Setting in (3.5.19) kl = -!, k2 = 0 we find 

_ (20 )3/4 
a - ± 3>'/3 ' b = ± ~ J -0:2/3 

3 2m' 
/3<0 >'<0 

The Corresponding solution of Equation (3.5.1) has the form 

u(X) = a+ exp { i;o } (sh bii . X)-3/2, ( 
5 ) 3/4 

a+ = ± 3>'/3 (3.5.22) 

Using formulae of generating solutions (see Table 4.1.2) one can construct 
other solutions of Equation (3.5.1) from those presented here. 

It will be noted that using ansatz (3.5.2) one can determine functions f(x) 
and new variables wa(x) from splitting conditions (see §1.4). The substitution 
of (3.5.2) into (3.5.1) gives rise to the following equation 
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. (a j aWa a<p ) 1 [ a j ~ -<p+j-- +- <pl:l.j+2-· at at aWa 2m aXa 

whence follows the splitting conditions 

1 aj 
-l:l.j +i- = j7/3Fo(w) 
2m at ' 

'jaWa ~ (a j aWa !jA ) _ j7/3F. ( ) ~ at + a a + 2 u.Wa - a W , m Xk Xk 

aWi aWj = j7/3a .. ( ) a a '3 W , 
Xa Xa 
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(3.5.23) 

(3.5.24) 

where Fo, Fa, Gij are smooth functions of Wa. If conditions (3.5.24) are ful­
filled, then Equation (3.5.1) (see also (3.5.23)) takes the form 

(3.5.25) 

Note that system (3.5.24) may have to possess wide symmetry, and it opens 
new ways of constructing solutions of the initial equation (3.5.1). 

In conclusion we present, following [68*], in Table 3.5.2 the complete set of 
Sch(1,3)-inequivalent ansatze (3.5.2) for a Schrodinger-invariant equation (the 
basis elements of ASch(1,3) are given in (3.3.25)). In this table ao, a, /3 are 
arbitrary real constants, t == Xo. In [68*,69*] ansatze of Table 3.5.2 are used for 
reduction and finding exact solutions of some nonlinear Schrodinger equation. 

As a concluding remark we note that the wave equation Ou = 0 is reduced 
to the heat equation <P-r = <pu + <P22 by means of the ansatz 

which is invariant under the operator 

Q = at + ~ - 2ua". 
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Table 3.5.2. Sch(I,3)-inequivalent ansatze for a complex scalar field. 

N Algebra lnvar. var. w Ansatze u(x) = l(x)<p(w) 

I. PI t,x2,X3 1=1 
2. Xo + ao1 XI,X2,X3 1 = exp{iaot} 
3. J l2 + a1 t, x~ + X~,X3 1 = exp{ ia arctan (X2/Xt}} 
4. J l2 + G3 t,xi + x~, 1 = exp{ -imxU2t} 

X3 - t arctan (X2/Xt) 
5. J l2 - Xo t + arctan (X2/Xt), 1 = exp{ -iaot} 

+ao1 xi + X~,X3 
6. GI +X2 t, Xl - tX2, X3 1 = exp{ -imxU2t} 
7. GI -Xo 2XI + t2, X2, X3 1 = exp{ imt(xi + ~t2)} 

8. 1t2 + {3G3- t + arctan (X2/Xt), 1 = exp{i{3mt(x3 + ~(3t2)} 
-Xo xi + X~, 2X3 + {3t2 

9. D + a1 
Xl X2 X3 1 = t-3/4+iarn/2 
.ji'.ji'.ji 

10. Xo+TI-
Xl X2 

1 = (t2 + 1)-3/4 exp{ -!im· 
VI + t2' VI + t2 ' 

-a1 X3 . C ::2 + 2aarctant) } 
VI + t2 

II. J l 2 + {3D In t + 2{3 arctan (XI/X2), 1 = t-3/4+iarn/2{3 

+a1 xi +x~ X3 
t '.ji 

12. Xo+TI- (3 arctan t - arctan (;;) , 1 = (t2 + 1)-3/4 exp{ -!im. 

-{3J12 - a1 xi +x~ X3 
. (1 ::2 + 2aarctant) } 

t2 + 1 ' V t2 + 1 

13. Xo+TI-
tXI + X2 

1 = (e + 1)-3/4 exp{ -!im· t2 + 1 + {3 arctan t, 

-JI2 -
tX2 + Xl X3 ( Xlt 

t2 + 1 ' y't2+1 . 1 + t2 + 

-(3(G1 + X 2) t(tX2 - XI).) } + 2{3 arctan 2 
t + 1 

3.6 Symmetry and some exact solutions of the Hamilton-Jacobi equation 

Here we investigate point and contact symmetry and construct exact solutions 
of Hamilton-Jacobi equation of free particle 

1 (- )2 
Ut + 2m V'u = 0, (3.6.1 ) 
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where function u = u(t, x) means action, m is a constant (mass of particle). 

Theorem 3.6.1. [36] Maximal local (point) invariance group of the HJ equa­
tion (3.6.1) is the 21-parameter group, basis elements of corresponding Lie 
algebra having the form 

P4 = 8u.; a=1,2,3 

Jab = XaPb - XbPa 

G~l) = tPa + mxo.po., D(1) = tpo + ~Xo.Po., 

rr(l) = t2po + txo.Po. + ; X2P4, (3.6.2) 

Proof. We shall act in the same spirit as in §1.2 (see Theorem 1.2.1). From 
condition of invariance (3) we find the following defining system for coordinates 
of infinitesimal operator (2) 

€! = 0, €~ = m€:j a,b = 1,2,3 

€b + €! = 0, a:f: bj 

"1t = 0, "10. = m€;, (3.6.3) 

(no sum over a). 

The general solution of Equations (3.6.3) has the form 

t - _ 2 mifl 
€ = 2tK· x + alt + a2- 2- + bIt + 92amXa + do, 

€a = 2xa.i(. x + Ko.S2 + (alt + a2U)Xa + 91a t+ 

+ 92o.U + ~(bl + b2)xa. + Co.bXb + do., (3.6.4) 

- _ 2 mifl 
"1 = 2uK . x + a2U + al-2- + b2u + 91o.mXa + d4, 

Ka, aI, a2, bt, ~, 910., 920., Co.b = -Cbo., do, ... , d4 are arbitrary constants. Thus 
follows (3.6.2). The theorem is proved. 

Note 3.6.1. Looking closely at (3.6.2) one notices an interesting automorphism 
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of the vector fields given by interchanging t and u. It allows us to pick out 
from algebra (3.6.2) the following subalgebras: 

ASch(1(t),3) = {PO, Pa, P4, Jab, G~l), D(1), n(l)}; 

ASch(l(u), 3) = {P4' Pa, PO, Jab, G~), D(l), n(2)}; 

AG(2,3) = {Po, P4, Pa, Jab, G~l), G~2), }; 

AG(2, 3) = AG(2,3)-8 {D(1), D(2)}; 

ASch(2,3) = {(3.6.2)}. 

(3.6.5) 

Theorem 3.6.2. Algebra ASch(2, 3) (3.6.2) is locally isomorphic to conformal 
algebra AC(l, 4). 

Proof. Due to symmetrical role of variables t and u in ASch(2, 3), pointed out 
above, we can introduce the variables 

XO = _1_ (t + ..:!:.) 
.,fi m' 

(3.6.6) 

and the covariant notation 0: = 0, 1, ... ,4, with the metric goo = -g11 = ... = 
-g44 = 1; gab = 0 (0: =f:. (3). Then upon introducing 

Jab = x aPf3 - xf3Pa 
(3.6.7) 

Ka = 2xaD - Xf3 Xf3Pa 

we find that the generators 

(3.6.8) 
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Ko = V2 (n(1) + ~ n(2)) , 

K4 = -V2 (n(l) - ~ n(2)) , 
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satisfy the commutation rules of AC(1,4) (1.2.3). The theorem is proved. 
Now, to find the group action of Sch(2,3) group, we use the final transfor­

mations of C(1,4) group (see §2.3): 

1) translations: generated by Pa 

X~ =Xa +aa, 

2) Lorentz transformations: generated by Ja {3 

A~ E 0(1,4) 

3) dilatation: generated by D 

4) special conformal transformations: generated by x:; 

, Xa - ca x{3 x{3 
X = ---=-=---.:~-!:.:..,.-,,----:-

0: 1 - 2ci3x{3 + (ci3c{3)(xi3 x{3) 

Writing these transformations in terms of the light-cone variables t and u we 
obtain the symmetry group of the HJ equation: 

1 x,a = Aaxb + Aat + -Aa u 
b + m - , 

t' =t+a+, 

t'=u- l (t-c+ (:tu-x2)), 

u' = (1-1 (u - C- (2tu - mx2 )) , 

u' =u+a-

(3.6.9) 
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where 

u = u(t, xa, u) = 1 - 2c+t - ~ c-u + 2C'X + c"- (~ tu - p) 
and the parameters indicated with + and - can easily be expressed in terms 
of their covariant counterparts. 

Now consider contact symmetry of HJ equation. 

Theorem 3.6.3. Maximal invariance algebra of contact symmetry of HJ 
equation (3.6.1) is infinite-dimensional and is given by operators (1.2.10) with 
the characteristic function 

Wo = 2u - XaUa' WOo = tUa - mXa (3.6.10) 

The proof is absolutely analogous to that of Theorem 1.2.2. 

Note 3.6.2. Contact transformations of HJ equation described above contain 
homogeneous ones, so that transformations for which Lie equations have a 
Hamiltonian structure (see (1.2.13». For example, when W = W(wa ), we let 

(3.6.11) 

To find final transformations generated by infinitesimal operator (1.2.10) with 
characteristic function (3.6.11) one has to solve the following set of first-order 
ODEs (Lee equations, see (1.2.13»: 

i' = 0, t'(O = 0) = t 
x' = 2t'(mx' - t'u') a a a , X~(O = 0) = Xa 

iL' =0, u'(O = 0) = u, 

iL~, = 2(t'u~u~ - mx~u~), U~/(O = 0) = Ut 

iL~ = 2m(mx~ - t'u~), u~(O = 0) = Ua 

where dot means differentiations with respect to parameter O. After integrating 
this system we find 

t' = t, 
U'=u, 

X~ = Xa + 20mt(xa - ua./m) 

u~ = Ua + 2mO(mxa - tua.) 

u~ = Ut - 20ua(mxa - tua.) - 2m02(mxa. - tua)2 

(3.6.12) 

One can make sure that transformations (3.6.12) leave Equation (3.6.1) invari­
ant. Putting Ua. = mVa and Ut = -E, where Va and E are velocity and energy 
of particle, we can rewrite (3.6.12) as follows 
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t' = t, X~ = Xa + 2fJmt(xa - vat) 

V~ = Va + 2mfJ(Xa - vat) (3.6.13) 

E' = E + 2m2fJv· (x - vt) + 2m3fJ2(x - vt)2 

When x = vHX<O), X(0) is a constant vector (uniform motion), (3.6.13) coincide 
with Galilean transformations. In other cases transformations (3.6.13) describe 
passing to uniformly accelerated frame of reference. 

BP.fore to construct solutions of the HJ equation (3.6.1) we note that the 
substitution 

(3.6.14) 

transforms Equation (3.6.1) into the relativistic HJ equation (1.2.1) 

4m ( 1 - 2) ( )2 Ut + -(Vu) = 0 ~ 1 - v"v" = 0 
m+Ut 2m 

(3.6.15) 

and vice versa, the substitution 

(3.6.16) 

transforms the relativistic HJ equation into nonrelativistic 

m 1 - 2 
(1 + VO)2 (1 - V"V") = 0 ~ Ut + 2m (Vu) = 0 (3.6.17) 

However, this equivalence, as it is seen from (3.6.15), (3.6.17), breaks down 
when 

m+Ut =0 or 1 + Vo = O. 

It means that if to cast away from manifold of solutions of HJ equation (3.6.1) 
the solutions 

U = -mt + <p(X) (3.6.18) 

and from manifold of solutions of the relativistic HJ equation the solutions 

V = -Xo + const (3.6.19) 

then the remaining manifolds will be locally equivalent and this equivalence is 
given by (3.6.14), (3.6.16). 

It will be noted that substitution (3.6.16) being applied to an arbitrary 
P(1,4)-invariant PDE results in at least Galilean invariant equation. For ex­
ample, the Monge-Ampere equation is invariant under (3.6.16) (it is due to its 
IGL(4,R) invariance (see Theorem 1.10.1)). Another example: ELBI equation 
(1.1.17) having been applied (3.6.16) results in the equation 
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2 (1 - 2) mUtt - 2m Ut + 2m ('\7u) ~u + 2muauta. + UaUbUab = 0 (3.6.20) 

Theorem 3.6.4. Maximal local invariance group of Equation (3.6.20) is the 
extended Galilei group G(2,3), basis elements of corresponding Lie algebra 
AG(2,3) written in (3.6.5), (3.6.2). The proof is analogous to that of Theorem 
3.6.1. 

So, one can use Equation (3.6.20) as a nonrelativistic counterpart of ELBI 
equation to describe physical phenomena which satisfy Galilean relativistic 
principle. 

Now let us list some exact solutions of HJ equation (3.6.1) obtained in [186] 

t ( __ ) 
U=--+ a·x 

2m ' 

U = m x-2 m(_ -)2 
2t' U = 2t a· x , (3.6.21) 

4m (2 __ )3/2 _ _ 4m 3 
U = - t - a . x + 2mta . x - -t 
33' 

where ii = {at, a2, a3} are arbitrary constants, jfl = 1. 
One can use solutions (3.6.21) to generate with the help of generating for­

mulae other solutions of Equation (3.6.1). Several such formulae are presented 
below: 

Uu(x) = UI(t + ao, X + ii) + a4, 

( t x) mftl (J 
uu(x) = UI 1- (Jt' 1- (Jt - -2-1- (Jt' 

uu(x) (m =fl (J x) 
( = UI t + -x , ()' 1 - (JUg x) 2 1 - (Juu(x) 1 - ()uu x 

_ _ __ mifl. 
ug(x) = UI (t, x + vt) - mvx - -2-t 

and so on; ao, a4, ii, V, () are arbitrary constants. 

3.7 Symmetry and some exact solutions of the Boussinesq equation 

Below we shall study symmetry and construct exact solutions of the Boussinesq 
equation 

>. 2 
Vo = 2~v , >. = const (3.7.1) 
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where v = v(X), x = {Xo, x} E Rn+l. Solutions of the two-dimensional Boussi­
nesq equation were obtained in [180]. 

For the sake of convenience we put 

and consider instead of (3.7.1) the equation 

and more general equation 
Uo = F(u)D.u 

where F(u) is arbitrary differentiable function. 

(3.7.2) 

(3.7.3) 

Theorem 3.7.1. The widest invariance algebra admitted by Equation (3.7.3) 
is AE(l, n) t) AC(n) and it is achieved iff 

F(u) = AU4/(2-n) (3.7.4) 

basis elements having the form 

Po = iao, Po. = i8a , Jab = XaPb - XbPa, Dl = 2xoP o - XaPa (3.7.5) 

2-n 
D2 = XaPa + -2- i , 

Ka = 2xaD2 - if Po. 

(3.7.6) 

(3.7.7) 

where n is the number of spacial variables x, a, b = 1, n. In other cases we 
have: if 

4 
k f. 0, 2 _ n (3.7.8) 

or 
F(u) = Aeu (3.7.9) 

then the maximal IA of Equation (3.7.3) will be AE(1, n) provided 

(3.7.10) 

for (3.7.8) and 

(3.7.11) 

for (3.7.9). 
In the case of arbitrary function F(u) the maximal admitted IA is AE(1, n) 

with basis elements (3.7.5). 
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Proof. According to the Lie method, from condition of invariance (3) one can 
obtain the following system to define coordinates of infinitesimal symmetry 
operators (2): 

{~ = {~ = {~ = l1uu = 0, 

{o + F(21]ua - ~f") = 0, 

pI Olen 
1] F + {O = 2{1 = ... = 2"'n 

If P(U) =I- const, Equations (3.7.12)-(3.7.14) result in 

{o = 2relXO + do 

{a = bafP - 2xab. X + (reI - re2)xa + CabXb + do. 

1] = a(x)u + b(x) = (n - 2)b· X + Cl}U + b(x) 

(3.7.12) 

(3.7.13) 

(3.7.14) 

(3.7.15) 

where c}, reI, re2, Cab = -Cba, bOo, do, do. are group parameters, and function 
b(x) is a solution of Laplace equation ~b = o. For function P(u) we have the 
ODE 

pI 
F (a(x)u + b(x» = 2{t - {g (3.7.16) 

Here we have three irreducible cases 

1) a(x) =I- 0, b(x) = 0 

2) a(x) = 0, b(x) =I- 0 

3) a(x) = b(i) = 0 

Let us consider the first case. Substituting (3.7.15) into (3.7.16) we get 

F' -4b(X) - 2re 
u-p = ( )b( -) = k = const. n-2 x +Cl 

(3.7.17) 

If b =I- 0, then equality (3.7.17) holds true when Cl = !(n-2)re2, k = 4/(2-n), 
and after integrating it results in (3.7.4). In tum (3.7.15) gives (3.7.5)-(3.7.7). 
If b = 0, (3.7.17) yields k =I- 0, Cl = fre2, F(u) = Auk. 

In the second case (3.7.16) takes the form 

F' 
F = - 2re2/b(X) 

and it makes sense only if b(i) = const. Putting b(i) = -2al2 we get (3.7.8), 
(3.7.11). 

Supposing a = b = 0 we find that (3.7.16) holds true with arbitrary function 
P(u) provided 

(3.7.18) 
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It follows that b = al2 = 0 and, hence, Equation (3.7.3) is invariant under 
algebra (3.7.5). The theorem is proved. 

Remark 3.7.1. Theorem 3.7.1 is proved on the assumption that F(u) :f:. const. 
Otherwise, Equation (3.7.3) coincides with the linear heat equation and sym­
metry of this latter one is well-known. 

Consequence 3.7.1. The maximal IA of the Boussinesq equation (3.7.2) is the 
extended Euclid algebra with basis elements (3.7.5), (3.7.10). 

Solutions of the Boussinesq equation we seek in the form (3.2.6), where 
invariant variables W are given in Table 3.2.1 and 

{ 
x~, N 1-4 

f(x) = 
1, N 5-10 

Below we present reduction equations which succeed in integrating. In the 6th 
case (the enumeration corresponds to that of Table 3.2.1), on the assumption 
i.pw2 = 0, we have 

(3.7.19) 

If {3o = 0, {32 = -i/12>. then one can separate variables Wt, W3 so that 

(3.7.20) 

Substituting (3.7.20) into (3.7.19) we find 

All 6B' 
A = - B3/2 = k = const 

( k)2 (12)2 whence A = 12 (WI + cd4 , A = k (W3 + C3)-2 j CI, C2 are constants. 

It follows the solution of Equation (3.7.2) 

(3.7.21) 

where CI, C2, C3, 13, if are arbitrary constants, {32 = -1/12>., 13· if = if2 = o. 
Solution (3.7.21) can be generalized as follows 

(13· x + cd4 

u(x) = [xo + F(if· x)J2' 

where F is an arbitrary differentiable function. 

(3.7.22) 
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Let <P3 = 0, then (3.7.19) takes the form 

and has the general solution 

where Cl, C2, a = {301 A{32 are arbitrary constants. So we have one more solution 
of Equation (3.7.2) 

Let <PI = 0 then the 4th ansatz reduces (3.7.2) to the ODE 

We seek for solutions of Equation (3.7.24) in the form 

<P = A{W3)W~ 

The substitution (3.7.25) into (3.7.24) gives 

A'(l - 4AaVA) = 2A 

or 
A exp{ -4AVAa} = Cl exp{w3} 

whence we find solution of Equation (3.7.2) 

(3.7.23) 

(3.7.24) 

(3.7.25) 

(3.7.26) 

(3.7.27) 

Two more solutions of the Boussinesq equation (3.7.2) obtained with the help 
of ansatz N8: 

vu= ( - -)2 a· x -1/3 

6 ' 2 + C1Xo I\a Xo 

ifl -5/3 vu = - lOAxo + C2Xo , 

where Ct, C2, a are arbitrary constants. 

(3.7.28) 

(3.7.29) 
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3.8 Symmetry properties of Fokker-Planck equations 

Following [76*], we consider symmetry properties of one- and two-dimensional 
Fokker-Planck (FP) equations. 

The one-dimensional FP equation has the form [77*] 

(3.8.1) 

where u = u{x, t) is the probability density; A and B are differentiable func­
tions. This is the basic equation in the theory of continuous Markovian pro­
cesses. The following FP equations are of special interest [77*,78*]. 

(a) diffusion in a gravitational field 

au a 1 a2u 
at = ax (gu) + 2 D ax2 ; (3.8.2) 

(b) the Ornstein-Uhlenbeck process 
au a 1 ~u 
at = ax (kxu) + 2D ax2; (3.8.3) 

(c) the Rayleigh-type process 

au = ~ [(,x _ !!:.) u] +!JL a2u; 
at ax x 2ax2 

(3.8.4) 

(d) models in population genetics [78*] 

au o/'a2 2 a 
at = 2" ax2 [(x - c) u] + j3 ax [(x - c)u], (3.8.5) 

au a2 [{ 22 at = ax2 1 - x ) u], (3.8.6) 

au o/'a2 [2 22 
at = 2" ax2 x (I - x ) u]; (3.8.7) 

(e) the Rayleigh process 

au =. ~ [(,x _ !!:.) u] + JL a2u , 
at ax x ax2 

(3.8.8) 

where D, g, k, " 0/" b, c are arbitrary constants. 
Using Lie's method one can make sure that the maximal invariance group of 

Equations (3.8.2)-{3.8.7) is a six-parameter one. The same dimension has the 
invariance group of the heat equation. Although these six-parameter groups are 
different, they are locally isomorphic. That is why one can reduce Equations 
(3.8.2)-{3.8.7) to the heat equation. 
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Theorem 3.8.1. The change of variables 

u(x, t) = f(x, t)w(y(x, t), 7(X, t)), (3.8.9) 

where the function f and new independent variables y and 7 are as follows: 

y =x, 

f = exp {kt} , y = exp{kt}x, 

f = exp {2,t} x, y = expbt}x, 

D 
7= -t; 

2 

D 
7 = 4k exp{2kt} 

7 = .1!:... exp{2,t} 
4, 

f = exp { - (~~ + ~ + ~) t} (x _ c)-(3/2+ f3 /a) 

y= ~In(x-c), 7=t; 

7 = t; 

x at f = exp { - ~t} [x(l - X)]-3/2, y = In-­
I-x 

7=-
2 

(3.8.10) 

(3.8.11) 

(3.8.12) 

(3.8.13) 

(3.8.14) 

(3.8.15) 

reduce Equations (3.8.2) - (3.8.7), correspondingly, to the heat equation 

w.,. = wyy (3.8.16) 

The proof can be easily obtained by inspection. 

Remark 3.8.1. One can prove a more general statement. Equation (3.8.1) with 
coefficients 

A(x,t) = A(x), B(x, t) = B = const (3.8.17) 

is reduced to the heat equation if and only if 

(3.8.18) 

where co, CI, C2 are arbitrary constants. Note that Equations (3.8.2)-(3.8.4) 
satisfy condition (3.8.18) and Equation (3.8.8) does not. The general solution 
of Equation (3.8.18), which is a Riccati one, cannot be obtained in quadrature 
[130]. It will be also noted that FP equation (3.8.1) with coefficients 

A(x, t) = A(x), B(x,t) = B(x) (3.8.20) 
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is reduced to the case (3.8.17) by means of the change of variables (3.8.9), 
where 

1 
f= vB(x) , J dx 

y = vB(x) , T = t. 

Remark 3.8.2. The FP equation of the form 

OU 0 [ ] 02U 
ot = - ox (a(t)x + b(t))u + c(t) ox2 

(3.8.21 ) 

(3.8.22) 

was considered in [28*,79*]' where a class of solutions of it was obtained by 
means of rather complicated algebraic method. This result can be easily ob­
tained if we note that Equation (3.8.22) is reduced to the heat Equation (3.8.16) 
by the substitution (3.8.9) with 

t 

f = exp { - J a(S)dS}, 

o 
t t s 

y = exp{ - J a(S)dS}X - J b(s) exp{ - J a(Od~ }dS, (3.8.23) 

o 0 0 

t s 

T = J c(s) exp{ -2 J a(Od~ }dS. 
o 0 

Some group-theoretic aspects of FP equations are considered in [27,80*]. 
Now consider the two-dimensional FP equation which describes the motion 

of a particle in a fluctuating medium (so-called Brownian movement) 

OU 0 0 I 0 ( 011 ) 
at = - ox (yu) + oy (V (x)u) + I' oy yu + oy , (3.8.24) 

where u = 1L(t,X,y), I' is a constant and V(x) is the potential (its gradient 
defines the exterior force). Equation (3.8.24) is known as the Kramers equation 
[77*]. 

Theorem 3.8.2. [76*] The maximal invariance group of the free Kramers 
equation 

OU = _!!-. (yu) + I'!!-. (YU + 01L) 
ot ox oy oy 

(3.8.25) 

is a six-dimensional Lie group generated by the following operators 

Po = ot, PI = ox, I, 

Gl = tax + Oy + !(y + I'x)I, 

SI = e'(t (~Ox + Oy + YI) , _ -'(t (1-"1 -"I ) Tl - e "7vx - Vy , 

(3.8.26) 
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which satisfy the commutation relations 

[PO,GI ] = PI, 

[PO,TI ] = -,TI , 

[Po, SI] = ,S}, 

[PI,GI] = hI, (3.8.27) 

(the rest of the commutators are equal to zero). The proof can be obtained by 
Lie's method. 

Remark 3.8.3. One can prove a more general statement: the widest symmetry 
group of Equation (3.8.24) is achieved when V'(x) = CtX + C (Cl and care 
arbitrary constants) and it is a six-parameter group. 

Remark 3.8.4. The change of variables 

T = t, 
C 

~ = x - -t, , C 
'T/=y-­

"I 
(3.8.28) 

reduces Equation (3.8.24) with V'(x) = C to the free Kramers equation (3.8.25). 
Let us write down the final transformations generated by operators (3.8.26). 

Operators Po and PI generate translations on variables t and Xj I generates 
the identical transfomationj 

G1 generates 

t' = t, x' = x + at, y' = y + a, 

u'(x') = exp { -~ [ay + a; (1 + "It) + "lax]} u(x)j 

SI generates 

t' = t, b 
x'=x+-ert , 

"I 

u'(x') = exp {byert _ b; e2rt } u(x)j 

Tl generates 

t' = t, 

It'(X') = u(x)j 

(3.8.29) 

(3.8.30) 

(3.8.31 ) 

where a, b, () are group parameters. It is appropriate to write the corresponding 
formulae of generating solutions which follow from (3.8.29)-(3.8.31): 

un(t, x, y) = exp {~ [y + ~(1 + "It) + "Ix]} UI(t', x', y') (3.8.32) 
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un(t, x, y) = exp { -bye,t + b; e2,t } u/(t', x', y') 

un(t,x,y) = u/(t',x',y') 

where t', x', y' are given in (3.8.29)-(3.8.31) respectively. 
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(3.8.33) 

(3.8.34) 

It will be noted that transformations (3.8.29) are just the Galilean ones as 
soon as the variable y in the Kramers equation is taken to be the velocity of 
the particle. 

A well-known solution of the Kramers equation (3.8.24) is the Boltzmann 
distribution 

u(x,y) = Nexp{-V(x) _ ~y2} (3.8.35) 

(N is a normalization constant). It is a stationary solution. Applying to 
(3.8.35) with V = 0 formulae (3.8.32)-(3.8.34), one can easily obtain new 
non-stationary solutions of Equation (3.8.25). 

Let us consider the ansatz invariant with respect to the operator SI from 
(3.8.26) 

u(t, x, y) = exp { _ ~2} <P(WI,W2), WI = t, W2 = "(x - y (3.8.36) 

Substituion of (3.8.36) into (3.8.25) gives rise to the heat equation 

a<p a2 <p 
--,,(-=0 aWl aw~ 

(3.8.37) 

The simplest solution of (3.8.37) is <p = const, but it is the solution that leads, 
together with the ansatz (3.8.36), to the Boltzmann distribution (3.8.35). It 
is clear that by using solutions of the heat equation (3.8.37) and the ansatz 
(3.8.36) one can construct many partial solutions of Equation (3.8.25). For ex­
ample, the fundamental solution of (3.8.37) and (3.8.36) results in the following 
solution of Equation (3.8.25) 

1 {y2 (V-y)2} 
u(t,x,y) = .j47r"(t exp -"2- 4"(t (3.8.38) 

The operator TI from (3.8.26) leads to the ansatz 

WI = t, W2 =,,(x+y (3.8.39) 

which reduces Equation (3.8.25) to the heat equation (3.8.37), where, <p = 
exp{ "(WI }0( WI, W2). 

A great number of partial solutions of Equation (3.8.25) can be found by 
means of the method described in [24*] (see (2.3.58)). For example, starting 
from Uo = e't, we find 

UI = 2G l e,t = e,t(,,(x + y), 

U2 = G11Ll = e,t[("(t + 1) + ~("(x + y)2], ... 
(3.8.40) 
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Analogously, by means of the operator TI from (3.8.26), we find, starting from 
~LO = exp {_y2 /2}, 

UI = TI Uo = Y exp { - (,t + y:) } , 
U2 = TI UI = (y2 - 1) exp { - (2,t + y:) } , ... 

(3.8.41 ) 

Solutions (3.8.38), (3.8.40), and (3.8.41) can be multiplied by the formulae of 
generating solutions (3.8.32)-(3.8.34). 



Chapter 4 

Systems of PDEs Invariant Under 
Galilei Group 

In the present chapter we consider linear and nonlinear systems of PDEs invari­
ant under various representations of the Galilei group and its generalizations 
(such as the extended Galilei group, the Schr6dinger group). Sets of Sch(1,3)­
and G(1,3)-nonequivalent ansatze are constructed. A wide class of linear and 
nonlinear Sch(1,3)-invariant systems of PDEs is described. Lame equations are 
studied: superalgebra of symmetry is found and a Galilei-invariant generaliza­
tion is constructed. Gas dynamics and Navier-Stokes equations are considered. 
Exact solutions of some enumerated above equations are found. 

4.1. The Schrodinger group Sch(1,3): nonequivalent ansatze and final 
transformations for fields of arbitrary spin 

The maximal group of point transformations of the Schrodinger equation 

v ( p2) 
Stf; == Po - 2m tf; = 0, (4.1.1) 

where tf; = tf;(xo, ... , X3) is complex wave function, is called the Schr6dinger 
group. It is 13-dimensional and containes the Galilei group, scale and projec­
tive transformations. The basis elements of the corresponding algebra ASch(l ,3) 
are written in (3.3.25). FUrther, we will consider the case of the multi-component 
tf;-function. 

From the group-theoretic point of view an analogy between relativistic and 
nonrelativistic mechanics can be treated as follows: 
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200 Chapter 4. Systems of PDEs Invariant Under Galilei Groups 

Basic symmetry group of 

relativistic mechanics nonrelativistics mechanics 

Poincare group P(1,3) Galilei group G(l, 3) 

extended Poincare group extented Galilei group 

P(1,3) = {P(1,3), D} G(1,3) = {G(1,3),D} 
conformal group Schrodinger group 

G(1,3) = {pel, 3), KJL} Sch(1,3) = {G(1,3),II} 

The most general form of basis operators realizing linear representation of 
the Schrodinger algebra ASch(1,3) is [78, 87*]: 

Po = ioo, M=im, 

D = 2xoPo - x' P + Ao, 

II D 20 1 ~2 \' ~ = Xo - Xo'o + 2mx - /\ . X, 

(4.1.2) 

where m is a constant; S, Aa, AO are numerical matrices. Operators (4.1.2) 
satisfy commutation rules 

[Po, Pal = [Po, Ja] = [Pa, Pb] = [Ga, Gb] = [D, Ja] = 0 

[II, Ja] = [II, Ga] = [Po, M] = [pa, M] = [Ga, M] = 0 

[D, M] = [II, M] = 0 (4.1.3) 

[Ja, Gb] = ifabcGc, [Pa, Gb] = Mbab, 

[Po, Ga] = iPa, [Po, D] = 2iPo, [Pa , D] = iPa, 

[D, Ga ] = iGa [Po, II] = iD, [Pa, II] = iGa, [D, II] = 2iII. 

When AO = ~i, Aa = 0 then (4.1.2), (4.1.3) coincide with the maximal IA of 
the Schrodinger equation (4.1.1) (2.3.25). 

As it follows from (4.1.3) matrices Sa, AO, Aa should satisfy the commutation 
relations 

[Aa, Ab] = 0, 

[AO, Sa] = 0, 

(4.1.4) 

About finite-dimensional representations of algebra (4.1.4) see the following 
paragraph. 
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Solutions invariant under algebra (4.1.2) one can seek for in the form (2.1.7), 
matrices A{x) and invariant variables w{x) being determined from the equa­
tions like (2.1.12), (2.1.13). Without going into details of these calculations 
we present in the Table 4.1.1 ansatze invariant under one-dimensional sub­
algebras of ASch{1,3). It will be noted that these subalgebras are Sch(1,3)­
nonequivalent on the field of complex numbers. 

Table 4.1.1. One-dimensional subalgebras of ASch(1,3) and corresponding 
ansatze. 

N Algebra 
1. M 
2. PI 

3. D 

7. J3 +aD 

+(JM 

9. M +(JD 

Invariant variables w 

Xo, Xl, X2, X3 

XO,X2,X3 
Xl X2 X3 

y'Xo' y'Xo' y'Xo 
XI'(X~ +X~)1/2,X3 
Xo, (X~ + X~)1/2, X3 

Xo, (X~ + X~)1/2, 
Xl 

X3 - a arctan -
X2 

In (X~ + x~) - 2a arctan Xl, 

2 2 X2 
Xl + X2 X3 

y'Xo X3 ' y'Xo 
In (x~ + x~) - 2a arctan Xl, 

X2 
X~ + X~ X3 

y'Xo X3 ' y'Xo 
Xl X2 X3 

y'Xo' y'Xo' y'Xo 

Ansatze 1/J(x) = 
o 
~(w) 

i>'0/2 ( ) 
Xo ~ w 

exp{iS:.arctan(xI/x2) }~(w) 
eXp\i(S3+ am). 

Xl} . arctan - ~(w) 
X2 

exp {iS3 arctan(xI/x2)} ~(w) 

. arctan(xI/x2) }~(w) 

xtm/2(x~ + X~)i>'0/2 exp{iS3. 

. arctan(xI/x2) }~(w) 

!(i>'o+i3m ) ( ) 
Xo ~ w 

exp tm - - -AI . {. (X~ X2 )} 
2xo am 

·~(w) 

Here a > 0, (J ¥- 0 are arbitrary constants; an entry Xo means, for example, if 

where nand k are some numbers, then 

( 
-n/4 

i>'0/2 _ Xo 
Xo - o 
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Transformations generated by operators (4.1. 2) can be used for obtaining 
other solutions of Sch(1,3)-invariant PDEs in the same spirit as it was done in 
Paragraphs 1.4, 2.3. In Table 4.1.2 we present corresponding forulae. 

Table 4.1.2. Final transformations of Sch(1,3) group and formulae of 
generating solutions. 

N Operator Transformations Formulae of GS 

x~x' ,¢(x) ~ ,¢'(x') = '¢u = 
1-4 PIL = {Po,P,,} X'IL = xlL + aIL =,¢(x) = '¢J(x') 

5-7 J = a"J" x'o = Xo, = exp{ -ia· S}. = exp{iaS}. 

X' = xcosa+ ·'¢(x) ''¢J(x') 
xxa 

+--sina+ 
a 

a(a· x) 
+ . 

0.2 
·(1 - cos a) 

8-10 G = v"G" x'o = Xo, = exp{im· = exp{ -im· 
(-- + 1:t2 ) (-- 1:t2 ) + . vx 2} Xo - . vx + 2V Xo 

X' = X + iho -iAV}'¢(X) +Av}'¢J(x') 
11 M X~ = XIL = exp{imO}'¢(x) = exp{ -imO}· 

''¢J(X') 
12 D X~ = e2f3xo, = exp{i/3Ao}'¢(X) = exp{ -i/3AO}' 

X' = ef3 ''¢J(X') 

13 IT X~ = 
Xo = (1 - Oxo )-iAo. 

iO 
, = exp{ . 

1- Oxo 1- OXo 
x '0 (mx2 _ )} X'= .exp{ Z • . -2-- A ' X . 

1- Oxo 1- Oxo 

(mX2 - )} . -2- -A'X . A ·(1 - Oxo)' o • 

''¢(X) ''¢J(X') 

Here aIL' a= (0.1,0.2,0.3), v, /3, 0 are arbitrary real constants. 
One can make sure in validity of the final transformations formulae of Ta­

ble 4.1.2 by straightforward verification of corresponding Lie equations. In 
particular, Lie equations for G" (see (4.1.2)) have the form 

ax' 
_0 =0' 
av" ' 

X~ I = Xo, 
Va. ==0 

a'¢' (x') ( . , . \ ) , ( ') a = zmx" - tA" '¢ X , 
Va ,¢'(X') IVB=O = ,¢(x) 

and it is easy to see that they are identically satisfied by x~, ,¢'(x') N8-10 of 
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Table 4.1.2. Indeed, 

8 
-8 (Xb + VbXO) == babXo, 

Va 
X~ = Xo; 

8~a 1j/(X') == 8~a [exp {im (v. X + ~ifxo) - iXv} 1jJ(x)] = 
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= [im(Xa + VaXO) - iAa]1jJI(X') == i(mx~ - Aa)1jJI(x/). 

In the case of operator TI Lie equations have the fonn 

dx~ 12 do =xo , X~ I = Xo, 
9=0 

X'I = X; 
9=0 

1jJ1(X/) _ . ( I \ + mX'2 \'..,) ol,1( ') 
~ - t Xol\o -2- - 1\ • X 0/ X , 

Let us make sure that x', 1jJ1(X/) NI3 of Table 4.1.2 are solutions of these 
equations. So, we calculate 

did Xo Xo 12 ( ) ( )
2 

d() Xo == d() 1 - ()xo = 1 _ ()xo == Xo ; 
d.., d( x) 
d()x == d() 1 - ()xo = 

Xo X 
= == x~X'; 1 - ()xo 1 - ()xo 

d '( I d [( -iA {i() (mX2 - _)} ()] -1jJ x) == - 1 - ()xo) 0 exp -- - A· x 1jJ x = 
d() d() 1 - ()xo 2 

[ . (::!2 )] . Xo t mx-
= (1 - ()XO)-·AO iAO + -- - A· x . 

.1 - ()xo (1- ()XO)2 2 

. exp -- - A . x == t AOXO + -- - A· x 1jJ (x ) { i() (mX2 _ _)} . ( I mX'2 -..,) I I 
1 - ()xo 2 2 

Here we have used the equality (AO t= 0) 

Now we show a simple way of constructing Sch(1,3)-ungenerative solutions. 
Let us start from a projective invariant ansatz 

1jJ(X) = X~AO exp {i (;: - Xx) } 4?(w), 

which results from the equations 

iJ·x 
w= --+.80, 

Xo 

_ ( 2 _ - mX2 -_) 
TIA(x) = xoPo - XOX· P + -2- + AOXo - AX A{x) = 0, 

( 4.1.5) 
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2 -(xoPo - XOx' P)w(x) = 0; 7j;(x) = A(x)<p(w). 

Having done gauge and translation transformations (see Table 4.1.2, NIl 
and Nl-4) on the ansatz (4.1.5) we obtain as a result a Sch(1,3)-ungenerative 
ansatz 

(4.1.6) 

ff·(x+a) f3 
y = + 0; 

xo +ao 
f30, f3a, ao, aa, 0: are constants. 

Ungenerativity of (4.1.6) with the help of GS formulae NI-12 of Table 4.1.2 
is quite obvious. One can easy prove ungenerativity of (4.1.6) with respect to 
GS formulae NI3 if use is made of the identity 

and to note that this procedure of GS is reduced to transformations in the 
space of parameters: 

- -, ff 
f3 -+ f3 = I - (Jao ' 

I-(Jao' 

, (J -_ 
f30 -+ f30 = f30 - I (J (f3. a), 

- ao 

, ao 
ao -+ ao = , 

I-Bao 

, (J iP 
0:-+0: =0:+ .-

I - (Jao 2' 

In conclusion, we present in Table 4.1.3 G(I,3)-nonequivalent ansatze. One 
dimensional subalgebras of AG(1,3) are found in [12]. 

4.2. Linear and nonlinear systems of PDEs invariant under the 

Schrodinger group Sch(1,3). 

Following [94] we shall describe linear and nonlinear systems of PDEs for com­
plex multi-component wave function 7j; invariant with respect to ASch(1,3) 
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Table 4.1.3. One-dimensional subalgebras of AG(1,3) and corresponding 
ansatze. 

N Algebra Invariant variables Ansatze 

w = {WI, W2,W3} 1/;(x) = 
1. Po XI,XZ,X3 =tp(w) 
2. Po + f3m Xl, Xz, X3 = exp{ imf3xo }tp(w) 
3. H XO,XZ,X3 =tp(w) 

4. GI XO,X2,X3 = exp {:o (~mxi - >'IXt)} tp(w) 

5. GI + aPo 2axI + x~, Xz, X3 { im 1 3 
= exp --;;(XOXI + ya xo-

- m>'IXO)}tp(w) 

6. Gl + aPz {" (xi >'1 X2 ) } aXl - XoXz, Xo, X3 = exp zm 2xo - am tp(w) 

7. h (xi +X~)1/Z,XO,X3 { ~ Xl} = exp iS3 arctan Xz tp(w) 

8. h+am (xi + X~)1/2, Xo, X3 = exp{ i(~ + am)· 
Xl } . arctan - tp( w) 

9. h+aPo (x2 + x2)1/2 X { ~ Xl } X2 
I 2 , 3, = exp iS3 arctan x2 tp(w) 

Xl 
Xo + a arctan -

Xz 
{ ~ Xl} 10. h +aPo+ (x2 + X2)1/2 X = exp i(S3 + f3m) arctan X2 tp(w) 1 2 , 3, 

+f3m 
Xl 

Xo + a arctan -
Xz 

11. h+aP3 (X2+X2)1/2 X { ~ Xl} I Z , 0, = exp iS3 arctan Xz tp(w) 
Xl 

X3 - a arctan -
X2 

{ ~ Xl 12. J3 + aG3 (X2 + x2)1/2 X = exp i(S3 + a>'3) arctan-+ I 2 , 0, 
Xz 

Xl 
+imxV2xo }tp(w) X3 - axo arctan -

Xz 
13. h +aPo+ (xi + x~)l/Z, { ~ Xl = exp i(S3 + f3>'3) arctan--

X2 

+f3G3 f3x~ + 2aX3, imf3 ( f3X~) } -~ XOX3 + 3a tp(w) 
Xl 

Xo + a arctan -
X2 

(4.1.2) and satisfying the Schrodinger Equation (4.1.1). In other words, we 
shall find additional conditions having been putted on 1/;, select from the man­
ifold of solutions of the Schrodinger equation (4.1.1) submanifold on which it 
is realized a representation of Sch(1,3)-group with nonzero mass m and spin s. 
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Theorem 4.2.1. [94]. System of Equations (4.1.1) for multi-component com­
plex function 'I/J is invariant under ASch(1,3) (4.1.2) iff 

( 3 1 -+ -+) L'I/J == >'0 - "2i - m>'· P 'I/J = 0 (4.2.1) 

A'I/J == J.2'I/J == (>.~ + >.~ + >.n'I/J = 0 (4.2.2) 

Proof. Necessity. Let us use condition of invariance in the fonn (10), (11), so 
that 

[S,Q]'l/Jlv =0 
8",=0 

(4.2.3) 

v 
where Q is any operator from (4.1.2), S is the Schrodinger operator (4.1.1). 
As a result we have 

v v 
[S,D] = 2iS, 

v v 
[S, TI] = 2ixoS + iL, ( 4.2.4) 

v 
[S,Qt] = 0, 

where operator L is given in (4.2.1), whence it follows (4.2.1). 

Sufliciency. One has to calculate commutators of operator L (4.2.1) with op­
erators Q (4.1.2). It yields 

[L, Qs] = 0, Qs = {Po, Po., la, GOo, M, D}, 

1 
[L,TI] = -. A, A = >.~ + >.~ + >.~ 

zm 

and to complete the proof it remains to make sure that 

[A, Qs] = 0, Qt = {Po, Po., la, GOo, M}, 

[A, D] = -2iA, [A, TI] = -2ixoA 

So, the system of PDEs (4.1.1), (4.2.1), (4.2.2), which for the sake of conve­
nience we write down separately 

v ( P2) S'I/J == Po - 2m 'I/J = 0, 

( 3 1 -+ -+) L'I/J == >'0 - "2i - m>'· P 'I/J = 0 (4.2.5) 

A'¢ == (,,~ + ,,~ + "n'¢ = 0 
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is invariant under ASch(1,3) (4.1.2), that is, on the manifold of solutions of 
the system (4.2.5) a representation of Sch(1,3) group with nonzero mass m 
and spin s is realized. In other words, Schr6dinger equation (4.1.1) for multi­
component function is conditionally invariant under ASch(1,3) and conditions 
ensuring this invariance are (4.2.1), (4.2.2). (About conditional symmetry see 
§5.7). 

It is clear from the stated above that the problem of describing explicit form 
of systems (4.2.5) is reduced to the problem of describing finite-dimensional 
representations of AE(1,3) (4.1.4), which in turn is reduced to the problem of 
describing finite-dimensional representations of AE(3): 

[Sa, Sb] = i€abcSc, 

[Aa, Ab] = 0, [Aa, Sb] = i€abcBc 
(4.2.6) 

Algebra AE(3) (4.2.6) has two invariant operators [78] 

(4.2.7) 

which in the case of finite-dimensional representations are nilpotent matrices, 
that is 

(4.2.8) 

where Nt, N2 are some integers. 
Following [78] we shall consider only those representations of algebra (4.2.6) 

which include not more than two non-equivalent representations when reduced 
on AO(3). In this case matrices Sa can be taken in the form 

S~ = s~(nm) = 
a - a (4.2.9) 

where Sa and ~a are generators of irreducible representations of AO(3), that 
is matrices satisfying relations 

[Sa, Sb] = i€abcSc, 
[~a, ~b] = i€abc~c, 

SaSa = s(s + 1), 

~a~a = s'(s' + 1); 
(4.2.10) 

In and 1m are unit matrices of dimension n x n, m x m, and (} is the zero-matrix 
of dimension m x n; symbol 0 means direct (Kronecker) product of matrices. 

Theorem 4.2.2. [78]. Any (to within equivalence) indecomposable finite­
dimensional representation of AE(3) (4.2.6) including not more than two non­
equivalent representations of subalgebra AO(3) and satisfying additional condi­
tion such that invariant operator C1 (4.2.7) has not more than two orthogonal 
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eigensubspaces, can be enumerated by the set of integers (n,m,o:), provided 
0: = 1,2; n :S .4, m :S 4; In - ml :S 2, n . m =1= 9. 

Explicit form of corresponding matrices Sa and Aa is given by 

s = s(nTna) = S(nTn). 
a a a' 

(4.2.11) 

anTn@J( ) 2 a. 

a~Tn @ :Ea ' 

where matrices S£nm) are determined in (4.2.9); s' = s - 1; J(a are matrices 
of dimension (2s - 1) x (2s + 1) satisfying relations 

J(aSb - :EbJ(a = itabeJ(e, 

SaSb + J(;; J(b = itabeSe + s2tiab; 

al 24 are matrices with matrix elements 

n 2: m, i,j :S n 

n<m 

{
S+l 

( nTn) _ --tii - Ij , n 2: m 
a4 ij - S - 1 

Oi-l j, n < m 

n>m, 
n<m 
n=m 

n>m, 
n:Sm 

i :S n, 

i:S m, 

j:S m 

where k is an arbitrary parameter. Representations D(n, m, 0: 

D( n, m, 0: = 2) are equivalent if and only if In - ml = 1. 

(4.2.12) 

( 4.2.13) 

1) and 

Proof. One can show that (4.2.11) defines the general form of matrices Aa satis­
fying commutations relations of AE(3) (4.2.6) when matrices Sa have the form 
(4.2.9). From the commutativity of matrices Aa and making use of relations 

J(aSb - J(bSa = i(s + l)tabeJ(e, 

:EaJ(b - :EbJ( a = i(l - s )tabeJ(Cl 

J(aK: - J(bJ(;; = -i(2s + l)tabe~e, 
J(;; J(b - J(;; J(a = i(2s - l)€abeSe, 

(4.2.14) 
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we find the following system to define matrices ar~: 

(a1m)2 + (2s - l)a~ma~m = 0, 

(s + l)alma~m - (s _l)a~ma~m = 0, 

(s + l)a~'11tal'11t - (s _l)a~ma~m = 0, 

(a~m)2 - (2s + l)a3'ma~'11t = 0. 
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( 4.2.15) 

The condition concerning the operator C1 (4.2.7) (that is, Cl should have 
not more than two invariant eigensubspaces) means that matrices aIm, a3'm 
should not be reducible. 

All nonequivalent solution of Equations (4.2.15) are given in (4.2.13), the 
greater number from the set (n, m) coinciding with the index of nilpotentness 
Nl of the operator C1 (4.2.7). Below we present the explicit form of matrices Sa 
and ](a in the basis Is, S3 >, that is in the basis in which operators S2 == SaSa 
and S3 are diagonal [120, 78, 87*]: 

S2\S, S3 >= s(s + l)\s, S3 >, S3\S, S3 >= S3\S, S3 >, 

SI\S, S3 >= a:3 s3+1\S, S3 + 1 > +a:3 S3- 1 \S, S3 - 1 >, 

S2\S,S3 >= ia:3'J+l\S,S3 + 1> -ia:JS3 _1\S,S3 -1 >, 

T.' \ •• -1\ 1 . • .-1 \ 1 2 1\1 S,S3 >= als S - ,S3> -tal.3S3 - 2 S - ,S3 - >, 

K' \ . s s-l\ 1 . • .-1 \ 1 2 2 S, S3 >= tal83 S - ,S3 > -talS3 '3-2 S - ,S3 - >, 

](3\S, S3 >= 1:3s- 1\s - 1, S3 > 

where: 

83 = -8, -S + 1, ... , 8j a:383±1 = ~J83(S3 ± 1) - s(s + 1), 

1:3
8 - 1 = JS3(28 - S3); al:;-1 = ~J(2s - 83)(28 + 1- 83), 

( 4.2.16) 

al::;31_ 2 = ~J83(S3 + 1), (4.2.17) 

Explicit form of matrices ~a can be obtained from (4.2.16), (4.2.17) by re­
placement S --+ s' = S - l. 

Theorems 4.2.1, 4.2.2 allow us to write down explicitely systems (4.2.5). 
Below we present some of such systems. It is convenient to enumerate these 
systems by indicating representation which is realized by matrices Sa (4.2.9). 
Below, <p and X denote, unless otherwise stated, 28 + 1 and (2s-1)-component 
column functions. 

1) Representation D(s) EEl D(s): 

Sa = (~a ~a)' Aa = (~a ~), i (3 0) 
Ao = 2" ° 5 
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v 
S'I/J=O, (4.2.18) 

im<p2 - (8· P)<pl = 0 

In particular, for spin s = 1/2 we have So. = ~O'a, 0'0. are the Pauli matrices, 
and Equations (4.2.18) take the form 

'I/J = (~~) ; where <pI, <P2 are two-component functions, 

2im<p2 - (if· P)<pl = 0 

v 

S'I/J=O, 

or equivalently 
PO<Pl - i(if· P)<p2 = 0, 

2im<p2 - (if· P)<pl = 0 
(4.2.19) 

Equations (4.2.19) are known as Levi-Leblond ones for nonrelativistic particle 
with spin s = 1/2 [1441. 

2) Representation D(s) EEl D(s -1): 

a) 50. = (~o. ~a)' Ao. = (~a ~), i (3 0) 
AO="2 0 5 

v 
S'I/J=O, (4.2.20) 

imx - (K . P)<p = 0 

In particular, for spin s = 1 we have (Sa)be = itabe: 

SI = (~ ~ ~i)' S2 = (~ ~ ~), 
o i 0 -i 0 0 gi n' 

K 1 =(iOO), K 2 =(OiO), Kl=(OOi) (4.2.21) 

and Equations (4.2.20) take the form 

5'I/J=0, 

mx - (p. <1) = 0 
(4.2.22) 

'I/J =column(<1, X), X is a scalarfunction. Equations (4.2.22) can be considered 
as the Galilean counterpart of the Proca equations [781. 

~ (So. 0) b) So. = 0 Eo. ' i (5 0) 
AO="2 03 
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v 
S'IjJ=o, 

i m<p - (R+ . p) X = 0 

3) Representation D(s) ~ D(s) ~ D(s - 1): 

a) 

C· 
0 ~ ), (" Sa = ~ Sa Aa = -; Sa 
0 I:a S J(a 

v 
S'IjJ=O, 'IjJ =column( <PI <P2 X) 

2ms<p2 + (8· P)<pI = 0 

2msx + (J( . P)<pI = 0 

0 

0' C 0 AO = ~ ~ 
0 

Making use (4.2.12) one can rewrite Equations (4.2.24) as follows 

SPO<PI + (8. P)<p2 + (1(+ Ph = 0 

. 2ms<p2 + (8· P)<pI = 0 

2msx + (if . P)<pI = 0 
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(4.2.23) 

0 

D' 5 
0 

(4.2.24) 

(4.2.25) 

System (4.2.25) is known as Hagen-Herley equations [120] and describes a 
nonrelativistic particle with mass m and arbitrary spin s. 

b) C. 0 ~ ), C 
Sa Kt) Sa = 0 Sa Aa = ;s ~ 0 o , 

o 0 I:a 0 0 

AO=': 030 , COO) 
2 0 0 3 

v 
S'IjJ =0, 'IjJ =column( <PI <P2 X) (4.2.26) 

2ms<pI - (8. P)<p2 + (Rt Ph = o. 

4) Representation D(s) ~ D(s) ~ D(s) ~ D(s - 1): 

c-
O 0 

~ ), A =i e 0 0 

D a) 
~ 0 Sa 0 3 0 
Sa = ~ 0 Sa o 2 0 0 5 

0 0 I:a 0 0 0 
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o 0) o 0 
-K't/J28 -1 0 

o 0 

(4.2.27) 

In this case A = AaAa f:. o. To find A one has to use the relations which follow 
from (4.2.12), (4.2.14) [94]: 

K't Ka = 8(28 -1), KaKd = 8(28 + 1) 

+ 1 i 2 
KaKb = -2(EaEb + EbEa) - 2(28 + l)tabc Ec + 8 6ab 

+ 1 ( i 2 Ka Kb = -2 SaSb + SbSa) + 2(28 - l)tabcEc + 8 6ab 

Having used (4.2.28) we find A for Aa from (4.2.27): 

o 0 0 0 
A = AaAa = 82 0 0 0 (

0000) 

o 0 0 0 

Finally, system (4.2.5) in this case takes the form 
v 
S'I/J=O, 'I/J =column( <PI <P2 <Pa, X) 

- - 1 - -im<pa - (S . P)<P2 + J2S=1'(K+. Ph = 0 
28 -1 

<PI = 0 

(4.2.28) 

(4.2.29) 

(4.2.30) 

In much the same way one can continue constructing Sch(I,3)-invariant systems 
of PDEs of the type (4.2.5). 

Now, let us consider the following problem: describe the most general form 
of functions F, G, R depending on 'I/J and 'I/J+ so that the system of PDEs 

v ( 1 -2) S'I/J = Po - 2m P 'I/J = F 

( 3 1--) L'I/J = AO - 2i - m A . P 'I/J = G (4.2.31) 

A'I/J = (A~ + A~ + A~)'I/J = R 

would be invariant under the Schrodinger group Sch(I,3). To solve this problem 
we shall use the final transformations of Sch(I,3) group written in Table 4.1.2. 
We restrict ourselves by considering several particular cases. 
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Theorem 4.2.3. [185,94]. Equations 

v v 
S<PI = Ft, S<P2 = F2 

im<p2 - (8· P}<PI = G 
(4.2.32) 

where <PI = <PI(X), <P2 = <P2(X} are (28 + 1}-component functions; Ft, F2, G 
are (28 + 1 }-component functions depending on <PI, <Pt, <P2, <Pt are invariant 
under the Schrodinger group Sch(I,3) iff 

FI = reF (~:) W~<PI' 

F2 = reF (~:) W2<P2, 

G=O, 

re = const 

where F is an arbitrary smooth function; 

(4.2.33) 

(4.2.34) 

Proof. First of all we note that system (4.2.32) is a nonlinear generalization 
of Equations (4.2.18) and, as easy to see, it admits operators {Po, Pa" Ja" M} 
from ASch(I,3} (4.1.2) if functions Ft, F2, G depend on <Pt<PI, <Pt <P2 , <Pt<P2, 
<Pt <Pl· Hence, to prove the theorem it is sufficient to consider the case with 
operator n only. 

Using formulae N8 - 10, 13 from Table 4.1.2 we write down Galilean and 
projective transformations for functions <PI and <P2: 

<p~(X'} = exp {im (v· x + !if2xo)} <PI (x), (4.2.35) 

<p;(x') = exp {im (v. x + !if2xo)} (<P2(X) - i(8. V)<PI (x») , 

x~ = Xo X' = x+vxo; 

, , 3/2 {imll () } <PI(X) = (1-(}xo) exp -2-1-(}xo <PI (x), (4.2.36) 

<p~ (x') = (1-(}xol/2 exp {imll (}() } (1P2(X) - i (}() (8· X)<PI (X») , 
21-xo 1-xo 

, Xo ~ X 
Xo = x - -:-'---::--

1 - (}xo ' - 1 - (}xo 

Under the influence of projective transformations we find that 
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Po ~ Po == i aa, = {1- OXO)2 Po + 0{1 - OXO}X· P 
Xo 

p ~ P' = -iV' = (1-0xo)P 

and system (4.2.32) takes the form 

mtJ 0 f ~f 
-2-1- Oxo; 

(4.2.37) 

(1-0xo)9/2eif [SCP2 - 1 _OOxo ~ (imCP2 - (S,P)CPI +im{S'X)SCPI)] = F~, 

(1 - Oxo)5/2eif [imCP2 - (S . P)CPI] = G' 

whence it follows that 

mtJ 0 f=- . 
- 2 1- Oxo' 

F2={1-0xo) e F2-~ (S·x)FI - G , 9/2 if [ . 0 - _ 0] 
1 - Oxo m(l - Oxo) 

G' = (1 - Oxo)5/2eifG 

(4.2.38) 

Comparing (4.2.38) with (4.2.36) one can conclude that functions FI, F2 , G 
should have the structure 

G=O (4.2.39) 

where <P is a scalar function which is transformed as follows 

<p' = (1 - Oxo?<p (4.2.40) 

From (4.2.36) it is easy to see that function <p can be constructed only from 
two arguments CPt CPI and CPt CP2 + CPt CPl. Since 

{cptcpt}' = (1-0xo)3(cptcpt), 

function <p should have the form 

where ail is a constant; WI, W2 are given in (4.2.34), F is an arbitrary smooth 
function. The theorem is proved. 
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Below we present some more Sch(1,3}-invariant nonlinear systems of PDEs 
constructed in the same spirit as (4.2.32) [94]: 

POipl - i(if· P}ip2 = reFw2ip2 + IlGW~ipl 
2imip2 - (if· P}ipl = ireFw2ipi 

(4.2.41 ) 

where re, Il are constants; ipl and ip2 are two-component functions, if are Pauli 
matrices, F and G are arbitrary smooth functions of WI/W2; WI and W2 are 
given in (4.2.34). When Il = re = 0 Equations (4.2.41) coincide with those of 
Levi-Leblond (4.2.19). 

System 

S'IjJ = re(ip+ip)2/3'IjJ, 

imx - (i< . P)ip = 0 

coincides with (4.2.20) when re = O. 

System 

v ( + + )1/2) Sol. = reF ipl ip2 - ip2 ipl (+ )2/3 0 1• 
0/ (+ )2/3 ipl ipl 0/, 

ipl ipl 

2mSip2 + (3. P)ipl = 0 

2ms~ + (K . P)ipl = 0 

coincides with (4.2.24) when re = O. 

System 

2mSip2 + (3· P)ipl = 0, 

2msx + (K . P)ipl = 0 

coincides with the equations of Hagen-Heriey (4.2.25) when re = O. 

4.3. Systems of second-order PDEs invariant under the Galilei group 

(4.2.42) 

( 4.2.43) 

(4.2.44) 

Following [78] we shall obtain two classes of Galilean invariant systems of 
second-order PDEs. The essential difference between these equations and those 
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studied in the previous paragraph consists in the following. Equations to be 
considered give more complete description of interection of a particle having 
spin with an external electromagnetic field. Equations of §4.2 describe spin­
orbit coupling but fail to take into account quadrupole and Darwin interections. 
It is generally accepted to think that such interections are truly relativistic 
effects, and, for instance, if the particle spin 8 = 1/2, only the Dirac relativistic 
equation describes them adequately. Equations considered below refute this 
widespread opinion. 

As was stated above (see §4.1) the Schrodinger equation (4.1.1) is invariant 
under the Galilei group and describes a free spinless particle with mass m. 
Naturally the question arises: are there equations of the form 

a -Po'l/1 :::::: i-a '1/1 = Hs (P)'I/1, 
Xo 

(4.3.1) 

where Hs(P) is a differential operator, '1/1 = 'I/1(xo,:i) is a complex multi­
component function, on the manifold of solutions of which a representation 
of the Galilei group G(1,3) with nonzero spin would be realized? 

We seek for Galilean-invariant equations (4.3.1) in the space of 2(28 + 1)­
component quadratic integrable function 

( 4.3.2) 

The problem of description of such equations we solve in two, generally 
speaking, nonequivalent approaches. In the first one the problem is to find 
(within equivalence) all operators Hi satisfying the conditions 

(4.3.3) 

where QA = {PO,Pa, Ja,Ga,M} are given in (4.1.2), provided 

( 4.3.4) 

Sa are matrices of irreducible representation D(8) of AO(3); (fa are 2(28 + 1)­
dimensional Pauli matrices 

~ (I 0) 
(10 = 0 1 ~ (0 1) 

(11 = 1 0 ~ . (0 -1) 
(12 = Z 1 0 ' 

1 and 0 are unit and zero matrices of dimension (28 + 1) x (28 + 1); k is an 
arbitrary complex parameter. 

Having substituted operators from AG(1,3) (4.1.2) into (4.3.3) we find that 
it is fulfilled if 

(4.3.6) 
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(4.3.7) 

The second approach to the problem is to find all operators H! so that the 
operators 

Pt = Hf, p!! = Pa = -ioa , 

H - - ~ Ja = Ja = (x x P)a + Sa, (4.3.8) 

G~ = XOPa - M Xa + )..~ 

will be the generators of AG(1,3). In (4.3.8) )..! are operators to be found; Sa 
are given in (4.3.4). 

We require the operators (4.3.8) to be Hermitian with respect to the usual 
scalar product 

(4.3.9) 

As distinguished from (4.1.2) operators H!, G~ are non-Hermitian with respect 
to (4.3.9) but Hermitian with respect to 

(4.3.10) 

where M is a positively defined operator which will be found below. We require 
the Hamiltonian H! to satisfy the conditon 

(4.3.11) 

It means that the intrinsic energy of particle (the eigenvalues of the invariant 
operator C1 = 2mPo - PaPa) coincides with its mass. 

Theorem 4.3.1. [78]. The most generalform of the Hamiltonian HI satisfying 
together with the generators of AG(1,3) (4.1.2), (4.3.4) commutation relations 
(4.3.6), (4.3.7) is as follows 

(4.3.12) 

(4.3.13) 

where 

(4.3.14) 

a, a, k are arbitrary parameters. 
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Proof It is convenient to seek for H; in a representation where Ao. = o. It is 
achieved by the transformation 

(4.3.15) 

where 

{ i - -} i - -V = exp m A· P = 1 + m A· P {4.3.16} 

From (4.3.6), (4.3.7), (4.3.15) we easy find the general form of operator (H;)' 

(HI)' = p2 A 
s 2m + , {4.3.17} 

where all- are arbitrary complex coefficients. 
So, Equation (4.3.1) has in the representation {4.3.15} the form 

t/J' = V t/J (4.3.18) 

Now we show that matrix A from (4.3.17) can be reduced to 

A ~ - a (~ .~ ) = 0"3am +"2 0"1 - Z0"2 m, (4.3.19) 

or 
{4.3.20} 

where a, a are arbitrary coefficients. Indeed, one can always turn coefficient 
ao into zero: 

(Hf)' -+exp{iaomxo} (H;)' exp{-iaomxo}+ 

+ exp {iaomxo} Po exp {-iaomxo} = (H;)' - aom 

Further, there are three possibilities 

A=O, 

A 2 = a~ + a~ + a~ = 0, ab f 0; 

A 2 = a~ + a~ + a~ = a2 f 0; 

(4.3.21) 

(4.3.22) 

(4.3.23) 

(4.3.24) 

The first case gives (4.3.19) provided a = a = o. The second case (4.3.23) 
corresponds to non-unitary representation of the Galilei group because the 
invariant operator C1 = 2mPo - PaPa = 2m2A is a nilpotent matrix, but 
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such cases we do not consider. Let in (4.3.24) ai + a~ :j:. O. Having made 
transformation 

A -+ Vi AV1- 1 , 

VI = b + i<T3C + (<T1 + i<T2)d; 

Vl - l = b - i<T3 - (<T1 + i<T2)d. 

b = cOSip, c = sinip 

d= 
dHai - ia2 ) 

4a(ai + a~) 

(4.3.25) 

(4.3.26) 

we obtain (4.3.20). If ai + a~ = 0, then matrix A is transformed by virtue of 
the operator 

(4.3.27) 

to (4.3.19). Operators (4.3.25), (4.3.27) satisfy conditions 

0: = 1,2 (4.3.28) 

where matrices Aa are given in (4.3.4); reI = exp{2iip}, re2 = 1, parameter ip is 
determined in (4.3.26). One can make sure that there is no operator satisfying 
(4.3.28) and transforming (4.3.19) to (4.3.20). 

Acting on (4.3.17), (4.3.19), (4.3.20) by transformation inverse to (4.3.15) we 
get Hamiltonians (4.3.12), (4.3.13) which evidently satisfy conditions (4.3.6), 
(4.3.7). The theorem is proved. 

One can easy make sure that Equations (4.3.1), (4.3.12), (4.3.13) are Galilean 
invariant using transformations (see Table 4.1.2, N8-1O) 

, 
Xo = Xo, if' = x + ifxo 

1j;'(x') = exp {im (if. x + ~ xo) } (1 - X· if)1j;(x) 
(4.3.29) 

generated by Ga (4.1.2), (4.3.4). Since 

, - -Po =Po +v .p, (4.3.30) 

it follows that equation 

P~1j;'(x') - H;(P')1j;'(x') = (Po + if· P - H;(P))1j;'(x') = 0 (4.3.31) 

are identically satisfied on sets of solutions of Equations (4.3.1), (4.3.12), 
(4.3.13). 
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It is not difficult to calculate (the most simple it may be done in the repre­
sentation (4.3.15)) that Casimir operators of AG(1,3) (4.1.2), (4.3.4) have the 
following eigenvalues 

C1 = 2M Po - PaPa = ±m; C2 = M = m 

C3 = WaWa = (M Ja - tabcPbJc)2 = m2s(s + 1). 
(4.3.32) 

It allows us to interpret Equations (4.3.1), (4.3.12), (4.3.13) as those which 
describe a free nonrelativistic particle of mass m and spin s and intrinsic energy 
±m. 

Now we shall find Hamiltonians H!! which are Hermitian in the metrics 
(4.3.9) and satisfy together with generators (4.3.8) relations (4.1.3), (4.3.11). 

Theorem 4.3.2. [78). The most general form of the Hamiltonian H!! (within 
equivalence) Hermitian in the metrics (4.3.9) and satisfying relations (4.3.8), 
(4.1.3), (4.3.11) is as follows 

(4.3.33) 

where 

b1/ 2 = 0; a1 = 1, b1 = sin 2(h; (4.3.34) 

b 5· () 1 . 2(} 3 . () (1 1· () ) 1/2 a3/2 = 3/2 - 4"sm 3/2 = -ssm 3/2 - 4"sm 3/2 - gsm 3/2 ; 

as = bs = Os = 0, s > 3/2 and 01/2,01,03/2 are arbitrary parameters. 

Proof First of all, we prove that H!! does not include differential operators 
N 

of more than second order. To do it we assume that H! = L: Hi, where Hi 
i=O 

contains derivatives of ith order only. Then (4.3.11) results in 

HN = 0, or N > 2 (4.3.35) 

I t is convenient to represent operator H!! as an expansion on spin matrices 
Sa (4.3.4) and 2(2s + I)-dimensional Pauli matrices (4.3.5) 

(4.3.36) 
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where aIL' bIL , CIL ' dlL are arbitrary real coefficients. 
If to introduce the operators of orthogonal projection 

A = II (S.P)/P-r'. 
r r - r' , 

rir' 
r,r' = -8,-8+ 1, ... ,8 

which satisfy conditions of orthonormality and completeness 

r 

then (4.3.36) can be rewritten as follows 

(4.3.37) 

It is obvious that operator H! (4.3.37) satisfies commutation relations (4.3.6) 
and we require (4.3.37) to satisfy (4.3.11). Having substituted (4.3.37) into 
(4.3.11) and using properties of Ar we find after equating independent addends 
that coefficients aIL' bIL , CIL , dlL should satisfy one of the following systems of 
algebraic equations 

or 

3 3 

'"' a2 = l' ~. , L [r2c~ + ai(bi + r2d,)] = 1; 
i=1 i=1 

3 

LCir(bi + r2d,) = 0; 
,=1 

ao = bo = 1; 

3 

Lrc,ai = 0; 
,=1 

3 
(4.3.38) 

L(bi + r2di)2 = 1; 
i=1 

i = 1,2,3 (4.3.39) 

The general solution of Equations (4.3.38) has the form (within linear trans­
formations of equivalence): 

a1 = 1, ao = a2 = a3 = 0; 

b1 = 1; b3 = as; bo = b2 = 0; 

Y2 . e 
C2 = -2 sm s, CO = C1 = C3 = 0 

8 

(4.3.40) 

d1 = -C~, d3 = bs /82, do = d2 = 0 
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where as) bs , (Js are given in (4.3.34). One can make sure that Equations 
(4.3.39) are inconsistent with (4.1.2); (4.3.40), (4.3.36) result in Hamiltonian 
(4.3.33). 

To conclude the proof it is sufficient to show the explicit form of operators 
A~ which ensure fulfilment ofrelations of AG(l,3) (4.1.3) by operators (4.3.8). 
The simplest way of obtaining A~ is as follows: 

where operator 

p2 
E=m+-

2m 

diagonalizes Hamiltonian (4.3.33) and generators (4.3.8): 

ut H:U = (hE, Ut G~U = XOPa - 81mxa , 

UtJDU=JD UtpDU=pD a a , a a 

The theorem is proved. 

(4.3.41) 

( 4.3.42) 

(4.3.43) 

Now we shall find out whether the Equations (4.3.1) are invariant under 
the scale and projective transformations. For the equations of the first type 
(this is (4.3.12), (4.3.13» it can be done quite simple in the representation 
(4.3.15)-(4.3.17). So, we calculate 

I -1 ( i - -) _ - ( i - -) D = V DV = 1 + m A' P (2xoPo - X· P + AO) 1 - m A' P = 

- 1-- 1--
= 2xoPo - if· P + AO + -A' P = D + -A' P 

m m 
(4.3.44) 

Note that matrix AO satisfying commutation relations (4.1.4) with matrices Aa 
(4.3.4) has the form 

AO = (i/2}i73 (4.3.45) 

We find 

[ 
-2 ] P - 1 - -Po - - - 8 al"'m, 2xoPo - ifP + AO + -A . P = 

2m I'" m 
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Hence Equations (4.3.1): (4.3.12), (4.3.13) do not admit a Lie generator of 
scale transformations D (4.1.2). It follows in turn that these equations are 
non-invariant with respect to the local projective transformations generated 
by n (see (4.1.2)). One can make sure in the same way that Equation (4.3.1): 
(4.3.33) is also non-invariant under the local scale and projective transforma­
tions. Nevertheless, there is a possibility to extend invariance algebra of these 
equations from AG(1,3) to ASch(1,3) with the help of the operators 

(4.3.46) 

which, however, are differential operators of the second and third order and 
generate nonlocal transformations which are to be calculated according to 
(5.3.6). 

I t will be noted that in the case when s = 1/2, 91 / 2 = 7r / 4, k = -i, a = 1 
Equations (4.3.1): (4.3.12) and (4.3.33) have the form 

( "I pI'- - m - i"ls p2) 'I/J = 0 
I'- 2m 

(4.3.47) 

and 

["Il'-pl'--m+(l+"Is-"Io);~l 'I/J=O (4.3.48) 

where "Ip. are Dirac matrices (2.1.2), "Is = i"!O"ll"/2"13' Equations (4.3.47), 
(4.3.48) differ from the standard Dirac equation in terms with p2 but it is 
these addends which change the Poincare invariance of the Dirac equation for 
Galilean one (local for (4.3.48) and nonlocal for (4.3.47)). 

Let us write down Equation (4.3.1): (4.3.12) for spinning particle when 
s = 1/2,1 at large: s = 1/2, 'I/J = column(<p, X); <p, X are two- component 
functions 

(4.3.49) 

s = 1, 'I/J = column($x); $, X are three-component functions 

( 
p2 ) _ ak2 _ _ _ 

Po - - $ = amx - 2akP x $ - -(p2x - P(p· X)); 
2m m 

(PO - ;~) X = am$ + 2akP x X 

(4.3.50) 
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matrices Sa are given in (4.2.21). 
Equation (4.3.48) can be rewritten as follows 

Po'I/J=H'I/J, 
-2 

H = U3m + UI (U. P) + [1- (U3 + i( 2)] :m 
(4.3.51) 

It is rewarding to study its maximal Lie symmetry. 

Theorem 4.3.3. [184]. The maximal group ofpoint transformations admitted 
by Equation (4.3.51) is the Galilei group G(1,3), basis elements of correspond­
ing AG(1,3) having the form 

where 

o 
Pa =--, 

oXa 

§=~((Ta 0) 
a 2 0 (Ta 

M=m 

(4.3.52) 

(4.3.53) 

Proof. Use of the standard Lie alogrithm requires some cumbersome calcula­
tions. To avoid this we shall use the criterion of invariance in the form (10) 
(see also §5.3) so that 

[Po - H, Q]1/J = 0 (4.3.54) 

where Q is the first-order differential operator 

Q = (IJ.(x)01< + 1J(x) (4.3.55) 

~I< are scalar functions; 1](x) is a matrix of dimension 4. x 4. So we find 

R == [Po - H,Q] = i(~oPa +1]0) - m[U3,1]]-

- [Ut(Ta, 1]]Pa + iUI(Tb(~b Pa + 1Jb) + i.(~!PaPb + 1]aPa)+ 
m 

1 p2 
+ 2m (~~a)Pa + ~1J)r - [r, 1J]2m + 

(4.3.56) 

+ i (~g + Ut(Ta~~ + ~ ~~Pa.r - 2~ (~~o)r) Po, 
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where ef: = oelL/oxv , 1/IL = o1//8xv ; JL, II = 1,3; r = 1 - (U3 + i(2). The 
transition on the manifold of solutions of Equation (4.3.51) in (4.3.54) can be 
done as follows 

[Po-H,Q] \ =R\ =0 
Po=H Po=H 

(4.3.57) 

that is in the expression (4.3.56) Po should be replaced by H (4.3.51) every­
where. Equating the coefficients of the identity (4.3.57) yields a set of equations 
to determine eIL(x) and ",(x): 

eO' + e8UICTa + i[UICTa, ",J + UICTaeb' + ..!.."'ar - ~(~ea)r = 0; 
m 2m 

u3m eg + 1/0 + im[U3, 1/] + UICTa1/a - ~(~",)r = 0; 
2m 

(e8 + 2e:)r + i[r, 1/] = 0, (no sum over a) 

a =I- b. 

The general solution of this system has the form 

eO=co, ea=cabXb+gaXO+ca, 

() 1 i (~ .~ ) 1/ x = -:t'abcCTaCbc - mgaxa - "2 CT3 + ZCT2 CTaga + C4 

(4.3.58) 

where co, ca, C4, Cab = -Cbc, ga are arbitrary constants. So, the theorem is 
proved. 

4.4. Solutions of the nonlinear Levi-Leblond equation 

Here we shall obtain some exact solutions of Sch(1,3)-invariant coupled non­
linear equations (see §4.2, (4.2.41» 

Po<P - i(if· P)x = CEF (:~) W2X + JLG (:~) w~<p, 

2imx - (if· P)<p = iCEF (:~) W2<p. 

(4.4.1) 

For this aim we use the projective invariant ansatz (4.1.5) which in this case 
takes the form 

{ :a} /ix <p(x) = x;;3/2 exp i mx ¢(w), w = -, 
2xo Xo 

X(x) = X;;5/2 exp {i r::} (~(w) - ~(if. x)¢(w») 
(4.4.2) 
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Having substituted (4.4.2) into (4.4.1) we obtain the following system of ODEs 

2m;j; + (J. if)J = &F62J, 

- (J . if);j; = &F 62;j; + /1G6~ J 
-t - -t- 1/4 where F, G are arbitrary smooth functions of 61/62 , 61 = (¢ 'lj; + 'lj; ¢) , 

62 = (¢ t ¢ )1/3. It is easy to check that this system has a solution 

J(w) = exp {im(J' if)w} ¢, 

;j;(w) = exp {im(J. if)w} x, 

where ¢, X are constant spinors satisfying the conditions 

-(mif2)2 = (&F62)2 + 2/1mG6~, 
2mx = (&F62 - imiJ2)¢. 

(4.4.3) 

(4.4.4 ) 

From (4.4.4)-(4.4.2) we obtain a projective invariant solution of Equation 
(4.4.1) 

<p(X) = x;;3/2 exp {im 2:
0 

} exp {imw( J . if) } ¢, 

X(x) = x;;5/2 exp { im (2:
0 

+ w(J· ff) ) }. (4.4.5) 

. (X - ~ exp {-imw(J. if)} (J. x) exp {imw(J' if)} ¢) 
and with the help of (4.1.6) from here it follows a Sch(1,3)-ungenerative solu­
tion 

<p(x) = (xo + ao)-3/2 exp {im [2~=o++ii~:) + y(iJ· if) + a] } ¢, 

X(x) = (xo + ao)-5/2 exp {im [2i=o++ii~:) + y(iJ· if) + a]} . 
. (X - exp { -imy(iJ· if)} (J. x) exp {imy(iJ. if)} ¢) ; 

if· x + ifii j3 
y = + 0 

Xo +ao 

Galilean-invariant ansatz 

<p(x) = exp {im j;2 } J(w), w = k· x + koxo 
2xo 

X(x) = exp {im x2 } (;j;(w) _ _ z_· (iJ· x)J(w») 
2xo 2xo 

( 4.4.6) 

(4.4.7) 
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reduces (4.4.1) to the following system of ODEs 

2m{f + (if· k)~ = reF62~' 61 = (~t {f + {ft~) 1/4, 

_ - _ _ (-:4_)1/3 
-{if· k)'I/J = reF62¢ + pG62¢, 62 = ¢I ¢ 

W1¢'+ ~~ = 0, 

which has the solution 
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( 4.4.8) 

where ¢ and X are two-component constant columns satisfying conditions 

[reF62(if. k) + 1: k2 - (reF62)2 - 2pmG6~] ¢ = 0, 

(4.4.9) 

2mx = (reF62 + ~(O'. k)) ¢. 

Formulae (4.4.7)-(4.4.9) result in a Galilean-invariant solution of the system 
(4.4.1): 

tp(x) = (k . x + koxO)-3/2 exp -- ¢, - {imifl} 
2xo 

(4.4.10) 

X{x) = {k· x + koXO)-S/2 exp {imifl} (X - -~-. (k· x + koxo)(if· X)¢) . 
2xo 2xo 

Consider another version of nonlinear equation for Galilean particle with 
spin s = 1/2, namely Equation [29*, 31*] 

(4.4.11) 

where'I/J = 'I/J{x) is a four-component complex function, I-matrices are defined 
in (2.1.2), (2.4.2), >., k are arbitrary real constants. 

Theorem 4.4.1. [29*,31*]. The maximal point IA of the system (4.4.11) is 
given by the following basis IFO: 

Under k = 1/3, 

Po = ioo, 

Jab = XaPb - XbPa + tba, Ib], (4.4.12) 

G = ¢a(XO)Pa _1~a(xoha(iTo + IS), 
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Under k :j:. 1/3, k :j:. 0 

Po = ioo, 

(4.4.13) 

D = xl'-PI'- + 2i/k, 

where ¢I'-, Ji = 0,3 are arbitrary smooth functions of xo, ~I'- == d¢J1. /dxo. 

One can prove the theorem by means of Lie's method. Note that under k = 
1/3 Equation (4.4.11) is invariant under the Schrodinger algebra ASch(1,3), 
basis elements having the form 

Po = ioo, 

Ga = XOPa - ~,a(ho + 15), 

D = xl'- PI'- + ~i 

n = x~Po - 2xOXaPa + 3ixo + ,aXa(rO + h5). 

(4.4.14) 

The above described symmetry of Equation (4.4.11) can be used for con­
structing nontrivial formulae of generating solutions. In particular, we have 
(k = 1/3): 

(4.4.15) 

Taking as 1/JI (x) the following partial solution of the Equation (4.4.11) under 
k = 1/3 

(4.4.16) 

«(Ja are arbitrary constants) we get by means of (4.4.15) another family of 
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solutions of the equation in question 

3/2 {1 (. ·-1 1jJ(X) = cPo exp -2" lacPa + cPo cPO . 

·'a(Xa + cPa}) (,O - iT5)} exp{ -i>'{,aOa}· 

. (fhXb + (hcPb}cPC; l CXX}1/3 }X· 
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( 4.4.17) 

It is interesting to note that Equation (4.4.11) under k = 1/3 can be con­
sidered as nonrelativistic counterpart of the nonlinear Dirac-Gursey equation 
(2.1.5). 

4.5. Symmetry analysis of gas dynamics equations 

The aim of this paragraph is to study the symmetry of the basic equations of 
gas dynamics 

ail (_ -) _ 1_ 
axo + U· V' u + p V' P = 0, 

aap + div (pil) = 0, 
Xo 

(4.5.1) 

P = !(p), 

where il = il(x} = {u\ ... ,un} is the velocity vector of the gas spreading; 
x = (Xo, x} = (XO,X1, ... ,Xn) E Rn+1; p = p(x} and P = P(x} are the density 
and pressure of the gas, and to obtain their exact solutions. 

At the beginning we establish that the one-dimensional Equations (4.5.1) in 
the special case of isentropic and polytropic gas possess an infinite-dimensional 
group of point transformations. It allows us to construct the general solution 
of the one-dimensional Equations (4.5.1) [90]. We also study symmetry of 
multi-dimensional Equations (4.5.1) in some special cases of gas motion and 
construct exact solutions of these equations [90,91]. 

1. One-dimensional isentropic gas motion. 

When number of spatial variables n = 1, Equations (4.5.1) take the form 

ap au ap 
-a +P-a +u-a =0, Xo Xl Xl 

au au 2 ap 
P-a +PU-a +C (p}-a =0, 

Xo Xl Xl 

( 4.5.2) 

where c2 (p) is called sound velocity and is determined by the formula 

c(p} = [a~~} f/2 > 0, 
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p = f(p) is a given monotonic function. 
Equations (4.5.2) were studied as far back as the end of the 17th century. 

In 1809, Poisson obtained a solution of these equations in the form of ordinary 
wave 

u = F(x - (u + c)t) 

where F is arbitrary differentiable function. Challis [37] noted that Equations 
(4.5.2) have not always a unique solution for velocity u. To obtain the unique 
solution Stokes suggested [197] a criterion of a breakdown of the velocity u 
(when the derivative of u aims at the infinity) and obtained two conditions on 
the breakdown. Earnshaw [47] found a solution of Equations (4.5.2) in the form 
of ordinary wave for arbitrary dependence p = f(p). Independently, Riemann 
[171] developed theory of ordinary wave and gave the general solution of the 
Equations (4.5.2) by virtue of Riemann invariants. 

A great contribution to the theory of gas dynamics was made by Hugoniot 
[122], Sedov, Hristianovich, Stanyukovich [196], Zeldovich, Landau and Lifshits 
[140]. 

Kurant [137] had shown that Equations (4.5.2) can be linearized by means 
of hodograph transformation 

VJL = 8VJL 
v 8yv' (4.5.3) 

Xo = t, Xl = X, /1, v = 0,1. 

As a result of application of (4.5.3) to (4.5.2) one obtains the system of linear 
equations 

vl + yoVoO - YI Vlo = 0, 

VOl - Yl Voo + h(yo)V10 = 0, 

where h(yo) = h(p) = !c2 (p). 

(4.5.4 ) 

In case of polytropic gas, when p = Ap1', with A" constants and I = 
2N + 1 
2N _ l' N = 0,1,2, ... , Equations (4.5.4) are reduced to the following second-

order system of PDEs 

where 
r = ! (YI + ..j A(4N2 _1)y~/(2N-I)) , 

S = ! ( -YI + ..j A(4N2 _ l)y~/(2N-I)) 

( 4.5.5) 

(4.5.6) 

( 4.5.7) 
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are Riemannian invariants. 
One can easy recognize in (4.5.5) the Darboux equation. Its general solution 

has the form 

VO = <p(r) + g(s), N=O (4.5.8) 

VO = k + 8N- I ( <p(r) ) + 8 N- I ( g(s) ) 
8rN- I (r + s)N 8SN- 1 (r + s)N ' 

N'? 1 (4.5.9) 

where <p, 9 are arbitrary differentiable functions, and k is a constant. 
If one succeeds in finding the general solution of Equations (4.5.6), thereby 

making use of the inverse hodograph transformation, one constructs the general 
solution of Equations (4.5.2). When I = 3 (N = 1) it is succeeded to do and 
in such a case the general solution of Equations (4.5.2) has the form (see [196]) 

XI-(Ul +3Auo)xo = FI(UI +3AuO), 

Xl - (ul - 3Auo)xo = F2(UI - 3Auo), 

where FI, F2 are arbitrary differentiable functions. 

(4.5.10) 

It will be noted that under I = -1 (N = 0) the explicit form of solution 
of the system (4.5.2) can be also easy found. By substituting (4.5.8) into 
(4.5.6) and denoting <p(r) = F'(r), g(s) = G'(s) we get the general solution of 
Equations (4.5.6) as follows 

VI = rF'(r) - F(r) - sG'(s) + x. (4.5.11) 

Then by means of the inverse hodograph transformation we obtain from (4.5.8), 
(4.5.11) the general solution of Equations (4.5.2) 

t == Xo = F'(u - V _Ap-l) + G'(u + V-Ap-l) , 

X == Xl = (u - V-Ap-l)p'(U - V-Ap-l) - F(u - V-Ap-l)- (4.5.12) 

- (u + V _Ap-l )G' (u + V _Ap-l) + G(u + ¥'=Ap-l) + k 

Group properties of gas-dynamics Equations (4.5.1) had been studied by 
Ovsyannikov and summarized in [162]. Although this investigation was made 
for arbitrary number of independent variables, the two-dimensional case needs 
individual consideration. In this case the symmetry group of gas dynamics 
equations is infinite-dimensional. This result established in [90] does not follow 
from [162]. 

Theorem 4.5.1. [90]. One-dimensional equations of gas dynamics (4.5.2) 
_ '"Y 2N + 1 _ . 

under p - Ap , 2N _ l' N - 0,1,2, ... , that IS 

( 4.5.13) 
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are invariant with respect to the infinite-dimensional Lie group, coordinates 
~o, e, Tf of corresponding [FO 

° a 1 a a X=~ -+~ -+1/-
oxo OX1 AU 

(4.5.14) 

are solutions of Equations (4.5.5), (4.5.6). 

Proof. Using notations (4.5.3) Equations (4.5.2) can be rewritten as follows 

( 4.5.15) 

Applying to (4.5.15) the criterion of invariance (3) one obtains as a result 
the determining equations for functions ~O, {I, 1/: 

1/g + U1Tf~ + u01/i = 0, 

1/~ + U11/t + h(uo)1/~ = o. 

1/1 = _U1(~g - {i + u1~r) - h(uo)(uO~r + 1/~1) + ~~ + U01/~o, 

1/1 = _UI(~g - ~i + ula) - h(uO)(uO~r - Tf~I) +~~ - U01/~o; 

1/0 = -uO(~g - ~t + 2u1~r + 1/~1 - 1/~o), 

0_ h(uO) (eO e1 2 leO 1 ° ). 
1/ - - h'( uO) <,,0 - <,,1 + u <,,1 - 1/1).1 + 1/1).0 , 

~~o = UI~~o -h(UO)~~I' 
e1 leO OeO 
~ul = U ~u.l - U ~uo. 

Compatibility condition of Equations (4.5.19) yields 

(4.5.16) 

(4.5.17) 

(4.5.18) 

(4.5.19) 

(4.5.20) 

1. Consider at first the case p = Ap3. Then (4.5.20) results in the Darboux 
equation for 

(4.5.21) 

The general solution of (4.5.21) has the form 

eO = F(x,uI +AUO)+G(X,UI-AUO) 
<" 2AUO ' ( 4.5.22) 
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where F and G are arbitrary differentiable functions. 
It is not difficult to find function e from (4.5.22), (4.5.19) 

cl = (ul - A1l0)F(x, ul + AUO) + (ul + AUO)G(X, ul - AUO) H() 
<, 2AUO + x, (4.5.23) 

where H(x) is an arbitrary differentiable function. 
Since p = Ap3 results in h(uO) = A2UO, we get from (4.5.18), (4.5.19) 

",0 _",1 . 
uO - ul, (4.5.24) 

",0 = -AUO(€g _ €} + 2ul€f), 

",1 = -ul(€g - €} + ul€f) - (AUO)2€r + €~. 
(4.5.25) 

Following from (4.5.16), (4.5.23), (4.5.25) we find that functions F, G, and 
H should satisfy the equations 

Foo + 2(1ll + AuO)Fol + (u l + AUO)2Fll = 0, 

Goo + 2(ul - AUO)GOl + (ul - AUO)2Gn = 0, 

H oo = Hll = HOI = 0. 

The general solution of system (4.5.26) has the form 

F = xoFO(xo(ul + AUO)) - Xl) + GO (xo(ul + AUO)) - Xl) 

G = xOFl (xo(ul - AUO)) - xI) + Gl (xo(ul - AUO)) - Xl) 

H = C"x" + d, 

(4.5.26) 

(4.5.27) 

where F", G" are arbitrary differentiable functions, c" and d are arbitrary 
constants, v = 0,1. 

Now, using formulae (4.5.27), (4.5.25), (4.5.22), (4.5.23) we obtain 

€o = (2AUO)-1(xoFO + GO + xOFl + Gl), 

e = (2AUO)-1 [(Ul - AuO)(xoFO + GO) + (ul + AuO)(xoFl + Gl )] + c"x" + d, 

",0 = -~(Fo + Fl) + AClUO, (4.5.28) 

",1 = -~(FO - Fl) + ClUI + CO, 

where F", G" are the same functions as in (4.5.27). 
Since €J.L and ",J.L depend on arbitrary functions F", G", it means that the 

symmetry group of Equations (4.5.15) under, = 3 is infinite-dimensional, the 
infinitesimal transformations having the form 

x~ = xJ.L + te + O(t2 ), 

U'" = u" + t"," + O(t2 ), 
( 4.5.29) 
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where ~J.L, r( are given by (4.5.28). So, case 1 of the theorem is proved. 
2N + 1 . . . 

Under I = , N = 0,2,3,4, ... the determInIng EquatIOns (4.5.19), 
2N -1 

(4.5.20) coincide with (4.5.5), (4.5.6) and by means of hodograph transforma-
tion they are reduced to the initial system (4.5.15); the general solution of 
this latter, as we have shown above, contain arbitrary functions. This fact 
accomplishes the proof. 

Remark 4.5.1. In a particular case when 

pO = awo, 

the above proved theorem gives rise to the result obtained under ,= 3 in [162]. 

2. In this item we consider another way of constructing the general solution 
of the two-dimensional equations of gas dynamics with 1=3 (Le., p = Ap3). 

Let us note, that arbitrary functions which are contained in the general 
solution of Equations (4.5.2) depend on the same arguments as arbitrary func­
tions contained by coordinates of IFO do. So, it is naturally to pass on these 
arguments in system (4.5.15) (h(uO) = A(uO?, I = 3): 

VO = (ul + AUo)xo - XI, 

VI = (ul - AUo)xo - Xl. 

This change of variables results in decomposed PDEs 

Xo Voo + (VO + xdV;o = 0, 

Xo VOl + (VI + xdV/ = O. 

the general solution of which has the form 

VO = XOip°(Vo) - Xl, 

VI =XOipl(Vl)_Xl' 

(ip0, ipl are arbitrary differentiable functions), or 

u1 + AUo = ip°(xo(ul + AUo) - Xl), 

u1 - AUO = ipl (xo(u l - AUo) - Xl)' 

This latter coincides with (4.5.10). 

(4.5.30) 

(4.5.31) 

( 4.5.32) 

(4.5.33) 

3. In this item the symmetry of multidimensional equations of gas dynam­
ics is briefly discussed and then some exact solutions of these equations are 
obtained. 
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As we have already noted the symmetry properties of multidimensional gas 
dynamics equations were studied in [162]. In particular, there is established 
13-parameter maximal invariance group G13 of these equations in the case 
n = 3 and 

p = >..l/3. 

The basis elements of corresponding Lie algebra have the form 

Ga = xo8a + 8U4; 

Vo = xo80 + Xa8a; 

VI = xo8o - 3p8p - U a8u B; 

a,b = 1,3; 

II = xo(xo80 + Xa8a - 3p8p - Ua8u 4} + xa8u ". 

(4.5.34) 

(4.5.35) 

- (4.5.36) 

(4.5.37) 

(4.5.38) 

(4.5.39) 

(4.5.40) 

It is the widest symmetry group of Equations (4.5.1). In other cases relation 
(4.5.34) does not hold, the maximal symmetry group of Equations (4.5.1) is 
smaller than the above GI3 . If 

p = >..p'Y, (4.5.41) 

where>.. and, are arbitrary constants, , =f. ! ' then the maximal IA of Equa­
tions (4.5.1) is 12-dimensional and determined by operators (4.5.35}-(4.5.38) 
and the operator 

(4.5.42) 

If 
p= f(p) (4.5.43) 

where f(p) is an arbitrary differentiable function, f(p} =f. >..p'Y, then the max­
imal IA of Equations (4.5.1) is ll-dimensional and determined by operators 
(4.5.35)-(4.5.38). 

Using the symmetry of Equations (4.5.1) we find their exact solutions. At 
first consider the polytropic gas (that is relation (4.5.41) holds). In this case 
Equations (4.5.1) take the form 

uo + (uV)u + >..p'Y-2ij P = 0, 

Po + (uV}p + pdivu = O. 
(4.5.44) 

Since Equations (4.5.44) are invariant under AG(1,3) (4.5.35)-(4.5.40) we 
look for solutions in the form 

p == uO = X~ip°(w), 

U = M(XO}ipI(W) + N(XO)ip2(W) + L(xO)ip3(w) + B(xo}. 
(4.5.45) 
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One can use invariant variables w obtained in §3.6. Without going into de­
tails we present below corresponding functions M, N, L, B and indicate the 
constant k: 

M-( ) - -1/2 1. Xo = nxo , 

B(xo) = V, 

- - -1/2 N(xo) = f3xo , 

k=(l-,)-l, 

-( _ -1/2 
L xo) = ,xo , 

where aV = -b, iiv = ciib - nib, iV = qb + niib; 

M-( ) - -1/2 2. X(Y = nxo , - - -1/2 N(xo) = f3xo , 

B(xo) = V, k = (1 -,)-1, 

where aV = ab, iiv = iib - aab, 

M-( ) - -1/2 3. Xo = nxo , - - -1/2 N(xo) = f3xo , 

B(xo) = V, k=(l"':,)-t, 

where aV = -b, 

4 M- ( ) - -1/2 . Xo = nxo , N-( ) --1 Xo = ,xo , 

5. M(xo) = a, 

where aV = 0, 

6. M(xo) = a, N(xo) = iexp(-bxo), 

k=O, 

where aV = 0, iiv = iib, iV = -ib; 

-( _ -1/2 
L xo) = ,xo , 

- _ -1/2 
L(xo) = ,xo , 

L(xo) = ii, 

L(xo) = iiexp(bxo), 

7. M(xo) = el, N(xo) = e2, L(xo) = e3, 

B(xo) =0, k=O, 

where ea are orthonormal constant vectors, a = 1,2,3; 

B(xo) = 0, 

( 4.5.45') 
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Substitution of (4.5.45), (4.5.45') into (4.5.44) gives rise to the following 
reduced PDEs (the notation is used: cp= (cpo,$), rPs = (rP~,$s»: 

(4.5.46) 

+rP1 = 0, 

where rP~ = 2 ( div $ - 1':1) cpO, ($ = -$ + 2-¢1 + 2),( cpo p-2'(7 cpO, -¢1 

(0, -CP3, CP2)j 

(4.5.47) 

+(2cp3 - W3 + 2cp1 + 4w2}CP3 + rP2 = 0, 

where rPg = rP~ + 2 (cp~ + cpr - cpO cpo, ($2 = -$ + 2-¢2 + 2).(cpOp-2'(7cpO, and 
-¢2 = (cp2, 2cp3, O}j 

3. (2cp1 + W1)CP1 - (2cp3 - 2a + 2W2)CP2 - (2cp2 - 2aw3)CP3 + rP3 = 0, (4.5.48) 

where rPg = 2 (cpl- cp~ +cp~ + 1':1) cpO, ($3 = -¢3 - 2).(cpOp-2'(7cpO, and 

-¢3 = (cp1, 2a + cp2, 2a _ cp3)j 

( 4.5.49) 

where rP~ = 2 (cpI - cp~ - cp~ + 1':1) cpO, ($4 = -¢4 - 2).( cpo p-2'(7 cpO, and 

-¢4 = (cpt, 2cp2, 2b4)j 

(4.5.50) 

where rPg = (-cpI + <p~ + <p~) <po, ($s = -¢s - 2).(<p°}1'-2'(7<p0, and -¢s = 
(-2a, -bcp3, bcp2)j 

6. (_cp1 + bC)cp1 + (<p2 + bw2)<P2 + (<p3 - bw3)<P3 + rP6 = 0, 

where rP~ = rPg, ($6 = -¢6 + ).( cpO p-2'(7 <pO, -¢6 = (-2a, - b<p2 , b<p3) j 

7. (1 - n$)<P1 + (1 - iJ$)<P2 + (1 -7$}<P3 + rP7 = 0, 

0100- - 1 where rPs = 1'-1 cp - rP7 rPs = rP7 + "2<P. 

(4.5.51) 

( 4.5.52) 

(4.5.53) 

Knowing a solution of Equations (4.5.46)-(4.5.53) one obtains by means of 
(4.5.45) a partial solutions of Equations (4.5.44). 

Consider Equations (4.5.46) and suppose CP1 = 0, that is <p = <p(W2,W3). It 
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follows 

(4.5.54) 

If <p = <p(wd then (4.5.46) is directly reduced to the ODE 

which has under, = 2 a partial solution 

(4.5.55) 

So, combining (4.5.55) and (4.5.45) we get a partial solution of Equations 
(4.5.44) under, = 2: 

-1 P = coxo , 

i1 = M(X)X;;-1/2 [a + c13 sin( In C2M(X)) + C1i' COS (In C2M(X))] 

where M(x) = x;;-1/2(ax + bxo). 
Equation (4.5.47) under <p = <P(W1) takes the form 

This latter system has a partial solution 

~ 

<po = cow{-' exp( -2wt), 

I ( 2 2A ,-1 ) <p = aWl WI + C2) + --co WI exp[-2(r - 2)WI + CIWI, 
,-I 

(4.5.56) 

(4.5.57) 

where co, Cl, C2 are arbitrary constants. Using this result we find a partial 
solution of the system (4.5.44) 

-'- 2 
P = xo-' [B(x)):r=T exp[-2B(x)), 

il = x;;-1/2 B(X){a[a(B(X) + C2)2 + ~c;r1. 
,-I 

(4.5.58) 
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. exp{ -2( 'Y - l}B(x}} + CI] - 2aiJ(B(x} + C2} + '1} + if, 

where B(x} = x~1/2(ax - aA(xo}}. 
Consider Equations (4.5.49). They are successfully solved when <p = <pew!). 

In such a case Equations (4.5.49) take the form 

(4.5.59) 

Under 'Y = 2, b4 = 0 we found its solution 

o 1 (2 ) <p = - 2A WI + Co , 

where Co is a constant, P an arbitrary differentiable function. Using this result 
we obtain a partial solution of Equations (4.5.44) 

(ax + b1xof 
p = 8AXo ' 

-_ a ( __ b ) j3-p(aX+b1Xo) u - -2 ax + lXO + (;:;;::' 
Xo yXO 

(4.5.60) 

where a = 1, aiJ = 0, iJ2 = O. Note, that this solution contains arbitrary 
function F. 

Next consider Equations (4.5.50). If function <pew) does not depend on 
W2, W3, we get instead of (4.5.50) the system of ODEs 

Under 'Y = -1 its general solution is given by 

C~ - A I Co 
<p = --0 - bc, 

<p 

<p3 = Cz cos [: (WI + CI }<p0 + C3] , 

(4.5.61) 

(4.5.62) 

(4.5.63) 

where Co, Cl, C2, C3 are arbitrary constants. The corresponding solution of the 
system (4.5.44) under 'Y = -1 has the form 

p = A(x} 

if = a (A~:) + 2axo - bC) + c2iJsin [~: (ax + ax~ + bcxo + ct)A(x} + C3] + 
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+C27 cos [~: (ax + ax~ + bcxo + ct)A(x) + C3 ] + 17, 

where 

4a( ax + ax~ + bcxo + cd . A{x) = c~ - A 

(4.5.64) 

It is well to note, that because solutions (4.5.56), (4.5.58), (4.5.60), (4.5.64) 
contain arbitrary functions, they can be used to solve corresponding boundary­
value or initial-value problems. 

In the same way one can construct solutions of Equations (4.5.1) when p = 
f{p) with arbitrary differentiable function f. In such a case Equations (4.5.1) 
are invariant with respect to the Galilei group G{1,3) and one can use invariants 
of this group and formulae (4.5.45). By substituting these ansatze into (4.5.1) 
one gets the reduced equations which coincide with (4.5.50)-{4.5.53) with the 
only exception: instead of the term A{~orY-2 we will have (~0)-1 f'{~O). 

As an example consider reduced equations corresponding (4.5.52): 

{1 - a$)~l + {1 -li$)~2 + {1 -7$)CP3 + tP7 = 0, 

.1. (- 0 {3- 0 + - 0)( o)-lf'( 0) 0/7 = aCP1 + CP2 ,,(CP3 cP cp. 

Supposing cP = cp{wd we obtain from (4.5.65) the system of PDEs 

(1 - a$)cp~ + cpo a$l = 0, 

(l-a$d$l +(cpO)-lf'(cpO)acp~ =0. 

This system has a solution 
cpO = Co 

$= F{w1), 

(4.5.65) 

(4.5.66) 

(4.5.67) 

where F is an arbitrary differentiable vector-function, satisfying the condition 
aF = 1, Co is a constant. There follows a partial solution of Equations (4.5.1) 

p = Co 

U = F{xo - ax), 
(4.5.68) 

It is appropriate to present here formulae of generating solutions of the 
system (4.5.1) under p = Ap5/3. 

The projective transformations have the form 

I Xo 
Xo = 

1 - ()xo' 
..t X 
X = , 

1 - ()xo (4.5.69) 
pi = p(l - ()XO)3, it = u(l - ()xo) + ()x, 
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(0 is a parameter) and the corresponding formulae of generating solutions are 

p= (1-0xO)-3p ( X~ , xo ), 
1 - Xo 1 - Xo 

U = (1 - OXO)-l [6 ( x~ , xo ) - ox] . 
1 - Xo 1 - Xo 

(4.5.70) 

For example, applying (4.5.70) to a trivial constant solution of Equations 
(4.5.1) 

p = Co, u=c 
we obtain as a result a solution which depends on all variables 

p = co(1- OXO)-3, 

U = (c - 8x)(1 - OxO)-l. 
(4.5.71) 

Let us present some more solutions of Equations (4.5.44) obtained with the 
help offormulae (4.5.70) 

p = co(1 - OxO)-3, 

u = (1 - 8XO)-1 [f (~o_-8!:) -ox] . 
(4.5.72) 

Here f are the same as in (4.5.68). 

4. Now we shall study symmetry of gas dynamics equations describing iso­
choric process (that is, the process taking place without change in volume 
(density)) with constant pressure. Equations in question are 

or 

uo + (uV)u = 0, 

divu = 0 

uo + (uV)u = o. 

(4.5.73) 

(4.5.74) 

Symmetry of Equation (4.5.74) was investigated in [174] and it was es­
tablished the maximal in the class of linear representations 24-parameter in­
variance group G = {IGL(4, R), C(4)} (IGL(4,R) is a 20-parameter group of 
general inhomogeneous linear transformations in R(4); C(4) is a 4-parameter 
Abelian group of pure conformal transformations in R(4)), the infinitesimal 
transformations having the form 

X~ = xI' + €~I'(x) + O(€2), 

uU' (x') = UU(X) + €rt(x, u) + O( €2), 
(4.5.75) 
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where 

(4.5.76) 

1]0. = /30.0 + /3o.bub + (ao + abub)xo. - [(ao + abub)xo + /300 + /3o.bub]Uo.; 

where Qo., /31-''''' '"YI-' are arbitrary constants. 
Note, the most general form of IFO admitted by Equation (4.5.74) is 

(4.5.77) 

which includes linear representation ({I-'(x, u) = {I-'(x), 1]o.(x, u) are linear func­
tions of u) as a particular case. It turns out that the Lie-maximal invariance 
group of Equation (4.5.74) is infinite-dimensional [91]. 

Lemma 4.5.1. The maximal invariance group of Equation (4.5.74) is infinite­
dimensional, the basis elements of corresponding Lie algebra having the form 
(4.5.77) provided 

{o = {o(x,u), 

{a. = uo.{o + F4(w, u) + xoGo.(w, u), 

1]0. = G4 (w,u), 

(4.5.78) 

where w = {wo. = Xo. - xouo.}; {o, Fa., Go. are arbitrary differentiable functions. 

Proof. Applying Lie algorithm to the Equation (4.5.74) one obtains the fol­
lowing defining equations for coordinates of IFO (4.5.77): 

1]a. = (80 + it. V)({o. _ ua.{o), 

(80 +it· V)1]o. =0, 
(4.5.78') 

the general solution of which is given by (4.5.78). The Lemma is proved. 
The symmetry properties of Equations (4.5.73) are summarized in the fol­

lowing statement. 

Theorem 4.5.2. The maximal IA of Equations (4.5.73) is AIGL(4,R), basis 
elements having the form 

a f= b, 

Loa. = xa.80 - uo.ub8u b, Ga.o = x08a + 8u~, (4.5.79) 

Vo = x080 - ub8"h Va. = xa 8a + uo.8it.~ (no sum over a). 
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Proof. As a result of applying Lie condition of invariance (3), one obtains 
defining equations for coordinates ofIFO (4.5.77) which include (4.5.78') and 
equations 

divij= 0, (4.5.80) 

The general solution of these equation is 

e' = f3JLvXV + 'YJL; JL = 0,3; 

",a = f3ao + f3abub - (f3oo + f3abub)Ua 
(4.5.81) 

which defines AIGL(4,R) (4.5.79). The theorem is proved. 

Remark 4.5.2. Algebra AIGL(4,R) (4.5.79) contains as subalgebras AP(1,3) 
and AG(1,3). This means that Equations (4.5.73) describe relativistic as well 
as nonrelativistic processes. It is interesting to note that generators of Lorentz 
boosts JOa are realized in nonlinear representation 

(4.5.82) 

The final transformations generated by operators (4.5.82) have the form 

x~ = 'Y(xo + x· ii), 
,., _ I'~l( __ ) __ 
x = x + --2- x· V V + 'YVXo, 

v 

(4.5.83) 

(4.5.84) 

where ii = {VI, V2, V3} are arbitrary constants, v2 = ii· ii, and 'Y = (1 -
V2)-1/2. Though the transformations (4.5.84) are nonlinear in u, they have 
a clear interpretation. Formula (4.5.84) is the well-known relativistic-velocity 
summation. 

5. Here we obtain exact solution of Equations (4.5.73), (4.5.74) by making 
use of their symmetry. 

Consider Equation (4.5.74). Since it is invariant under G(1,3), we look for 
its solutions in the form 

(4.5.85) 

which is a particular case of the ansatz (4.5.45). It is obvious that the reduced 
equations following as a result of substitution (4.5.85) into (4.5.74) coincide 
with (4.5.46)-(4.5.53) if to put in these latter A = 0 and omit the last equation 
in everyone of them. 
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Consider some such integrable reduced equations. Putting in (4.5.46) ~ = 
~(WI) we get 

The general solution of Equation (4.5.86) has the form 

I WI ± vwi + CI 
'{J = 2 ' 

'{J2 = C2 (WI ± J wi + CI ) sin In [ C3 (WI ± J wi + CI ) ] , 

'{J3 = C2 (WI ± J wi + CI ) cos In [ C3 (WI ± J wi + CI ) ] 

(4.5.86) 

(4.5.87) 

where Cl, C2, C3 are integration constants. Formula (4.5.87) together with 
(4.5.85) give a partial solution to the Equation (4.5.74) 

if = j;i [~+ c2ffsin In (C3F(X)) + C27COS In hF(x))] + V, 

where F(x) = X;;-I/2 (ax + bxo ± v(ax + bxO)2 + CIXO ). 

(4.5.88) 

Let function ~ of Equation (4.5.47) depends on WI only. Then we have the 
ODE 

After integrating it we get 

'{JI = ! (WI ± J wi + C3 ) [ In 2 C2 (WI ± J wi + C3 ) + CI] , 

<p2 = -a (WI ± Jwi +C3 ) In C2 (WI ± Jwi +C3), 

3 WI ± Vw; + C3 
<p = 2 ' 

(4.5.89) 

(4.5.90) 

where Cl, C2, C3 are integration constants. From (4.5.90) and (4.5.85) we find 
a solution of Equation (4.5.74) 

if = ~Jri [aa2 (ln 2C2M(x) + cd - 2affln C2 M (X) + 7] + v, (4.5.91) 

ax+ kxo 
where M(x) = ± 

.jXO 

Let function ~ of Equation (4.5.48) not depend on W2, W3. Then we have 
the ODE 

( 4.5.92) 
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The general solution of (4.5.92) has the form 

I -WI ± v' wi + CI 

'P = 2 ' 

'P2 = C2 ( -WI ± V wi + CI ) -2a+ , (4.5.93) 

'P3 = C3 ( -WI ± V wi + CI ) -2a_ , 

where CI, C2, C3 are integration constants. Formulae (4.5.93), (4.5.85) give a 
solution to the Equation (4.5.74) 

if = ~F(x) + c20[F(x)] -2a+ + c31[F(x)] -2a_ + V, 

F(x) = XOI (-ax - bxo ± v'(ax + bxo? + CIXO ) 

Putting $ = $(W3) we get from (4.5.48) 

which has a solution 
'PI =CI('P3)lj2a_, 

'PZ = C2('P3)I j2a+, 

function 'P3 being a solution of functional equation 

The corresponding solution of Equation (4.5.74) can be written as 

if = C~('P3)lj2a_ + czOx-;a+('P3t+ ja- + 1x-;a-'P3 + v. 
yXO 

(4.5.94) 

(4.5.95) 

(4.5.96) 

(4.5.97) 

(4.5.98) 

Let function $ of Equation (4.5.49) depend only on WI. Then we have the 
ODE 

the general solution of which having the form 

'PI = ! (-WI ± V wi + CI ), 

'P2 = C2 (-WI ± V wi + CI ) 2 , 

'P3 = 2b4 ln (-WI ± vwi + CI) + C3, 

(4.5.99) 
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where c}, C2, C3 are integration constants. Formulae (4.5.99), (4.5.85) give a 
solution to the Equation (4.5.74) 

11 = ii (M(X) + bI ) + '7 (C2 M2(x) - b2) + fi (2b4 1n M(x) - b4 1n xo) (4.5.100) 
2yf:fO Xo 

where M(x) is the same as in (4.5.94). 
Let function cp of Equation (4.5.49) depends only on W2. Then we have the 

ODE 

which is satisfied by 

<pI =CI#, 

<p3 = b4 ln <p2 + C3, 
(4.5.101) 

provided function <p2 is a solution of functional equation 

(4.5.102) 

The corresponding solution of Equation (4.5.74) can be written as 

(4.5.103) 

Let function cp of Equation (4.5.50) depend only on WI. Then we have the 
ODE 

which has solution 

<pI = ±~v'4awl + CI - bc, 

<p2 = C2 sin ( ±:a v' 4awl + CI + C3) , 

<p3 = C2 cos ( ±2~ v'4awl + Cl + C3) . 

Thereby we find one more solution to the Equation (4.5.74) 

11 = ii(M(x) - 2axo - bc) + fiC2 sin (2~ M(x) + C3) + (4.5.104) 

+ '7C2 cos (2ba M (x) + C3) , 

where M(x) = ±[4a(ax~ + bcxo + ax) + CI]1/2. 
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Let function rp of Equation (4.5.51) depends only on WI. Then we have the 
ODE 

(-vi + bC)rpl + if6 = 0 

which is satisfied by 

<pI = 2vaVWI + C} - bc, 

<p2 = C2 exP (:raJWI + c1 ) , (4,5.105) 

<p3 = C2 exp ( - :ra J WI + c1) , 
Fonnulae (4.5.105) and (4.5.85) give a solution to the Equation (4.5.74) 

u = a(M(x) + 2axo - bc) + jJC2 exp [- JaM(X) + bXO] + 

+ 7C2 exp [:raM(X) - bXO] + V, 

where M(x) = (ax~ + bcxo + ax + CI)I/2. 

(4.5.106) 

Let function rp of Equation (4.5.52) depends only on WI. Then we have the 
ODE 

the general solution of which has the fonn 

(4.5.107) 

where l are arbitrary differentiable functions, such as al = 1. It follows a 
solution to the Equation (4.5.74) 

u= lcxo - ax). (4.5.108) 

Let function rp of Equation (4.5.53) depends only on WI. Then we have the 
ODE 

which has a partial solution 
rp= cF(wt} 

provided F(wt} satisfies the condition 

p2(caF + ~wd = 1. 

(4.5.109) 
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It follows a solution to the Equation (4.5.74) 

u= !:F(x) 
yxO 

(4.5.110) 

where function F( x) satisfies functional equation 

F -2 ........ 'P 3 iix -o:c = ---. 
2,.jXo 

(4.5.111) 

Remark 4.5.3. Looking for solutions of Equation (4.5.74) by means of the 
ansatz 

u = xcp(w) 

we get the reduced equation as follows 

To require Equation (4.5.113) to be an ODE, one has to put 

For example, if 

oow = A(w), 

(xV)w = B(w). 

Equations (4.5.113) take the form 

Wcp'(cp + A) + cp2 = O. 

This latter equation has the general solution 

(4.5.112) 

(4.5.113) 

(4.5.114) 

(4.5.115) 

(4.5.116) 

(4.5.117) 

Let us write down some formulae of generating solutions of Equation (4.5.74). 
Let 

(4.5.118) 

be a solution of (4.5.74). Then using transformations (4.5.83), (4.5.84) and 
formulae (17), we find new solutions of Equation (4.5.74): 

1 - tP F .... ( ') .... u= x -v 
1 - vF(x l ) 

(4.5.119) 
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where x' is determined in (4.5.83); analogously, using conformal transforma­
tions 

I X 
X =-, 

ff 

-of ffif + (ao + aif)X 
U = ff + (ao + aif)xo ' 

ff = 1 - aoxo + ax 

we find new solutions as 

_ F (~) - [ao + aF ( ~ ) ] x 
u- ff ff 

- 1 - [ao + aF (~) ] Xo 

(4.5.120) 

(4.5.121 ) 

Now, without going into details, we list some solutions ofthe system (4.5.73) 
obtained in the same manner as solutions of Equation (4.5.74): 

if = xOl/2 exp[-M(x)] [ff(C2 cos M(x) - Cl sin M(x»)+ 

+ f(cI cos M(x) + C2 sin M(x»)] - v, 

M (x) = In ax + bxo ; 
Fa 

- C2 [_ ( I B(x) ) ;.;] -u= B(x) a an Fa +Cl +/J +v, 

B(x) = ax - xo<i.A(xo); 

if = c2ff(ax + bxo)-2a + c3f(ax + bxo)-2a- + v; 

if = ab1 - ff(2b4ln (ax + b1Xo) + C3) + f ( __ C2
b - b2XO) j 

ax + lXO 

_ _ ;.; ( 2C2 __ ) -1/2 _ ( 2C2 __ ) 1/2 _ 
U = aCl + /JC2 C3 - ~ax ± 'Y C3 - ~ax + Vj 

if = lexo - ax). 

Note that in this case of generating solutions formula (4.5.119) also holds. 

Remark 4.5.4. Let 
(4.5.122) 

where v is scalar real function. Substitution of (4.5.122) into Equation (4.5.74) 
gives rise to the Hamilton-Jacobi equation (3.6.1) with m = 1: 

1 (- )2 Vo + 2" V'v = O. 
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Hence, one can use solutions of the Hamilton-Jacobi equation obtained in 
Paragraph 3.6 to construct via (4.5.122) solutions of Equation (4.5.74). Below 
we list some of such solutions 

if = 2!o (ax - bxo ± J(ax + bxO}2 - 8axo) , 

if = -a ( 2axo + b ± J (ax + ax~ + bxo + c) , 
if = (1 - OxO}-l [aF C ~!xo) - ox] , 

where 0, a, a, b are arbitrary constants, F is an arbitrary differentiable func­
tion. 

In conclusion, it will be noted that since equations considered above are 
translationally invariant all solutions obtained here can be multiplied by mak­
ing change xI-' -+ xI-' + hI-' (hI-' are constants). 

4.6. The Galilean invariant generalization of the Lame equations. The super­
algebra of symmetry of the Lame equations 

The Lame equations 

82 -
Lif == 8 ~ - agrad( div if} - tl.if = 0 

Xo 
(4.6.1) 

where if = if(x} = {U1,u2,U3 } is a displacement vector, x = (xo,x) E R4, a 
is a constant, are basic equations of elastodynamics and describe propagation 
of waves in elastic and isotropic medium. In spite of the fact that Equa­
tions (4.6.1) are quite satisfactory from the physical point of view (at least 
for small-amplitude oscillations) [141] the rightfulness of their use from the 
group-theoretic point of view gives rise to grave doubts [63]. The point is that 
the Lame equations do not satisfy any principle of invariance, neither Galilean 
nor Lorentz. As it was shown in [39] the Lie-maximal invariance algebra of 
Equation (4.6.1) is AE(1,3}, basis elements having the form 

8 8 
Po = -8' Po. = -8' D = xoPo + XaPa 

Xo Xa 

J. n p 0. 8 b 8 
ab = Xarb - Xb a + U 8ub - u 8ua 

(4.6.2) 

In book [10] this symmetry has been used for obtaining exact solutions of 
Equation (4.6.1). It will be noted that in [73] it is shown (with the help of 
non-Lie method [57]) that Lame equations (4.6.1) are invariant both under 
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AC(l,3):::>AP(1,3) and AG(1,3); however, the basis elements of these algebras 
are pseudo differential operators. 

Following (104) we generalize the Lame equations (4.6.1) so that they will 
be invariant under the point Galilean transformations 

jf = x + vo, x~ = Xo; 

i1! (x') = it( x) + v, v = const. 

Theorem 4.6.1. (104). Equation 

Lit + F(it,it, iJ) = 0, 
1 2 

{oua} 
if= OXb ' 

is invariant under the Galilean transformations (4.6.3) iff 

Proof. The transformations (4.6.3) are generated by the operator 

According to (5.3.8) we find 

Hence 

V' = exp{ xov . V} V exp{ -xov . V} = V, 
0' = exp{ xov . V}oo exp{ -xov . V} = 00 - v· V, 

(0~)2 = 03 - 2(v, V)80 + (v· V)2 

L(o')i1!(x') = Lit - 2(v, V)Uo + (v· V)2it 

(4.6.3) 

(4.6.4) 

(4.6.5) 

(4.6.6) 

(4.6.7) 

(4.6.8) 

So, to ensure the invariance of Equation (4.6.4) it is necessary and sufficient 
to require 

F' = F + 2(v, V)ito - (v· V)2it 

whence we obtain (4.6.5). The theorem is proved. 

(4.6.9) 

Remark 4.6.1. One can make sure applying Lie's method that the maximal IA 
of Equation (4.6.4), (4.6.5) is AG(1,3) with basis elements (4.6.2), (4.6.6). 

Remark 4.6.2. There is one more realization of AG(1,3), namely when 

(4.6.10) 
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These operators generate the following transformations 

if' = if + VXO, X~ = Xo 

_I W 
W = 1 _ VW· 

However, by virtue of the substitution 

_ c 
w=--

1- cu' c= const 

these transformations and operators (4.6.10) are reduced to (4.6.3) and (4.6.6). 
I t will be noted that Lame equations are closely connected with the wave 

equations 
iJ2tp 
~ 2 = (0: + l)6.tp, 
uXO 

It is easy to verify that 
i1 = Vtp + rot-¢ 

(4.6.11) 

( 4.6.12) 

is a solution of Lame equations (4.6.1) for any tp and 1$ satisfying (4.6.11). An 
infinite sequence of solutions of the wave equation is given in (2.3.60), (2.3.61). 

2. If we seek for symmetry operators of the Lame equation (4.6.1) among 
the second-order differential operators with matrix coefficients 

(4.6.13) 

then we will have: 

Theorem 4.6.2. [70*] The Lame equations (4.6.1) admit 62 operators of the 
type (4.6.13) from which nine operators 

N = (SJ)2 - (sJ), 

No. = [Po., NJ, Nab = [Pb, No.] 
(4.6.14) 

where J = if x P + S; matrices So. are written in (4.2.21), P == -iV, do not 
belong to the enveloping algebra of AE(l, 3) (4.6.2). 

Theorem 4.6.3. The Lame equations are invariant with respect to the su­
peralgebra SQM(3,3), basis elements having the form 

__ 2 

Q1 = (S· P) , 

- - 2 R1 = (5· P) , 
(4.6.15) 
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and satisfying relations 

[Q .. , QbJ = [Q .. , RbJ = 0, 

[R .. , RbJ+ == R .. Rb + RbR .. = o .. bRb (no sum on b). 
(4.6.16) 

The proof of these theorems is based on the invariance condition in the form 

(4.6.17) 

where l/'v, BJ.', Care 3x3 matrices depending on x. The truth of formulae 
(4.6.16) one can verify straightforwardly. 

Now we present final transformations generated by operators (4.6.15) calcu-
lated according to §5.3 and Appendix 3.5. Using the identities 

(S· F)il = rot il, 

(S- p-)2 - t t - ~d' - A - def -• U = ro ro u = v IV U - ~U = V, 

(S.F)2nil= (_l)n+1~n-lV, n= 1,2, ... (4.6.18) 

(8. F)2n+lil= (_l)n~n rotil, n = 0,1,2, ... 

one can easy obtain 

- A-I (-9t!. 1)-=u-~ e - v= 

(4.6.19) 

x' = x 

Rl: ii'(x') = il(x) + {3rotil 

() is a usual real parameter; {3 is a Grassmann parameter. 
Using the identities 

(S- JT\ - - "(- -) -d' - def -. I)U = U + v x· U - X IV U = W 
__ 2 _ _ _ 

(S· J) il = (S· J)'Iii = 'Iii + '\i'(X' 'Iii) - xdiv'lii 
(4.6.20) 

we find transformations generated by the odd operator R2 : 

u .. , (x') = u"(x) + {31 [2U" + (x· V)u" + 3x· il .. + 

+ x(x· V)ila. - x2 divila. + xa.(x, V)divil- x· ~il- 2divil)] 
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/31 is a Grassmann parameter. 

4.7. Reduction and exact solutions of nonlinear Galilei-invariant spin or 
equations 

Following [73*) we consider the nonlinear spinor equation of the form 

(4.7.1) 

where 1j; = 1j;(t,Xl, ... ,X3) is a four-component complex-valued function (col­
umn), at = a/at, Oa = O/OXa; 1'0, ... ,1'3 are Dirac matrices (2.1.2), 1'4 = 
1'01'11'21'3; F is a four-component function (column) depending on 1j;*,1j;. 

It is known that Equation (4.7.1) under F = 0 is invariant with respect to 
the ll-dimensional Galilei algebra AG(1,3) [144,78] with basis elements 

Po = at, Pa = Oa, M = 2im, 

Ga = tOa + 2imXa + !(ro + 1'4ha, 

Jab = XaOb - XbOa - !1'a1'b. 

(4.7.2) 

Operators Ga generate the three-dimensional group of Galilei transformations 

t=t', x~=xa+vat, 

1j;'(x') = exp{ -2im(vaxa + ~Vavat)- (4.7.3) 

- !(ro + 1'4haVa }1j;(x), Va = const, X = {t, xa }. 

Let us require the nonlinear equation (4.7.1) to be invariant under Galilei 
transformations (4.7.3). (Non-Lie symmetry of Equation (4.7.1) under F = 0 
is studied in [138*J.) 

Theorem 4.7.1. Equation (4.7.1) is invariant under AG(1,3) (4.7.2) iff 

F = [It + (ro + 1'4)h]1j; 

where Ji = h(1jj1j;,1jj(ro +1'4)1j;), 1jj = (1j;*)T1'o, 

The proof can be obtained by application of standard Lie algorithm. 

(4.7.4) 

Remark 4.7.1. When m = 0, Equation (4.7.1) with nonlinearity (4.7.4) is 
invariant under the infinite-dimensional group of transformations 

t' = t x~ = Xa + ha(t), 

1j;'(x') = exp{ -~(ro + 1'4)raka(t)}, 
(4.7.5) 
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where h,,(t) are arbitrary differentiable functions of t, h = dhfdt. 
To construct solutions of Equations (4.7.1), (4.7.4) we will act by analogy 

with that done in Paragraph 2.1, but in this case we use the three-dimensional 
subalgebras of AG(1,3) found in [71*]. Below in Table 4.7.1 we list G(1,3)­
inequivalent ansatze of codimension 1 obtained as solutions of equations 

QaA(X) == [(~(x)8t + (!(X)8b + 7](X)] A = 0, 

[(~(x)8t + (!(X)8b]W = 0, 

'I/J(x) = A(x)<p(w), 

(4.7.6) 

where Q", a = 1,2,3 are elements of a three-dimensional subalgebraof AG(1,3). 

Table 4.7.1. G(1,3)-inequivalent ansatze of co dimension 1 for spinor field 

N Algebra Invar. var. W Ansatze 'I/J(x) = 
1. Po, PI, P2 X3 = <p(w) 

t 
2. P1,P2, X3 = exp{ 2a 71"}'2 }<p(w) 

J12 +aPo 
3. Pl,P2, X3 = exp{ -iamt}<p(w) 

Po +iam 

4. PO,P3, x~ +x~ = exp{ -h1"}'2 arctan :: }<p(W) 

J12 

5. P1,P2, f3t2 - 2ax3 = exp{ ~ima-2 f3t(f3t2 - 3ax3)-

J12 +aPo+ -a-1f3t7]3 + 2: 71"}'2 }<p(W) 

+f30 3 
6. Pt,P2, { X3 t = exp - C'Y1"}'2 - 2a7]3-

2at 
J12 + a03 . -2iamx3 }<p(w) 

7. 0 1,02, t { tm (2 2 = exp -T Xl + X2)-

J12 + a03 1 } { X3 --(7]IXl + 7]2X2) exp -_. 
t 2at 

·(2iamx3 + a7]3 - 7172) }<p(w) 

8. P1,P2, t = exp{ - ~~ 71"}'2 }<p(w) 
J12 + aP3 

9. 0 1,02, t { im (2 2 1 ( = exp -- xl + X2) - - 7]1Xl+ 
txt 

J12 + aP3 +7J2X2)} exp {-~71"}'2} <pew) 



256 Chapter 4. Systems of PDEs Invariant Under Galilei Groups 

Table 4.7.1. G(1,3)-inequivalent ansatze of codimension 1 for spinor field 

N Algebra Invar. var. w Ansatze 'f/;( x) = 

10. Pl ,P2,P3 t = <p(w) 

11. GI , P2,P3 { im 2 1 } t = exp --Xl - -XITJl <pew) 
xt t 

12. Gt+o.H, t = exp{ --f(imx2 + TJ2)+ 

G2,P3 +~(imxl + TJJ) }<p(w) 
0.- t 

13. Gl +o.H, t = exp --(zmX3 + TJ3) + --. { X3 . Xl 

t 0.- t 
G2 + /3P2, ·(imXl + TJJ) + /~ t (imX2 + TJ2) }<p(w) 

G3 

14. Gt + o.Po, t2 - 2o.xl = exp{ ~io.-2mt(t2 - 3o.xI)-

P2,P3 -!TJI }<p(w) 

15. J12 + io.m, xi +x~ = exp{ (io.m - hI 12) arctan ;: }<p(w) 

PO,P3 

16. Gl + o.P2, { Xl . t = exp -T(zmxI + TJJ}-

G2 + o.Pl+ -im(o.xl + tX2)2 [t(t2 - t/3 _ 0.2)] -I + 

+/3P2+ X3 } +-(o.TJI + tTJ2) . 
rt 

+(o.p - 6!3)P3, . exp { imz2 [/(t)(t2 - t/3 _ 0.2)] -1 + 

-G3 + pGI+ 
Z [f ') + I ( t ) a -:;: - t2 TJl + 

+6G2 +o.6P1 + ~ - 6)' 'fJ2 + TJ31 }<p(w) 

In this table: 

TJa = !ho + 14),a, r = o.p + 6/3 
I(t) = r[o.(pt - 0.6) + 6t2] - t[t2 - t/3 - 0.2], 

z = r(o.xI + tX2) + [t(t - /3) - o.2]X3, 

a, /3, p, 6 are arbitrary real constants. 
Let us substitute ansatze from Table 4.7.1 into Equation (4.7.1), (4.7.4). 

After some cumbersome calculations we obtain the following system of ODEs: 

10 i!3<P + mho - 14)<p = R. 

20 i ,3<P + [2~ ho + 14),3 + mho - 14)] <p = R. (4.7.7) 
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3° h3<P + [ambo + 14) + mbo - 14)] I{) = R. 

4° 2iVw12<P + L~12 + mbo - 14)] I{) = R. 

5° - 2h3<P + [2~ bo + 14h3 + !~ bo + 14) + mbo - 14)] I{) = R. 

6° - i(10 + 14)<P + [2!W b014 - abo + 14» + mbo - 14)] I{) = R. 

7° - ibo + 14)<P + [2!W 1014 - ~bo + 14) + mbo - 14)] I{) = R. 

8° - ibo + 14)<P + [mbo - 14) - 2~ 1014)] I{) = R. 

9° - ibo + 14)<P + [mbo - 14) - ~bo + 14) - 2~ 1014] I{) = R. 

10° - ibo + 14)<P + mbo - 14)1{) = R. 

11 ° - ibo + 14)<P + [mbo - 14) - 2~ bo + 14)] I{) = R. 

12° - ibo + 14)<P + [mbo - 14) - i (! + _1_) bo + 14)] I{) = R. 
2 W w-a 
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i (1 1 1) ] -- -+--+-- bo+14) I{)=R. 
2 w w-a w-{3 

14° - 2ia11<P + [mbo - 14) + :~ bo + 14)J I{) = R. 

15° 2iVw12<P + [.)w(iam11 + h2) + mbo - 14) + (3mbo + 14)] I{) = R. 

16° - ibo + 14)<P + {ibo + 14) [[2Wf (W)r1 (w3 + a(a + pr)w-

-28a2r) - ~] + mbo - 14)}I{) = R. 

Equations 1°-16° correspond to that of ansatze in Table 4.7.1j dot means 
differentiation with respect to corresponding Wj 
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Further we consider the nonlinear equation 

[-ibo + /4)Ot + iraoa + mbo - ,4) - A(7Jjbo + /4)1P)1/2k]1P = 0, 

A, k = const, 
(4.7.8) 

which is a particular case of Equation (4.7.1), (4.7.4). Note that in this case 
corresponding reduced equations have form (4.7.7), provided R = A(~bo + 
14)cp) 1/2kcp. 

We succeeded in solving Equations 6°-13° (4.7.7). In this connection the 
following lemma was essentially used. 

Lemma 4.7.1. The quantities 

16 = ~(ro + 14)CPW, 17 = ~bo + 14)cpW2, 18 = ~(ro + /4)cp, (4.7.9) 

19 = ~(ro + 14)cpW2, 110 = ~(ro + /4)CP, III = ~bo + /4)cpW, 

112 = ~bo + 14)cp(W2 - O:w), 1 13 = ~(ro + /4)CP(W3 - 2(0: + (3)w2 + o:f3w) 

are the first integrals of the systems of ODEs 6°-13° (4.7.7), respectively. 

Proof. Consider Equation 6° of (4.7.7) (the rest of the cases are analogous). 
Multiplying on 10 the complex conjugation of Equation 6° we obtain 

from which 

~(ro + /4)cp + ~bo + 14)</1 = -w-1~bo + ,4)CP or 

d 
dw [~bo + 14)cp] = -w-1~bo + /4)CP· 

After integrating this equation we find 

c = const. 

So, the lemma is proved. 
Resolve relations (4.7.9) with respect to ~(/o + 14)CP and inserting the result 

obtained in Equations 6°-13° (4.7.7) we get the linear systems of ODEs, having 
general solutions of the form [73*]: 

(4.7.10) 
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1 . 
hew) = 2m (AW- 1lk + (2io:w)-1)97(W), 

1 
97(W) = - exp{ (16i0:2mw)-1 + i¢>2(k, w)}; 

w 

1 ~ i 
hew) = 2m (A + 20:)98(W), 

98(W) = exp{ -(1 + 40:2m:\2)(16i0:2m)-lw}; 

1 (~ Ii) f9(W) = 2m AW-1 k + 20: 99(W), 

99(W) = w-1 exp{ -(16i0:2m)-lw + i¢>2(k, w)}; 

:\ {i:\2} ho(w) = 2m exp 4m w 91O(W); 

{ ':\2 } 
910(W) = exp ~m w ; 

fu(w) = 2~W-1/2k911(W)' 

1 
911(W) = y'Wexp {i¢>l(k,w)}; 

h2(W) = 2~ (w2 - o:w)-1 /2k 912 (W), 

g,,(w) ~ (w' - ow )-'iZ exp { ~: ] (,z - az )-'1' dz } ; 

A -1/2k 
h3(W) = 2m [w(w - o:)(w - ,8)] 9dw), 
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(4.7.11) 

-12k iA2 -11k 
{ 

~ w } 
913(W) = [w(w - o:)(w - ,8)] I exp 4m J [z(z - o:)(z - ,8)] dz. 
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In formulae (4.7.11) ); = ).(xh'o + 1'4)x)1/2k, 

);2 {_k_W(k-n)/k, k =F n 
¢n(k,W)=- k-n 

4m lnw, k=n. 

Returning to ansatze 6°-13° from Table 4.7.1, we can easily write with the 
help of (4.7.10), (4.7.11) the corresponding solutions of Equation (4.7.8). 

In conclusion, it will be noted that Equation (4.7.8) under k = ~ is addi­
tionally invariant with respect to scale and projective transformations [94,73*]: 

t' = e29t, , - 9 Xa - e Xa, 1/J'(X') = exp{B(-2 + hOI'4)}1/J(X); 

t,=_t_ x' =~ 
I-Bt' a I-Bt' 

1/J'(X') = (1- Bt)2eXP{imBXaXa(Bt _1)-1_ 

- ;t In (1 - Bt)[t')'OI'4 + h'o + 1'4haxa1 }1/J(x). 

4.8. Reduction and exact solutions of the Navier-Stokes equation 

Following [63*1 below we construct the complete set of G(1,3)-inequivalent 
ansatze of codimension 1 for the Navier-Stokes(NS) field which reduce the NS 
equations to systems of ODEs. Having solved these ODEs we obtain thereby 
solutions of the NS equations. 

The NS equations 

: + (il . V)il - Ail + Vp = 0, 
(4.8.1) 

divil = 0, 

where 17 = il(x) = {U1,U2 ,U3 } is the velocity field of a fluid, p = p(x) is the 
pressure, x = {t,x} E R(4), V = {oloxa}, a = 1,2,3; A the Laplacian, are 
basic equations of hydrodynamics which describe motion of an incompressible 
viscous fluid. The problem of finding the exact solutions of nonlinear Equa­
tions (4.8.1) is rather comlicated, and the symmetry approach turns out very 
effective. It is well known (see, e.g. [29]) that NS equations (4.8.1) are invariant 
under the extended Galilei group G(I,3) generated by operators 

o 0 
Ot = !:It' 00. = -, 

U OXa 
Jab = XaOb -XbOa +UaOub -UbOU B , 

Go. = tOo. + Ou'" 
D = 2tot + XaOa - Uo.Ouo- - 2pop, 

(4.8.2) 
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Table 4.8.1. (}(1,3)-inequivalent ansatze of codimension 1 for the NS field 

N Algebra Invar. var. w Ansatze 

I. aI, a2, a3 t ul = few), u2 = g(w), 
u3 = hew), p = <pew) 

2. at, aI, a2 X3 ul = few), u2 = g(w), 
u3 = hew), p = <pew) 

3. at,al X3 ul = X2 + few), u2 = g(w), 
Gl +G2 u3 = hew), p = <pew) 

4. al ,a2 t2 - 2X3 ul = few), u2 = g(w), 
at +G3 u3 =t+h(w), p = <pew) 

5. al ,a2 X3 ul=t+f(w), 
at + Gl u2 = g(w), 

u3 = hew), p = <pew) 
6. al,aZ + Gl tZ - 2X3 ul = Xz + few), UZ = g(w), 

at +G3 u3 =t+h(w), p = <pew) 
7. al + a(%, tZ + 2axl - 2X3 ul = few), u2 = g(w), 

a2,at +G3 u3 = t + hew), p = <pew) 
8. aI, at + G3, axz - X3 + ~tZ ul = X2 + few), UZ = g(w), 

Gl + az + aa3 u3 = t + hew), p = <pew) 
9. at, a3, ·h2 (xi + X~)l/Z ul = xd(w) - xzg(w), 

u2 = Xlg(W) + x2f(w), 
u3 = hew), p = <pew) 

10. at +G3, (xi + x~?/2 ul = xd(w) - xzg(w), 
a3,·hz UZ = Xlg(W) + xzf(w), 

u3 = t + hew), p = <pew) 
1 

UZ = ...!...g(w) , II. at ,a3,D Xl/XZ ul = - few), 
X2 X2 

3 1 1 
u = -hew), p = z<p(w), 

X2 x2 
12. at, (%, In (xi + x~)+ ul = (xi + x~)-l. 

h2+ aD +2aarctan .:£l. 
"'2 

,(xlf(w) - X2g(w)), 
u2 = (xi + X~)-l. 

'(Xlg(W) + xzf(w)), 
u3 = (xi + X~)-1/2h(w), 
p = (xi + x~)-l<p(w) 
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Table 4.8.1. 

N Algebra Invar. var. Ansatze 

13. 

D 

14. 

D 

15. 

D 

16. 

D 

17. 

18. 

D 

19. 

D 
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a a 
where aun a' ap = -a . Recently it was shown [161,74*] that the 

ua p 
Lie-maximal invariance algebra of the NS equations (4.8.1) consists of the 
ll-dimensional AG(1,3) (4.8.2) and the infinite-dimensional algebra ACXJ with 
basis elements 

Q = raa + jaaua - xaja ap 

R= gap 
(4.8.3) 

where r = r(t) and 9 = g(t) are arbitrary differentiable functions of t; dot 
means differentiation with respect to t. 

To reduce Equations (4.8.1) to a system of ODEs we use ansatze of co­
dimension 1 obtained as invariants of inequivalent 3-dimensional subalgebras 
of AG(1,3) described in [68,71*]. In Table 4.8.1. we list these 3-dimensional 
subalgebras and give corresponding invariant variable w; 0: :j:. ° is an arbitrary 
constant; f, g, h, 'P are differentiable functions of corresponding invariant vari­
ables w. 

Let us substitute ansatze from Table 4.8.1 into the Equations (4.8.1). As a 
result we obtain the following system of ODEs 

9 = 0, 

2° hf - f = 0, hg - 9 = 0, 

hh - h + <jJ = 0, 

hg - 9 = 0, 

h =0. 

gh + 29 = 0, 

1 - 2hh - 4h - 2<jJ = 0, h =0. 

gh - 9 = 0, 

hh - h + <jJ = 0, h = 0. 

6° 9 - 2hj - 4j = 0, hg + 29 = 0, 

1 - 2hh - 4h - 2<jJ = 0, h = 0. 

7° (o:f - h)j - 2(0:2 + 1)j + 0:<jJ = 0, 

(o:f - h)g - 2(0:2 + 1)9 = 0, 

(o:f - h)h - 2(0:2 + l)h - <jJ + ~ = 0, 

o:j - h = 0. 

(4.8.4) 
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8° - j(h - ag) + 9 - (a? + l)i = 0, 

- g(h - ag) + alj! - (a2 + l)g = 0, 

1 - h(h - ag) -Ij! - (a2 + l)h = 0, 

h - ag = O. 

go P-g2+wfj+~Ij!=~j+i 

2fg+wJiJ=~g+g, 

wfh=h+~h, 2f+wj=.0. 

10° P - g2 + w f j + ~Ij! = ~ j + i 

2fg +wfg = ~g + g, 

l+wfh=h+~h, 2f+wj=0. 

11° fj - g(f + wi) + Ij! = 2f + 4wj + (w2 + l)i, 

fg - g(g + wy) - (2<p + wlj!) = 2g + 4wy + (w2 + l)g, 

fh - g(h +wh) = 2h+ 4wh + (w2 + l)h, 

j-(g+wg) =0. 

12° - ~(P + g2) + (f - ag)j - <p + Ij! = 2( - f - j + ag + (a2 + 1)j), 

-(f - ag)g + alj! = 2[g + g + aj - (a2 + l)g], 

- fh + 2(f - ag)h = h - 4h + 4(a2 + l)h, 

j -ag = O. 

13° - f2 - g2 + wfj - w2hj - 2<p + wlj! = w( -f - wi) + w3 (Q,j + wi), 

JiJ - w2hg = w( -g + wg) + w3 (2g + wg), 

f(-h+wh) -w2hh-w21j! = h-wh+w2h+w3(2h+wh) 

j -wh = O. 

14° f2 - g2 + 2wfj + 21j! = 4(2j + wj), 

9 + wg - 2f(g + wg) = -4(2g + wg), 

-(~h +wh) + 2wfh + h = 4(h + wh) 
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I+wj = O. 

15° P - g2 + 2wlj + 2<p = 4(2j + wj), 

9 + wg - 2/(g + wg) = -4(2g + wii), 

-(~h + wk) + 2wlk + h = 4(k + wh) 
• 1 

1 +wl + 2 =0. 

16° -~(f+wj)+hj=j, 

-~(g + wg) + hg = ii, 

-~(h+wk)+hk+<p= h, 

17° -~(f+wj)+hj+ag=j, 

-~(g + wg) + hg + 9 = g, 

-~(h+wk)+hk+<p= h, 

18° ~(f-wj)+hj=j, 

~(g -wg) + hg = g, 

-~(h+wk)+hk= h, 

19° - ~(f +wj) + hj = j, 

~(g-wg)+hg= ij, 

-~(h+wk) + hk+ <p = h, 

k=O. 

k+ 1 = O. 

k+ 2 = O. 

k+ 1 = O. 
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Enumeration 1 ° - 19° in (4.8.4) corresponds to that of ansatze in Table 4.8.1; 
dot means differentiation with respect to corresponding w. 

Equations 1 ° - 10° (4.8.4) can easily be solved and their general solutions 
are as follows: 

<p = <p(w). 

(Here and in what follows c with a subscript denotes an arbitrary 
constant; <p = <p(w) means that <p is an arbitrary differentiable function 
of w.) 
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h = C3, 

h = C3, 

h = C3, 

h = C3, 

Chapter 4. Systems of PDEs Invariant Under Galilei Groups 

<p = C(;. 

<p = C(;. 

<p = C(;. 

C3 :f:. 0 

C3 = O. 

C3 :f:. 0 

C3 = 0, 

C3 :f:. 0 

C3 = 0, 

C3 = 0, 

C3 = 0, 

C3 = 0, 
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h = o.f - c, 

{ 
-o.w { cw } 

9 = c( 0.2 + 1) + C3 exp 0.2 + 1 + C4, 

a 2 
2(0.2 + l)W + C3W + C4, 

h = o.g - C, 

90 C 
f=2' 

W 

<p= 

W 
<p = -2--1 + C6· 

a + 

q!:o, 

c=o 

q!:o, 

C=o, 

10° f, g, and <p are the same as in the previous case 9°, 
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C i- 0, 

C=o 

ci--1,0 

C= -1 

C=o. 
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w2 

2(2 _ c) + C3Wc + C4, c:f:. 2,0 

h= w2 

4" - c3 ln w + C4, C = 0 

1 2 1 2 2 
2w In w - 4w + C3W + C4, C = 2 

For Equation 11° (4.8.4) we did not find solutions. A particular solution of 
Equations 12° (4.8.4) is 

g=O, 

h= e~W(c1 + C2W), 

e~w (C1 cos (3w + C2 sin (3w), 

C Jc2 
1 + - ± - - 0:2 (1 + c) 

A - 2 4 
1,2 - 2(1 + 0:2) , 

c 
1+ -

A= 2 
2(1 + 0:2 )' 

c2 "4 > a?(l + c), 

c2 
"4 = a?(l + c), 

c2 "4 < a?(l +c), 

A particular solution of Equation 13° (4.8.4) is 

13° f=ct, g=C2, h=O, t.p=-~(~+c~). 

Consider system 14° (4.8.4). Its last equation immediately gives 

f= !:.. 
w 

(4.8.5) 

(4.8.6) 

(as before, c is an arbitrary constant). Substituting (4.8.6) into the rest of 
Equations 14° (4.8.4) we get 

d'l (2C) d 4-(wg) + 1 - - -(wg) = 0 
dw2 W dw 

(4.8.7) 

and 
4wh + (w + 4 - 2c)h + ~h = o. (4.8.8) 

Equation (4.8.7) can be easily integrated and the result is 

(4.8.9) 
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In particular, when C = 0, the general solution of Equation (4.8.7) takes the 
form 

Cl /4 C2 g(w)=-ew +-
w w 

(4.8.10) 

Equation (4.8.8) is in itself an equation for a degenerate hypergeometric func­
tion and it can be rewritten in standard Whittaker form 

(where W = W(k,m,x); k, m are parameters) by the substitution 

h(w) = w-4-e-w W - -- -0-2 /8 (C C w) 
4' 4' 4 . 

When C = 0, the substitution 

w 
r= -

8 

(4.8.11) 

( 4.8.12) 

(4.8.13) 

reduces Equation (4.8.8) to the modified Bessel equation of null order, that is 

- - -
rZo + Zo - rZo = O. (4.8.14) 

Summarizing results (4.8.6)-(4.8.14) we can write down the general solutions 
of Equations 14° (4.8.4) as 

14° f = ~ (4.8.5) 
w 

- W 4 e - -- -h _ !:.=1 -w/8W (C C W) 
4' 4' 4 ' 

(We continue to numerate solutions ofreduced NS Equations 1 ° - 19° (4.8.5). 
Number nO indicates corresponding ansatz of Table 1.) When C = 0 we get 
from 14° (4.8.5) the following particular solution of Equations 14° (4.8.4) 

14°° f = 0, Cl -w/4 + C2 g=-e - (4.8.5) 
w w 

w w 

c2 d J e-y/2 J e-y/4 
t.p = _.2 + ....! --dy + CIC2 --dy + C3. 

2w 2 y2 y2 
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where Zo is a modified Bessel function satisfying Equation (4.8.14). Consider 
system 15° (4.8.4). Its last eqaution results in 

C 1 
f=-;;-"2.- (4.8.15) 

The rest of Equation 15° take the form 

cP (C) d 2 dw2 (wg) + 1 - -;; dw (wg) = 0, (4.8.16) 

2 . (C)2 2 1 
<p= -;; +g-4 (4.8.17) 

(4.8.18) 

Equations (4.8.16), (4.8.17) can be easily integratyed and the result is as follows 

(4.8.19) 

1 JW c2 1 
<p = - g2(y)dy - - - -w. 

2 2w 8 
(4.8.20) 

Equation (4.8.18) is reduced to the Whittaker equation (4.8.11) by the substi­
tution 

h(w)=w 4 E W -----!:=1. -w/4 (c -3 C w) 
4 ' 4' 4 

(4.8.21) 

Note, when C = 3, function W (0, - ~, ~) is reduced to the modified Bessel 

function Z _ ~ (-:t). The general relation is [130,75*] 

W(O,m,x) = VxZm (~). (4.8.22) 

So, we can write down the general solution of reduced NS Equations 15° (4.8.4) 
in the form 

C 1 f= - --
W 2 

( 4.8.5) 

h=w--'--e W -- -- -0-2 -w/4 (C-3 C w) 
4 ' 4' 2 ' 

W 

1 J 2 2 1 
<p ="2 9 (y)dy - 2w - SW, 
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where W satisfies the Whittaker equation (4.8.11). 
Consider system 16° (4.8.4). The last two equations of16° (4.8.4) give rise 

to 
h= c, (4.8.23) 

Taking into account (4.8.23) we can rewrite the remaining equations of system 
16° as follows: 

By substituting 

j + (!w - c)j + V = 0, 

··+(1 ).+1 0 g "2w -c g "2g = , 

f(w) = F(r), 

into (4.8.24) we obtain equation 

r =!w - c 

d2F dF 
dr2 + 2r dr + 2F = o. 

The general solution of Equation (4.8.27) is 

-r 

F(r) = e--r2 (c2 + C3 J ey2 dY). 

(4.8.24) 

(4.8.25) 

(4.8.26) 

(4.8.27) 

(4.8.28) 

Summarizing results (4.8.23)-(4.8.28) we write the general solutions of Equa­
tions 16° (4.8.4): 

f ~ exp {- (~- c)'}( cd", Te'" dY). 

9= exp H~ -c)'}( C< + c, Te" dY). 

h=c, 
cw 

<P=2+ Ct • 

(4.8.5) 

In the same way we find solutions of reduced equations 17° -19° (4.8.4). 
The solutions are as follows. 

17° 0: = 1 : 

(3 )-1/2 { (3 )2} f = g = 2"w - c exp -l 2"w - c x 

h= -w+c, 
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where W(.,.,.) satisfies the Whittaker equation (4.8.11). The above solution 
17° (4.8.5) is a particular solution of Equation 17° (4.8.4) with a = 1. When 
a is an arbitrary constant, the general solution of Equation 17 (4.8.4) has the 
form: 

h = -w+c, 
3c 2 

'P = 2 W - w + CI, 

and f is determined from the ODE 

.. (3 ). f+ 2w -c f+~f-ag=O. 

The general solution of Equation 18° (4.8.4) is 

180 f (5 ) -1 /2 {1 (5 ) 2} (27 1 1 (5 ) 2) = "2w - c exp -10 "2w - c W -20' 4' 5 ZW - c , 

(5 ) -1/2 {1 (5 ) 2 } (27 1 1 (5 ) 2) g= "2w-c exp -TO "2w-c W -20'4'5 "2 w - c , 

h = -2w + c, 'P = ~cw - 3w2 + c1· 

(3 )-1/2 {1 (3 )2} ( 5 1 1 (3 )2) g= "2w-c exp -"6 "2w-c W -12'4'3 "2 w - c , 

h= -w+c, 

In 1 T -19° (4.8.5) W ( ., ., .) is an arbitrary solution of the Whittaker equation 
(4.8.11). 

Remark 4.8.1. Solutions of reduced equations 1 °_19° (4.8.5) should be consid­
ered together with corresponding ansatze of th€ Table 4.8.1, and then one gets 
solutions of the NS equations (4.8.1). 

The above obtained solutions of the NS equations can be used as basic ones 
to construct muitiparahleter families of solutions. For this aim one has to use 
formulae of generating solutions (group multiplication of solutions) (see Para­
graphs 1.4, 2.3). Below we list the final symmetry transformations generated 
by operators (4.8.2), (4.8.3) and corresponding formulae of group multiplica­
tion of solutions for the NS equations (4.8.1). 
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Table 4.8.2 Final symmetry transformations and corresponding formulae of 
group multiplication of solutions (GMS) for the NS equation (4.8.1) 

N Op. Transformations Formulae of GMS 
x -t x' u(x) -t u'(x') 

1 EYt X' = x il'(x') = iI(x) - -( ') un = Ul x 
t' = t + 60 

2-4 oa X'=x+8 iI'(x') = iI(x) - - ( ') un = Ul x 

5-7 Jab t' = t,X' = iI'(x') = iIcoso:+ u'H(X) = (6abcoso::-

XCOSO: + (X X a)· (_ _) sin 0: smo: 
+ U x 0: --+ +€abcO:c--+ 

0: 0: 
sin 0: _( _ _) _( _ _) 1 - cos 0: I-COSO:) b , .-- + 0: 0: . X . +0: 0:' U +O:aO:b 0:2 Ul(X) 

0: 
1 - coso: 

0: 

8-10 Ga 

_ 0:2 

X' = X + ot ii' = iI(x) +8 iIn(x) = iIl(X') - 8 
t' = t 

11 D X' = ef3 x iI'(x') = e-f3 iIn(x) = ef3 iIl(x') 
t' = e2f3t p'(x') = e-2f3p(x) pn(x) = e2f3pl(x') 

12 Q X' = x + €((t) iI'(x') = iI(x) + €((t) iIn(x) = iIl(X') - €((t) 

t' = t p'(x') = p(x) - d.j pn(x) = Pl(X') + d.j(t) 
13 R X' = x, t' = t iI'(x') = iI(x) iIn(x) = iIl(X') 

p'(x') = p(x)+reg(t) pn(x) = Pl(X') - reg(t) 

Note: In 1-11 p'(x') = p(x) and therefore pn(x) = Pl(X'). In this table 
60, 6a, O:a, Oa, Oa, /3, €, re are arbitrary constants, 0: = (o:r + o:~ + 0:~)1/2; l 
and 9 are arbitrary differentiable functions of t. Formulae of GMS stated 
above allow us to contruct new solutions iIn(x) of the NS equations (4.8.1) 
starting from one iIl(X). 

Remark 4.8.2. It will be noted that operator Q given in (4.8.3) generates 
transformations (N 12 in Table 4.8.2) which can be considered as an invariant 
transition to a frame of reference which is moved arbitrarily: Xre! = E{(t). 

Let us give some examples of application of formulae of GMS. Having ap­
plied formulae 5-7 of Table 4.8.2 to solution 16° (4.8.5) we get the following 
multiparameter families of solutions of the NS equations (4.8.1) 

1 (c. x ) 
p(x) = t 20 + 0:5 , 

c·x 
7=--1 

20 ' 
(4.8.29) 
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where (};1, ••• , (};5 are arbitrary constants, ii, b, c, are arbitrary orthonormal 
constant vectors 

(4.8.30) 

Further application of formulae of GMS N 8-10 to (4.8.29) gives rise to the 
following solution of Equations (4.8.1) 

c· (x+Ot) 
y = 20 -1, 

(4.8.31 ) 

where (j are arbitrary constants, the remaining designations are the same as in 
(4.8.29). 

The procedure of generating solutions by means of symmetry transforma­
tions can be continued until one gets ungenerative families of solutions (see 
Paragraphs 1.4). Without doubt, the reader can make it, by analogy with the 
above examples, for any solution 10 - 190 (4.8.5) of the NS equations. 

Ansatze collected in Table 4.8.1, of course, do not exhaust all possible ansatze 
which reduce the NS equations. Let us consider several examples of ansatze 
which cannot be obtained in the framework of local Lie approach. 

The ansatz 
(4.8.32) 

where <p = <p(x) is a scalar function, reduces NS equations (4.8.1) to the system 
of Hamilton-Jacobi and Laplace equations 

<Pt + (~<p)2 + p = 0, 

I:!.<p = O. 

This is an example of nonlocal component reduction. 
Ansatz 

- -(tb----) u = a<p , . x, c· x , 

(4.8.33) 

(4.8.34) 

where ii, b, c are constant vectors satisfying (4.8.30), reduces (4.8.1) to the 
two-dimensional heat equation 

WI = b· x, 
Ansatz 

if = x<p(x), 

82 82 

1:!.2 == 8 2 + 8 2' 
WI W z 

W2 = c· x. 

p= p(x) 

(4.8.35) 

(4.8.36) 
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reduces Equations (4.8.1) to the system of PDEs 

x(<pt + ~<p) + V(<p + p):;:::. 0, 

<p + (x· V)<p :;:::. o. 
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(4.8.37) 

New ansatze and solutions of the NS equations can be constructed within 
the framework of conditional symmetry considered in Paragraph 5.7. 

Let us make some concluding remarks. It will be noted that the question 
"What spin is carried by the NS field?" has a rather strange answer [66]: The 
NS field carries not only spin 1 but all possible integer spins s :;:::. 0,1,2, .... 
This is due to the fact that the space of solutions of the NS equations can 
be decomposed into infinite direct sum of subspaces invariant under operators 
Bab = ua 8u • -ub8u o from algebra AO(3), and these subspaces are not invariant 
under operators Ga from (4.8.2) because of the unboundedness of operators 
8u o. The following linearized NS equations are often used in hydrodynamics: 

iit - ~ii = 0 

divii = o. 
(4.8.38) 

The maximal invariance algebra of Equations (4.8.38) is the 9-dimensional Lie 
algebra with basis elements 

8t , 8a, Jab = Xa8b - xb8a + ua8u• - ub8uo, 

D = 2t8t + Xa8a, 1= ua8ua. 
(4.8.39) 

It is to be pointed out that Equations (4.8.38) are not Galilei invariant and 
therefore, generally speaking, they fail to adequately describe real hydrody­
namic processes. 

The ansatze which reduce NS equations (4.8.1) to linear systems of heat 
equations are considered in [72*]. The following is an example of such: 

ii = a/(t, w) + bg(t, w) + Ch(t, w) 

p=p(t,w) w:;:::.c·x, 
( 4.8.40) 

where a, b, c are constant vectors satisfying (4.8.30) 
Ansatz (4.8.40) reduces Equations (4.8.1) to the system of PDEs 

/t - /ww + h/w = 0, 

gt - gww + hgw = 0, (4.8.41 ) 

ht + Pw = 0, hw = O. 

The last two equations from (4.8.41) are easily integrated and after that the 
system (4.8.41) takes the form 

It - /ww + h(t)/w = 0, 

gt - gww + h(t)gw = 0, p = -k(t)w + pet). 
(4.8.42) 
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Further, the change of variables 

t 

t-r=t, w-y=w- J h(z)dz 

reduces Equations (4.8.42) to the two disconnected heat equations 

IT - Iyy = 0, 

9T - 9yy = O. 

( 4.8.43) 

(4.8.44) 



Chapter 5 

Some Special Questions 

In the present chapter we consider some problems tightly connected with 
group-algebraic investigations such as: finding nonlocal transformations to lin­
earize a given nonlinear PDE, symmetry analysis of the three-body problem, 
calculating final transformations generated by non-Lie symmetry operators, 
and studying symmetry of integrodifferential equations. Here we introduce 
the concept of conditional invariance, and study non-Lie symmetry of quasi­
relativistic generalization of the Schrodinger equation, Galilean invariance of 
Maxwell's equations, solutions of the Schrodinger equation invariant under the 
non-Lie Lorentz algebra. Finally, in the concluding topic we introduce the 
concept of approximate symmetry. 

5.1. On nonlocal linearization of nonlinear equations 

It is well known that information about Lie (local or point) symmetry of a 
given nonlinear PDE sometimes allows us to find a substitution by means of 
which the equation is linearized. For example, if equation 

( au au) 
Du = F Xo,···, X3, axo , ... , aX3 (5.1.1) 

is invariant under the conformal group C(I,3) then there exists a reversible 
point change of variables u ~ w = rp(u) which transforms Equation (5.1.1) to 
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the free wave equation Ow = 0 (see Paragraph 1.2). Class of nonlinear equa­
tions which can be linearized essentially extends if to make use of nonlocal 
transformations, that is, the transformations containing not only dependent 
and independent variables but also derivatives 'If, 'If, . ... Examples of such 
transformations were known long ago. In mechanics and hydrodynamics non­
point transformations of Legendre, Euler, Laplace, Backlund, and hodographs 
have been widely used for a long time. A classical example of nonlocal trans­
formations is the so-called Hopf-Cole transformation [40, 121] 

u(x, t) = -2JL v., , 
v 

v = v(t, x), 

(JL is a constant) which transforms Burgers' equation 

Ut + uu'" - JLU",,,, = 0 

into heat equation 
Vt = JLv",,,,. 

(5.1.2) 

(5.1.3) 

(5.1.4) 

Below we show how to obtain the Hopf-Cole transformation from the group­
theoretical point of view [81 *]. Another interesting approach is developed in 
[145*]. 

It is not difficult to calculate the maximal IA ofthe Burgers' equation (5.1.3). 
It is five-parameter algebra, basis elements having the form 

X: 

X3 = xo'" + 2tot - uOu, 

X 4 = tox +ou, (5.1.5) 

It means that Burgers' equation is invariant with respect to space Xl and 
time X2 translations; scale changes X3; Galilean transformations X 4 ; and 
projective transformations generated by Xs. There is a remarkable similarity 
between the symmetry algebra of Burgers' equation and that for the heat 
equation. The latter has the form 

Y: 

Y3 = xo., + 2t8t , 

Y4 = tox - 2~XVOV' 

Ys = txo", + t20t - 4~ (x2 + 2JLt)vo". 

Y6 = vo" 

(5.1.6) 



Section 1 279 

and in addition, the heat equation, being linear, admits an infinite-dimensional 
group generated by operators 

Yoo = h(t,x)av (5.1.7) 

with arbitrary solution h( t, x) of the equation. 
Although the lAs (5.1.5) and (5.1.6) are such similar, nevertheless, the dif­

ference between them means that there is not a point change of variables which 
reduces Burgers' equation to the heat equation. 

Suppose 
u = <p(v, V.,) 

and require the system of PDEs 

Ut + Uu., - /.tu.,., = 0, 

Vt - /.tV.,., = 0, 

U=<p(v,v.,) 

to be invariant with respect to the algebra Z = {X, Y}, i.e., 

Z: Zl = a." 
Z3 = xa., + 2tat - uau, 

1 
Z4 = ta., + au - 2/.t xvav, 

1 
Zs = txa., + t2at + (x - tu)au - 4/.t (x2 + 2/.tt)vav. 

Z6 = vav, Zoo = h(t, x)av. 

(5.1.8) 

(5.1.9) 

(5.1.10) 

Applying the second prolongation of operators (5.1.10) to the system (5.1.9), 
we obtain from the condition of invariance the defining equations for function 
<p = <p(v,V.,). So, using formula (1.1.7) we find the first prolongation of the 
operator Z4 

Then we get 

f4{U - <p(v,v",» = {1 + 2~ [xv<Pv + (v +xv.,)<Pv.,]} = 0 
Equating coefficients with variable x and then those without x we obtain defin­
ing equations 

v<Pv +v.,<Pv., = 0, 
1 

1 + 2/.t v<pv., = o. 
(5.1.11) 
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The general solution of the system (5.1.11) is 

cp{V,V.,) = _2p,v",. 
v 

(5.1.12) 

It can be easily checked that operators Zs, Z6, and Zoo leave the system (5.1.9) 
with function cp (5.1.12) invariant. From (5.1.8), (5.1.12) follows the Hopf-Cole 
transformation (5.1.2). 

Formula (5.1.2) can be used to obtain a nonlinear superposition principltl for 
the Burgers' equation. Let UIe(x) be a solution of Equation (5.1.3). Inserting 
it into (5.1.2) and integrating, we get 

(5.1.13) 

Clearly Vie (5.1.13) satisfies the heat equation (5.1.4). Since the heat equation is 
linear, it possesses a linear superposition principle. It means that the function 

V(x, t) = L>k(X, t) 
Ie>l 

will be a solution of the equation 80S soon as every Vk(X, t) is its solution. 
So, using (5.1.13) and (5.1.2), we find thereby the superposition principle for 
Burgers' equation 

(5.1.14) 

Now consider the Liouville equation 

U.,t + Aeu = O. (5.1.15) 

It admits operators 

x = f(t)at + g{x)a", - (ft + g",) au (5.1.16) 

with arbitrary differentiable functions f = f(t) and 9 = g(x). Analogous 
symmetry properties have the free wave equation 

V",t = O. (5.1.17) 

It admits operators Y = {Yi, Y2}: 

Yi = f{t)at + g(x)a." (5.1.18) 
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The similarity between symmetry operators (5.1.16) and (5.1.18) says that 
a transformation may have to exist which connects Equations (5.1.15) and 
(5.1.17). To find the constraint equation 

explicitly we require it to be invariant under the algebra X EEl Y = {X, Y2}. 
Therefore from the condition of invariance 

f(u-(Jl(v,v""Vt)) lu=~ = [-(ft+g",)-Vt(JlVt -V",(Jlvz ] lu=~ =0, 
Vzt=O V"t=O 

we find, setting v = I + g, 

( ~~ 
U = (Jl v,v""Vt) = Inc + In v'" + lnvt - 2lnv = In-2-

v 

where c is an arbitrary constant. 

(5.1.19) 

Substitution of (5.1.19) into (5.1.15) reduces the latter to (5.1.6) when c = 
-2/>.. 

Using this fact, it is not difficult to write down the general solution of the 
Liouville equation (5.1.15) 

( 2 Itg", ) 
u(x, t) = In >. (f + g)2 

(Compare with (1.6.2». 
Following [105], consider more general form of nonlocal transformations, 

namely the transformations 

T: 
XII -+ x~ = III (X, U, u, ... , u) , 

1 I. (5.1.20) 

S Is _ S ( ) u -+ u - (Jl X, u, 'If, ... , 1(; , 

where 

From (5.1.20) we get 

8u's 8(Jls 8xp. 8(Jls 8uk 8xp. 8(Jls 8u~ 8xu -=--+---+---+ ... 
8x~ 8xp. 8x~ 8uk 8xp. 8x~ 8u~ 8x" 8x~ 

(5.1.21) 
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With the help of the operator of total differentiation 

a k a 
DII = -a + ullp. n_·k + ... 

X" va". 
(5.1.22) 

The equality (5.1.21) can be rewritten as follows: 

" au'" , 
DII<P = -a ' Dllx".. 

Xp. 
(5.1.23) 

Analogous expression hold for the second derivatives 

(5.1.24) 

Formulae (5.1.23), (5.1.24) are relations for determining the primed derivatives. 
A PDE (L1 = 0) is said to be reducible to a PDE (L2 = 0) by means of 

transformation T if on sets of solutions of these equations and their differential 
consequences denoted as [L1] = 0 and [L2] = 0, the following rela.tions hold 

TL1 I[Llj=O = o. 
[L2 =0 

To illustrate what has been said, consider several examples. 

Theorem 5.1.1. [105]. The Monge-Ampere equation 

is reduced to the equation 

V1j =0, v = tP(~) 
by means of nonloca.l change of variables 

11 = x, v = 1£",. 

Proof. Using formulae (5.1.23), (5.1.24) we find 

D",11 = 1, 

D t 11 = 0, 

D",v = 1£",,,,, 

Utt =F 0, 

(5.1.25) 

(5.1.26) 

(5.1.27) 
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whence follows (5.1.27). 
It will be noted that by force of Equation (5.1.27) any solution of the equation 

u., = t/>(Ut) also satisfies Equation (5.1.26). 
One can make such in much the same way that the two-dimensional ELBI 

equation in the Euclidean space 

is reduced by means of the Monge transformation 

U = i J (1 + vn1/ 2 ~ + i J (1 + V~)l/2 dTJ + Cl 

(Cl, C2, Cs are arbitrary constants) to the equation 

V{'1 = 0, 

(5.1.28) 

(5.1.29) 

In [105, 106} is contained many examples of the linearization of nonlinear 
PDEs by means of nonlocal transformations. 

It will be noted that nonlocal transformations can be used to construct for­
mulae of generating solutions of a given nonlinear PDE. Let us give an example 
of such formulae. New solution un (x) of the Korteweg-de Vries equation (KdV) 

Ut + 6uu., + u.,.,., = 0 (5.1.30) 

can be derived from a known one uI(x) according to the formula [118*] 

(5.1.31) 

if there is a function vex) which satisfies the equations 

v., = v2 + uI (x), 

Vt - 6v2v., + V.,.,., = o. 
(5.1.32) 

This statement can be easily proved. Note that Equations (5.1.32) are com­
patible iff uI(x) satisfies the KdV equation (5.1.30). 

Let us demonstrate the usefulness offormula (5.1.31) by considering several 
simple examples. Using the Simplest solution of the KdV equation 

U(l) = A, A = const 

we get, according to (5.1.31), the new solution 
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To find u(2) explicitly one has to solve the Riccati equation 

(5.1.33) 

There are three cases: ..\ = 0, ..\ = -1, ..\ = 1. Consider the first one. The 
general solution of Equation (5.1.33) under ..\ = 0 has the form 

V(l) = -1 
x + c(t) 

(5.1.34) 

where c(t) is an arbitrary function of t, which should be defined from the 
second equation of (5.1.32). From this one we find that i:. = 0 and due to 
the invariance of the equation with respect to time translations we can put, 
without loss of generality, c = o. So, starting from a trivial solution u(1) = 0 
of the KdV equation (5.1.30), we find by means of (5.1.31) the new solution 
u(2) = -2/x. Let us repeat the above procedure once more, that is, make up 

U(3) = U(2) _ 2V~2), (5.1.35) 

where function v(2) satisfies, according to (5.1.32), the system 

V~2) = (v(2))2+ u (2), (5.1.36) 

v(2) _ 6(v(2))2v (2) + v(2) = 0 
t x xxx . (5.1.37) 

The solution to the Riccati equation (5.1.36) is 

(2) _ c(t) - 2x3 
V - • 

x(c(t) + x3 ) 
(5.1.38) 

After substitution of (5.1.38) into (5.1.37) we find i:. = 12, and therefore 

U(3) = 6(24tx - x4). 
(12t + X3 )2 

Continuing this process we will have on the nth step the formulae 

u(n+l) = u(n) _ 2v~n), 

v~n) = (v(n))2 +u(n), 

(5.1.39) 

(5.1.40) 

(5.1.41 ) 

(5.1.42) 

The main difficulty in application of formulae (5.1.40)-(5.1.42) for generating 
new solutions of the KdV equation (5.1.30) consists in solving the Riccati 
equation (5.1.41). However, starting from u(1) = ..\ = const we succeeded in 
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obtaining the general solution of Equation (5.1.41) for any u(n) (found from 
(5.1.40» as 

(5.1.43) 

where 

(5.1.44) 

n = 0,1,2, ... , w(O) = O. 

From (5.1.42) one can define more exactly the dependence of w(n) on t and 
then, from (5.1.40), it follows 

where (lntp)., = w, or 

n n 

u(2n) = A + 2 L w~2m), u(2m+l) = A + 2 L w~2m+l). (5.1.45) 
m=O m=O 

So, using formulae (5.1.44), (5.1.45), we have the following chain of solutions 

Analogously, one obtains two chains of solutions of the KdV equation (5.1.30): 

2 
1-+1- -+ 

cos2 (x - 2t) 

1 _ 16[(x + 6t) sin(2x - 4t) + cos(2x - 4t) + 1] 

[2(x + 6t) + sin(2x - 4t)] 2 

2 
-1-+-1+ -+ 

ch 2(X + 2t) 

-+ ... 

16[(x - 6t) sh (2x + 4t) - ch (2x + 4t) - 1] 
-1 + [2(x _ 6t) + sh(2x + 4t)] 2 -+ ... 

It will be noted that Lie's symmetry of Equation (5.1.30) results in the following 
formulae of generating solutions: 

translations - U(2)(t, x) = U(l)(t + ao, x + al); 

Galilei transformations - U(2)(t,X) = U(l)(t,x + Ot) -lOj 

(5.1.46) 

(5.1.47) 
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scale transformations - U(2)(t,X) = (32 U(1)({33t,{3X), (5.1.48) 

where ao, at, 6, j3 are arbitrary constants. 
Formula (5.1.31) together with those of (5.1.46)-(5.1.48) allow us to con­

struct wide classes of exact solutions (soliton-like and non-soliton) of the KdV 
equation (5.1.30). Particularly, the solution 

2 
U = -1 + --,:---­

ch 2(2t + x) 

after applying formulae (5.1.46)-(5.1.48), provided 6 = -6, ao = 0, takes the 
form of the well-known soliton solution 

It is obvious that formula (5.1.31) is not unique for the KdV equation. There 
is, for example, another one 

U(2) = u(1) - 2(v~t) + k(l)), 

v.P) = (v(1))2 + k(l) + u(l), 

v}l) = _6[(v(1))2 + k(1)]U~l) + vi~"" 

where k(1) is an arbitray constant. 
In conclusion we note that multidimensional generalization of the KdV equa­

tion (5.1.30) is suggested in [63]: 

( a a ) 1/2 (a a ) 1/2 
Ut + F(u) a~ a:k + G(u)Ll a~ aXuk = 0, 

u = u(t, Xk), k = 1,2,3; P, G are arbitrary smooth functions of u. 

5.2. Symmetry, integrals of motion, and some partial solutions of the 
three-body problem 

Here we consider from group-theoretic point of view the classical three-body 
problem in four-dimensional spacetime. 

All of the ten first integrals of the three-body Newtonian problem (that is, 
when particles are interacting according to Newtonian laws) were known to 
Euler. Jacobi was the first to show that if particles are interacting with force 
inversely proportional to the third power of interbody distance, then equations 
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of motions admit one more new the first integral, eleventh, the so-called gen­
eralized Jacobi integral. It is, of course, independent of those ten. Further, 
Poincare, Bruns, and Painleve proved a set of fundamental theorems on inte­
grability of the classical three-body problem. They showed that any integral 
of motion which represented itself as an arbitrary function of coordinates and 
an algebraic function of velocities of the particles is just a combination of clas­
sical integrals. Yu. D. Sokolov [193] for the first time after Jacobi found a new 
first integral of the one-dimensional three-body problem in the case when par­
ticles have equal mass and they interact with force proportional to the third 
power of interbody distance. This new integral was generalized on fiat and 
three-dimensional space in [110, 48]. Recently Golubev and Grebennikov [113] 
developed new fruitful methods of qualitative analysis of equations of motion 
of the three-body problem. 

1. To study the symmetry properties of ODEs 

- (],2xk F1 ( .) Xk == dt2 = k t,x,x , k=l,N. (5.2.1 ) 

we following [64] rewrite system (5.2.1) in equivalent form 

dt dXl dxN dXl dXN 
1" = Xl = ... = XN = Fl = ... = FN· (5.2.2) 

In tum, the system (5.2.2) is equivalent to one linear PDE 

(5.2.3) 

for the scalar function 1/J depending on t, Xk, Xk. Now one can apply to Equa­
tion (5.2.3) the standard algorithm of Lie according to which the symmetry 
operators are looked for in the form 

(5.2.4) 

where {a, {k, lk, 1] are functions on t,Xk,Xk,1/J. 
The invariance condition can be taken in commutator form 

[L,X] =BL (5.2.5) 

with an arbitrary function B depending on t, Xk, Xk, 1/J. 
Substitution of (5.2.4) into (5.2.5) results in 

..0 a k a ric a a rica 
(Lc; ) at + (L{ ) aXk + (L{ ) aXk + (L1]) a1/J - { aXk - (5.2.6) 
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-[({o:t +ea~S +{Sa:JFk]a:k =B(! +Xka~k +Fka:J 

After equating in (5.2.6) coefficients of the various derivatives, we get 

Leo = B, Lek - {k = Bxk, 

Lck (0 a (:S a cs a ) F1 - F1 .. - e at +.. axs +.. axs k - B k, (5.2.7) 

L'T/=O. 

Excluding from (5.2.7) the function B, we obtain the defining equations 

(5.2.8) 

From (5.2.7), it also follows that coordinates (k are completely determined by 
means of eo and ek : 

(5.2.9) 

Now we apply the algorithm stated above to study the symmetry properties 
of equations of motion of the three-body problem. 

.. au 
xa=-a ' XQ 

with potential 

_ au 
YQ=-a ' Yo. 

_ au 
Zo.=-, azo. 

(5.2.10) 

(5.2.11) 

where Xo., Yo., Zo. are coordinated of the first, second, and third particle; F(r2) 
is an arbitrary smooth function; 

2 (....;1\2 
T",y = X - YJ ' 2 (....;;'\2 

Tyz = Y - ZJ ' 
2 (.... ....)2 Tz", = Z - x , 

Theorem 5.2.1. [155] The system of ODEs (5.2.10) with arbitrary smooth 
function F(r2) is invariant under the GaJilei group G(I,3), basis elements of 
corresponding AG(I,3) having the form 

a a a Po = at, Po. = - + - + -, (5.2.12) aXQ ayo. aza, 
a a a a a a 

Ja,b=Xo.-a -Xb-a +Yo.-a -Yb-a +Za-a -Zb-a Xb Xo. Yb Yo. Zb Zo. 
The proof is not difficult to obtain by means of algorithm described above. 

Theorem 5.2.1. determines minimal IA of Equations (5.2.10). It is more or 
less obvious that depending on special forms of the potential U, the symmetry 
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of the equations may extend. The following theorem describes the all possible 
cases of the symmetry extension. 

Theorem 5.2.2. [155] The invariance algebra (IA) of Equations (5.2.1O), 
AG{1,3) extends if and only if the potential (5.2.11) has one of the following 
five forms determined by function F{r2 ): 

then IA = {AG(l, 3), S}, 

a a a 
S = {y, - z')-a + {Zi - x')-a + (x, - yd-a ; 

Xi Yi Zi 

F{r2 ) = A3 r2 

then IA = {Po, Pa , Ga , ykab}, a, b = 1,3; k = 1,6, 

ab_ a a a 
YI - Val !l_. + Va2 n- + Va3 n-, 

VVbl VVb2 VVb3 

y,ab _ a 8 8 
2 -Val~ +Va38----+Va2~, 

VVbl Vb2 vVb3 

ab_ 8 8 a 
Y3 - Va2~ +Va3----a +Val~' 

VVbl Vb2 vVb3 

ab 8 a a 
Y4 = Va2 ----a + Val ----8 + Va3 ----a ' 

Vu Vb2 Vb3 

ab _ a a a 
Y5 - Va3----8 + Val ----8 + Va2~, 

Vu Vb2 vVb3 

ab 8 8 8 
Y6 = Va3 ----8 + V a2 ----8 + Val ----8 ' 

Vbl Vb2 Vb3 

Va3 == Za,); 

then IA = {AG{1,3), Dt, II}, 

a a a 
DI = 2t8t + Xa -8 + Yo. -8 + Za-8 

Xa Yo. Za 

II = tDI - t 2at ; 

(5.2.13) 

(5.2.14) 

(5.2.15) 

(5.2.16) 

(5.2.17) 

(5.2.18) 

(5.2.19) 
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The IA = {AG(1,3), D2 }, 

a a a 
D2 = (1- (3)t8t + Xa-a +Ya-a + Za-a 

xa Ya za 

and finally, if 

then IA = {AG(1,3),D3 }, 

a a a 
D3 = tat + Xa -a + Ya -a + Za-a 

Xa Ya Za 

Proof It is convenient to write IFO (5.2.4) in the form 

X = eat + 1Jlaaxa + 1J2aaYa + 1J3aaZa, 

(5.2.20) 

(5.2.21) 

(5.2.22) 

(5.2.23) 

where e, 1Jla, 1J2a, 1J3a depend on t, Xl, ... , Z3, provided (xa, Ya, Za) denotes co­
ordinates of the ath body, a = 1,2,3. 

In this case, the defining equations (5.2.8) take the form 

UXc 1J!~ + UYc 1J!: + Uzc 1J!: - 2Ux .et = (1Jla _1Jlb)Fab+ 

+ (1JIa -1JIC)Fac + (xa - xb)FabX(r;b) + (xa - xb)FacX(r;c), 

UXc1J;~ + UYc 1J;: + Uzc 1J;: - 2Uy.et = (1J2a _1J2b)Fab + 

+ (1J2a -1J2C)Fac + +(Ya - Yb)FabX(r;b) + (Ya - Yc)FacX(r;J, 

(5.2.24) 

UXc1J!~ + UYc1J~: + UzJl~: - 2Uz.et = (1J13 _1J3b)Fab+ 

= + (1J3a -1J3C)Fac + (za - zb)F abX(r;b) + (Za - zc)F acX(r;J, 

1Jla = boxat + a1abxb + a2abYb + a3ab zb + aaOt + dIa, 

1J2a = boYat + calb Xb + Ca2bYb + ca3b Zb + cant + d2a , 

1J3a = bozat + ealbxb + ea2bYb + ea3b zb + eaOt + d3a , 

where 

a:j:. b:j:. c, a,b,c= 1,2,3; 

(5.2.25) 
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are arbitrary real constants (group parameters); 

(5.2.26) 

+ 2(Ya - Yb)(1]2a _1]2b) + 2(za - Zb)(1]3a _1]3b). 

Further analysis of the defining equations (5.2.24), (5.2.25) results in five 
different cases, namely those listed in the theorem. By this remark, we end 
the proof. 

As a consequence of Theorem 5.2.2, we note that Equations (5.2.10) with 
the potential 

(5.2.27) 

are invariant with respect to the Schrodinger group Sch(1,3). One can make 
sure that operators of invariance algebra stated in (5.2.12) and (5.2.18) satisfy 
commutation rules of ASch(1,3) (compare with (4.2.2)): 

[Pa, Pb] = [Po, Pal = [Ga, Gb] = [Po, J"b] = 

lPG, Jbc] = {jabPc - {jacPb, 

[G", Jbc] = {jabGc - {jacGb, 

[Po, D] = 2Po, 

[Pet, TI] = 2Ga, 

= lPG, Gb] = [Jab,D] = [Jab,TI] = 0 

[Po, II] = D, 

[D, II] = 2II. 

Let us write down the final transformations generated by (5.2.14). In the 
new notations they have the form: 

I ( Xl + X2 + X3 ) ;;; 1 . In Xl + X2 + X3 
Xa= Xa - 3 cos v 38+ 2y'3€abc(Xb-Xc)Sm v38+ 3 ' 

I ( YI + Y2 + Y3 ) In 1 . In YI + Y2 + Y3 
Ya = Yo. - 3 cos v 38 + 2y'3€abc(Yb - Yc) sm v 38 + 3 ' 

I ( Zl + Z2 + Z3) . r;; 1 . r;; Zl + Z2 + Z3 
Za = Za - 3 cos v 38 + + 2y'3€abc(Zb - Zc) sm v 38 + 3 ' 

where 8 is an arbitrary real parameter. In this notation operator S takes the 
form 
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2. Now consider integrals of motion of the three-body problem. It is well 
known that invariance of the Lagrangian 

( :.l- :.J :.J) C=~x+y+z -u (5.2.30) 

of the three-body problem (5.2.10) with respect to 10-parameter Galilei group 
G(1,3) means that there are 10 quantities which are constants of motion of the 
system (also known as tirst integrals): 

H=~ X +y +Z +U, ( • 2 :.J :.J) 

(5.2.31 ) 

Yo. = Xo. + Yo. + ZOo - t(Xa + Yo. + zOo)' 

jab = XaXb - XbXa. + YaYb - YbYa + ZaZb - ZbZa 

Additional first integrals come into being when function F(r2 ) defining the 
potential U has the form (5.2.13) and (5.2.17). In the first case (that is when 
F(r2 ) is given by (5.2.13)), the Lagrangian (5.2.30) takes the form 

1 ('2 :.J :.J) C4 = 2" X +y + Z - (5.2.32) 

- Al [(r;y)2 + (r~z)2 + (r;x)2] - A2 (r;y + r~z + r;x). 

The equations of motion following from the Lagrangian (5.2.32) possess an 
additional symmetry operator (5.2.14). This means that there exists an addi­
tional conserved quantity. To construct it, one can use the Noether theorem 
(the condition of the theorem is fulfilled: SC4 = 0). It yields the 11th first 
integral 

s = (Yo. - za.)xa + (zOo - xa.)Ya + (x" - Ya)z", 

or in new notations 

S = !tabc [(xa. - Xb)X c + (Yo. - Yb)Yc + (zoo - Zb)Zc). 

(5.2.33) 

This integral was obtained for the first time by Yu. D. Sokolov in [193] for 
one-dimensional space and then it was extended on flat and three-dimensional 
space in [48, 110). 

In the second case (that is when the function F(r2) is given by (5.2.17)), the 
Lagrangian has the form 

(5.2.34) 

According to the Theorem (5.2.2) the equations of motion following from the 
Lagrangian (5.2.34) have two additional symmetry operators Dl and n written 
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in (5.2.18). But since TIC2 =I 0, we cannot make use of the Noether theorem to 
construct the corresponding first integral. Nevertheless, the first integral can 
be constructed in the following way, which holds for any equation of the form 
(5.2.3). For any symmetry operator Q of a given equation (5.2.3) and for the 
arbitrary solution 'I/J of this equation the function 

(5.2.35) 

will also have a solution. An analogous statement holds for the conserved 
quantities. It means, in particular, that the expressions 

where 

11"1 = TIH2 = (XIlXIl + YIlYIl + ZIlZIl) - 2H2t, 

11"2 = TI1I"1 = if + if + tJ - 2H2t2 - 211"1 t, 

(5.2.36) 

(5.2.37) 

give new constants of motion. Integral 11"2 is known as the Jacobi integral. 
Since 

we do not obtain any new integrals by this procedure. 
When the potential U is determined by (5.2.19) and (5.2.21), the equations 

of motion (5.2.10) are additionally invariant under operators D2 (5.2.20) and 
Da (5.2.22) respectively. One finds that 

Da£o =I 0, 

where Cf3 and Co are corresponding Lagrangians. It means that the Noether 
theorem is impossible to apply here. On the other hand we find 

D2Hf3 = 2{3Hf3' 

D2jllb = (1 + (3)jllb, D211"1 = 0, D211"2 = 211"2 (f3 = -1); 

DaPIl = 0, DaQa = Qa, 

D3jab = jab, D3HO = 2A6; 

where 

_ 1 (::J. ~~) [2 13 2 f3 2 f3] Hf3-2 x +y +Z +AS (r",y) + (ryz ) +(rz",) , 

Ho = Hi + l/ + I) + A6 [In (r;y) + In (r;z) + In (r~.,)] . 

It means that operators (5.2.20) and (5.2.22) do not give new integrals of 
motion. 
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Equations (5.2.10) with the potential U defined by (5.2.15), as follows from 
the theorem (5.2.2), are invariant with respect to the 61-parameter Lie algebra 
(5.2.16). This case is studied in full detail in [125, 126] and therefore we do 
not consider it here. 

3. In this point we describe some exact solutions of the three-body problem. 

The problem of integration of equations of motion of the three-body system was 
studied by many workers since Newtonian times. Until now only three cases of 
full integrability of this problem are known, namely the potential of interaction 
is defined by (5.2.13) and (5.2.17). Some partial solutions of Equations (5.2.10) 
are obtained for other potentials. 

The equations of motion (5.2.10) represent themselves the system of PDEs 
for 18 unknown functions. The fact that this system possesses 10 first in­
tegrals (5.2.31) allows us to reduce the number of unknown functions to 6. 
When equations of motion possess additional first integrals {they are written 
in (5.2.33), (5.2.36), (5.2.37)), the number of unknowns is reduced to 4. The 
reduction is achieved by means of appropriate change of variables. 

Consider the three-body system with the potential of interaction given by 
(5.2.11), (5.2.13). As it was already said in this case, equations of motion have 
an additional first integral (5.2.33). The one-dimensional case of this problem 
was fully integrated by Yu. S. Sokolov [194]. The change of variables found in 
[194] was generalized in the case of flat (two-dimensional) space which resulted 
in some partial solutions of the corresponding equations of motion. Some exact 
solutions in three-dimensional space were obtained in [204]. 

Below we construct some partial solutions of equations of motion (5.2.10) 
with the potential (5.2.11) defined by (5.2.13). 

For the sake of convenience we combine the center-of-mass system with the 
reference system, that is, we put 

Xa + Ya + Za = O. (5.2.38) 

Further, we make the following change of variables 

( 27r(k -1») (27r{k -1») 
3Xk = Sl cos a1 + 3 + S2 cos a2 - 3 + 

S (a1 - a2 2rr{k -1») S . (a1 - a2 27r{k -1») 
+ 3 cos 2 + 3 + 4 sm 2 + 3 ' 

( 27rk) (27r{k + 1») 3Yk = Sl cos a1 + 3 + S2 cos a2 - 3 + (5.2.39) 

S (a1 - a2 27r{k -1») S . (a1 - a2 27r{k -1») + 3 cos 2 + 3 + 4 sm 2 + 3 ' 
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k=l,3 

In the two-dimensional case an analogous change of variables was used in 
[48]. 

In new variables expressions of kinetic and potential energy take the follow­
ing form 

T = ! (II + if + 1) = i [s; + s~ + s; + s~+ (5.2.40) 

= ~A2(St + S~ + S5 + Sn + ~A1 [(Sf + s~ + S5 + sn 2 + (5.2.41) 

+HS~ - S§ - 2S1S2)2 + 2(S3S4)1 

Equations of motion in new variables are written as follows 

1 .. 1 .2 au 
2" S 1 - 2" S10:1 = - aS1 ' 

1 .. 1.2 au 
-S2 - -S20:2 =--
2 2 as2 ' 

(5.2.42) 

d [1 . 1 ( . .] 1 (0:1 - 0:2 ) 2 1· (. .) au - -S3 + -S4 0:1 - 0:2) - -S3 + -S4 0:1 - 0:2 =--dt 2 8 2 2 8 aS3 ' 

Integrals of motion Po. and go. in new variables become zero. 
Let S1, S2, S3, S4, 0:1 , 0:2 be constant, then the system (5.2.42) is reduced 

to the system of algebraic equations 
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Slaf = Al [3(S; + Si + S; + S;)Sl + ~(SlS2 + S~ - S~)S2] + 3A2St, 

S2a~ = Al [3(S; + S~ + Sl + S1)S2 + ~(SlS2 + Sl- S~)Sl] + 3A2S2, 

S3(a1-a2)2 = 8A1 [3(S~+S~+S~+SDS3+~(SlS2+S~-S~)S3+3S3S~]+ 

+24A2S 3, 

S4(a1-a2) = 8A1 [3(S;+S~+S~+SDS4-~(SlS2+S~-SnS4+3SiS4]+' 
+24A2 S 4, 

(5.2.43) 

Stat + HS§ + Sl)(a2 - a2) = Ct, 

where C1 and C2 are constants of integration. 
Further, we put Sl = S2, S3 = S4 (and therefore a1 = a2, C1 = C2). After 

this suggestion, the system (5.2.43) takes the form 

af = Al [6(S~ + S~) + ~Sn + 3A2 

Al (~+3S;) + A2, aS~ = C! 
(5.2.44) 

The system (5.2.44) has a solution when AIA2 < O. Having expressed Sl and 
a1 from the second and third equation of the system (5.2.44) via St, we get 
cubic equation with respect to Sf 

(5.2.45) 

Using Cardano formula, it is not difficult to obtain the solution of Equation 
(5.2.45) 
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ci > (A2)3 (~)2 
4 - 3 7Al 

(5.2.46) 

From (5.2.45), we find 

(5.2.47) 

where CI, C3, C4 are constants of integration. 
Formulae (5.2.46), (5.2.47), and (5.2.39) give a solution of equations of mo­

tion (5.2.10) of the three-body system with the potential (5.2.11), (5.2.13). 

5.3 Non-Lie symmetry and nonlocal transformations 

The infinitesimal Lie method is far from providing the possibility of finding 
all symmetries which a system of differential equations possesses. A familiar 
example of a "non-Lie" symmetry is the invariance of the Schrodinger equation 
for the hydrogen atom under the group 0(4) first discovered by Fock [53]. 

Let us consider an arbitrary linear system of PDEs 

L{x,a)7/J{x) = 0, (5.3.1) 

where L{x, a) is a linear operator, 7/J is a multi-component function with com­

ponents {7/J1 , 7/J2, ... , 1/;m }, x E Rn, a = {~} f1 = 0, n - 1. 
aXIL 

In Lie's approach, the infinitesimal operators of the invariance algebra are 
sought in the form of first-order differential operators (2). Taking into account 
that the manifold of solutions of linear system (5.3.1) is also linear, we can 
simplify the general form of the symmetry operators (2) as follows 

(5.3.2) 

where 'T]{x) are matrices of dimension m x m. Here we used different nota­
tions for the same operator to emphasize that operator Q acts in the linear 
m-dimensional space {1/;( x)} while the operator X acts in linear (m + n)­
dimensional space {x, 7/J}. 

By means of operator Q (5.3.2), the invariance condition ofthe system (5.3.1) 
can be written in the form (9), (10): 

[L, Q]1/;{x) L",=o = o. (5.3.3) 
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It is obvious that this condition does not impose any restrictions on the order 
of generators Q. SO the formulation of the problem of investigating symmetry 
properties of the system (5.3.1) can be considerable generalized by extending 
the class of the desired operators Q. For example, it is possible to seek IA 
in a class of second-order differential operators or even of integrodifferential 
operators. It will be emphasized that the condition of invariance (5.3.3) does 
not guarantee for the set of invariance operators Q of second and higher orders 
to form a Lie algebra as it was for the first-order differential operators in Lie 
approach, and what is more operators Q can form, for example, superalgebra 
or possess other specific algebraic properties. If we desire operators Q to form 
a Lie algebra, we must also require the following relations to hold: 

(5.3.4) 

where C ABC are structure constants. A set of operators {QA} satisfying condi­
tion (5.3.) and (5.3.4) is called an invariance algebra (IA) of the system (5.3.1). 
This non-Lie algebraic approach was suggested in 1971 in [57] and since then 
new IA of the Dirac equations. Maxwell's equations and many equations of 
quantum mechanics have been found in just this manner. A largely complete 
review of these results the reader will find in [82,87*]. 

Below we consider how to find final transformations generated by non-Lie 
symmetry operators. It is clear that these transformations cannot be local; 
naturally they are nonlocal. 

An arbitrary differential operator of any order can be written as follows: 

Q == Q{x, a) = ~I'{x)al' + 'I1{x, a), (5.3.5) 

where ~I'{ x) are scalar functions, '11 { x, a) is the matrix-differential part of Q 
does not contain terms like ~I'(x)al'" 

Theorem 5.3.1. [99] If operator Q (5.3.5) satisfies condition of invariance 
(5.3.3) on the manifold of solutions of the system (5.3.1), then the system 
(5.3.1) is invariant under one-parameter group of transformations. 

xl' -+ x~ = exp{O~a}xl' exp{ -O~a}, 

1/J{x) -+ 1/J{x') = exp{Oea} exp{ -OQ}1/J{x), 
(5.3.6) 

where 0 is an arbitrary real constant (group parameter), generated by this 
operator Q. 

Proof. As a result of transformations xI' -+ x~ from (5.3.6), any differential 
operator constructed from xI' and a!" and of course, the operator of the system 
(5.3.1), L(x, a) transforms according to the law 

L{x, a) -+ L{x', a') = exp{8~a}L{x,a)exp{-Oea}. 
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then using the expression for 1/J(x) from (5.3.6) and taking into account (5.3.3) 
we find 

L(x', a')'I/I(x') = exp{ O{a}L(x, a) exp{ -o{a}· 

·exp{O{a)exp{-OQ}1/J(x) = exp{O{a}L(x,a} exp{-OQ}1/J(X} = 

= exp{O{a}L(x, a} (1 - OQ + (O~}2 =F •• -) 1/J(x} = O. 
It proves the first part of the theorem, that is, the system (5.3.1) is indeed in­
variant with respect to transformations (5.3.6). And now we convince-Durselves 
that transformations (5.3.6) form a one-parameter group. We find 

x~ = (exp{.B{a})' x~ (exp{ -.B{a})' = 

= exp{ o{a} exp{.B{a} exp{ -o{a} exp{ O{a}xlL' 

. exp{ -Oea} exp{ o{a} exp{ -.B{a} exp{ -o{a} = 
= exp{(O + .B}ea}xlL exp{ -(0 + .B){a}, 

1/J"(x") = (exp{.B{a} exp{ -.BQ})' 1/J'(x'} = 
= exp{O{a} exp{.B{a} exp{ -.BQ} exp{ -o{a} exp{O{a} exp{ -OQ}1/J(x} = 

= exp{(O + .B){a} exp{ -CO + .B){a}1/J(x), 

which completes the proof. 

Remark 5.3.1. If operator Q satisfying invariance condition (5.3.2) belongs to 
the class of Lie-type operators (5.3.2), then expressions (5.3.6) give a formal 
solution to the Lie equations. 

(5.3.7) 

Indeed, by substituting (5.3.6) into (5.3.7), we obtain identities 

dx' 
d; = exp{O{a}[{a, xlL] exp{ -o{a} = exp{O{a}{IL(x) exp{ -o{a} == el-'(x'), 

d1/J'(x'} 
~ = exp{O{a}(ea - Q}exp{ -OQ}1/J(x} = - exp{Oea}1J(x} exp{ -o{a}· 
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·exp{O{8} exp{ -OQ}"p(x) == -",(x')"p(x'). 

If operator Q does not belong to the class of Lie's operators (5.3.2), it gen­
erates nonlocal transformations. As a simple example of non-Lie operator, let 
us consider the operator 

According to (5.3.6), we have 

x' =x, 

82 

Q = 8x2 ' 

00 

"p'(x') = exp {O ::2 } "p(x) = J~1rO J exp { - (x ~oy)2} "p(y)dy. 
-00 

This result follows by noting that the F(O, x) == "p'(x') satisfies the Cauchy 
problem 

8F ~F 
ao = 8x2 ' 

F(O = O,x) = "p(x), 

and, therefore, we may use the well-known expression for the fundamental 
solution of the Cauchy problem for the heat equation 

00 

F(O,x) == "p'(x') = J~1rO J exp { (x ~oy)2} "p(y)dy 
-00 

To obtain functional form of final transformations (5.3.6), it is necessary to 
do additional calculations connected with expansion of operational exponents. 
So, we further consider this question. 

Let A be an algebra with the following properties: for any elements X, fj 
from A their commutator [x, Yl = Xfj - fiX belongs to A, and the sum of a 
infinite convergent series with elements belonging to A also belongs to A. In 
what follows we will use hat as the notation of elements of algebra A. 

Theorem 5.3.2. For any x, fj E A the fonowing expansion holds (the 
CampbeIl-Baker-Hausdorff (CBH) formula) 

00 on 
exp{ -Ox}wexp{ Ox} = 2: ,{ w, xn}, 

n=O n. 
(5.3.8) 

where 
{ ~ e::::O} _ ~ w,x =w, 
{ ~~} [~~l ~~ ~~ W,x ==W,x==wx-xw, (5.3.9) 

{ ~ ~k}_ [{ ..... ~k-l} ~l w,x = w,x ,x, k= 1,2, ... ; 
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() is an arbitrary real constant. 

Proof Consider the function of () 

F( (}) = exp{ -(}x}iV exp{ (}x} 

Let us expand it in Maclaurin's series. But at first we find 

whence follows 

~: = exp{ -(}x}[iV, x] exp{()x} 

~:~ = exp{ -(}x}( -x[iV, x] + [iV, x]x) exp{ (}x} = 
= exp{ -(}x}[iV, x2 ] exp{ (}x} 

The theorem is proved. 

301 

(5.3.10) 

Theorem 5.3.3. For any x, 11 E A, the following identity holds (the formula 
of Hausdorff) 

zE A, 

where 

00 

n=O 

zo =11 
~ _ ~ (-l)n B {~=t} _ ~ l[~;";'I ~ B2k {~~2k} 
Zl - L ---;x- n x,y - X +"2 X'Yl + L (2k)! X,Y , 

n=O k=l 

~ 1 (~ "')~ ~ 1 (~ "')~ 
Z2 = "2 Zt uy Zt, ... , Zk = k Zt uy Zk-t, 

where Bn are the Bernouilli numbers: 

Bo = 1, B _ 1 
2 - 6' 

B3 = B5 = ... = B 2k+1 = ... = 0, 

k = 1,2, ... , 

(5.3.11) 

(5.3.12) 

(5.3.13) 



302 Chapter 5. Some Special Questions 

B _ 1 • 
6 - 42"'" 

Z1 a.- is the so-called Hausdorff operator which operates in the following manner: 
y 

for example, 

(5.3.14) 

where F and G are operator-valued functions independent ofY. 
Before proceeding to the proof of this theorem, we will first prove three 

lemmas. 

Lemma 5.3.1. For smooth operator-valued function F(x), the analog of Tay­
lor expansion holds true 

F(x + u) = F(x) + (iW;) F(x) + ~ (iW;)2 F(£) + ... (5.3.15) 

Proof. Since in both parts of equality (5.3.15), function F(x) comes linearly, 
it is sufficient to prove the lemma for the function £". For n = 2 we have 

From the other hand, if F(x) = x2 , we find the same result from (5.3.15) 

To complete the proof, one has to apply further the method of mathematical 
induction. 

Remark 5.3.2. Analogous expansion can be written in two-dimensional case 

F(x + 1£, y + v) = F(x, y) + (1£0; + vOy) F(x, y)+ 

+ ~ (1£a.- + va.-) 2 F(x y) + .... 2! x y , 

Lemma 5.3.2. In algebra A, the following identities are valid 

(iW;) eX = e"'<p (u, x), 

(ua;) e; = 1/J(u, x)e;, 

(5.3.16) 

(5.3.17) 

(5.3.18) 
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where 

00 {~~} 
(~ ~) _ ~ 1 {~ ~} 1 {~ ~2} _ ~ u, X ~f ~ 

<pu,x -u+ 2! u,X +3! u,x +"'-~(n+l)! -p, (5.3.19) 

"I.(~~) (~~) ~ (_I)n {~~}def~ 
'I' u,x = <p u,-x = L..J ( 1)' u,x = q. 

n=O n+ . 
(5.3.20) 

Proof. It follows as a trivial consequence of (5.3.15) that 

(~.<:l_); ~ 1 (~ ~~) 1 (~2 ~~ ~2~) Uv;; e = u + 2! ux + xu + 3! ux + xux + x u + .... 

Setting in this expansion 
~ [~~l u= w,x (5.3.21) 

we find 

(5.3.22) 

Further, we use CBH formula (5.3.8) under () = 1 

It yields together with (5.3.21), (5.3.22) formulae (5.3.17), (5.3.19): 

By noting that 

[w,e;] == we; - e;w == (w - e-;wi) i = 

({ ~~} 1{~~2} 1{~~2} ); = w, x - 2! w, x + 3! u, x =F • • • e 

one can easily show the validity of (5.3.18), (5.3.20). 

Lemma 5.3.3. The series (5.3.19) is reversible, the reversion having the form 

~ ~ Bn{~ =-} u = L..J -, p, x , 
n=O n. 

(5.3.23) 

where Bn are Bernoulli numbers (5.3.13). 
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Proof. Starting from (5.3.19), we can successively write 

~ ~ 1 {~~} 1 {~ ~2} 1 {~ ~n} 
p=u+ 2! u,X + 3! U,X + ... + (n+I)! U,X + ... 

{p, x} = {u, x} + 21, {u, x2 } + ... + ~{u, xn} + ... 
. n. 

{ ~ ~2} {~~2} 1 {~ ~} 1 {~ ""'} p,x = U,X + 2! U,X + ... + (n-I)! u,x + ... 

{p, xn-l } = {u, xn-l } + ;! {u, xn} + ... 

{p,xn} = {u,xn} + ... 
00 

(5.3.24) 

Now we make the sum E bn {p, xn} and require the coefficients bn (n = 
n=O 

0,1, ... ; bo = 1) to satisfy the relations 

1 bl bn - l --- + - + ... + -- + bn = O. 
(n + I)! n! 2! 

(5.3.25) 

All terms in the right-hand side of our sum vanish except the addend u. Thus 
we get 

00 

u = L)n{P, xn}. (5.3.26) 
n=O 

Equations (5.3.25) should be considered as recurrent relations for determina­
tion of coefficients bI, ~, .... These relations can be written as a single identity 

But as it is well known 
00 tn et -1 

L (n+ I)! = -t-' 
n=O 

Therefore, numbers bn are just the coefficients of the expansion of the function 
tj(et - 1) in a power series. So we have 

00 00 B Lb n t L n n nt =--= -t, 
et -1 n! 

n=O n=O 

(Bn are Bernouilli numbers (5.3.13» whence follows 

Bn 
bn = -. 

n! 
(5.3.27) 
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From (5.3.26) and (5.3.27) one obtains the formula (5.3.23). 

Remark 5.3.3. Similarly one can reverse the series (5.3.20). But since q = 
cp(u, -x) we get from (5.3.23) 

(5.3.28) 

Now we are ready to prove Theorem 5.3.3. Let x is changed to x + (Ju and 
fj is changed to fj - (lv, where u and v are arbitrary, in such a way that 

Z(x + Ou, fj - Ov) = z(x, fj) (5.3.29) 

Then according to Lemma 5.3.1 using (5.3.16) we get identity 

(uB;) z = (vay) z. (5.3.30) 

The condition (5.3.29) means that 

e;;+9';; ell-I;;; = (e;; + 0 (uB;) e;; + .. -) (ell - 0 (l1ay) ell + ... ) = e;;ell 

And together with Lemmas 5.3.1 and 5.3.2, it yields 

cp(u, x) = 1f;(v, fj) (5.3.31 ) 

Since U is arbitrary, we may choose it equal to x, from which we may find 

(xB;) z= (vay) z. (5.3.32) 

and 
cp(x, x) == x = 1f;(v, fj). (5.3.33) 

Having used formulae (5.3.20), (5.3.28) we obtain 

(5.3.34) 

Let us expand z as a series 

(5.3.35) 

where Zk is a polynomial containing k factors of x. Since 11 contains x only to 
the first power (see (5.3.34)), we can rewrite equality (5.3.32) as 

Z1 + 2Z2 + 3Z3 + ... = (vay) (zo + Z1 + Z2 + ... ) 
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and after equating coefficients of the terms with equal power of X, we get 
identities 

To find Zo we set in (5.3.35) and in (5.3.11) x = O. It immediately yields 

~I ~ ~ z ~ = y = Zoo 
0:=0 

Thus Theorem 5.3.3 is proved. 

Remark 5.3.4. In the same way, using the substitution 11 = fj, we find 

'IjJ(fj, fj) == fj = tp(u, x). (5.3.36) 

Using (5.3.19), (5.3.23) we obtain another equivalent expression for z: 
(5.3.37) 

00 00 

~ _ '"' Bn{~ =} _ ~ l[~ ~J '"' B2k {~~2k} 
rl - ~ ~ y,x - y - "2 y,x + ~ (2k)! y,x , 

n=O k=l 

Consequence 5.3.1. When operators x and fj satisfy commutation relations 

[x, [x, Yl] = [fj, [x, Yl] = 0, (5.3.38) 

formulae (5.3.11)-(5.3.13), (5.3.37) result in the well-known identity 

(5.3.39) 

which is widely used in quantum mechanics and in the theory of coherent states 
[151,164]. 

Remark 5.3.5. The problem of finding an explicit expression for z = In (exeY ) 

was first attacked by Campbell in 1898 and was soon thereafter followed by 
investigations of Baker and of Hausdorff. The author last named found an 
expression for z in terms of repeated commutators of x and fj [117]. Hausdorff 
results were expounded in [38,146,189,206,208] and here we used these works. 
More recently Dynkin [45] found explicit form of coefficients of the commutator 
series for z but this result was quite unwieldy and therefore is not used in 
applications, while the Hausdorff formulae (5.3.11), (5.3.12), (5.3.37) give, as 
we see it, an effective way of finding z. 
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Below we consider an example of using the Hausdorff formula to find nonlocal 
transformations of invariance of the Dirac equation. 

(i-yvav - m)'l/J(x) = 0 (5.3.40) 

where m is a constant (mass of particle), "Iv are Dirac matrices written in 
(2.1.2). 

As it is well known the Dirac equation (5.3.40) is invariant with respect to 
the Poincare group P(1,3) and this group is the maximal one in the sense of 
Lie (here we do not consider transformations which mix up 'l/J and 7ijj). But 
the Poincare group does not exhaust all symmetry properties of the Dirac 
equation. It was shown in [64] by means of non-Lie method the duality of the 
spacetime symmetry of the Dirac equation. This duality is stipulated by the 
existence of two IA: the known one AP(1,3) with basis elements (2.1.11», and 
the algebra AF(1,3) with basis elements 

Po = iao, Po = H = "Io"laPa + "10m, 

Ra = XOPa - !(Poxa + xaPo), 

which satisfy commutation rules 

[Po, Po] = [Po, Pal = [Pa, Pb] = [Po, Pal = [Po, Ra] = 0, 

[Po, Ra] = iPa, [Fa, Rb] = iDabPo, 

[Ja , Jb] = ifabeJe, [Ja, Rb] = -ifabeRe, 

[Ra, Rb] = -ifabeJe· 

(5.3.41 ) 

(5.3.42) 

As operators Po and Ra are of non-Lie type, to find their group action, we 
shall use the formulae (5.3.6). 

Theorem 5.3.4 [99, 189]. The Dirac equation (5.3.40) is invariant under 
Galilean transformations 

X~ = Xo, x~ = Xl + (Jxo, x~ = X2, x~ = X3, 

'l/J'(x') = exp{iO[ (1- !Octh !O)xoPl + !(HXl + x1H + OxoH)] }1/J(X). 

(5.3.43) 
generated by the operator RI from AF(l, 3) (5.3.41). 

Proof At first we convince ourselves that operator 

Rl = XOPI - ~(HXl + xIH) = -i(xOal - !i(HxI + xIH») (5.3.44) 
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satisfies the invariance condition (5.3.3), and to do it we rewrite Equation 
(5.3.40) into the equivalent form 

L'I/J == (Po - H)'I/J = 0, (5.3.45) 

It is easy to find 

and using the identities 

H2 == ('"YO'"YaPa + '"Yom)2 = P; + m 2, 

we get 
[L, RI ] = o. 

So, the invariance condition (5.3.3) is satisfied and one can use formulae (5.3.6) 
for finding the group action of the operator (5.3.44). According to (5.3.6) we 
have 

(5.3.46) 

(5.3.47) 

To obtain the functional form of transformations (5.3.46), (5.3.47) we apply 
formulae (5.3.8), (5.3.11)-(5.3.13). 

From (5.3.46) and (5.3.8) we find 

X~ = xJ1. - 0[xJ1.,x0 81] = xJ1. + OXObJ1.l. (5.3.48) 

To use expansion (5.3.11) let us introduce notations 

fj = -x + !iO(H Xl + xIH) (5.3.49) 

Then we successively calculate 

{ ~ :::Q} - ~ x,y = x, 

{~ ~} - [~ ~ - ·1l2 H 
X, Y = x, YJ - ~u Xo , 

{x, fj2} = [{x, fj}, Yl = 02X, 

n= 1,2, ... , 

whence follows that the series for Zl from (5.3.12) takes the form 

~ ~ 1 [~~ ~ B2k {~ ~2k} 
Zl = X + 2" x, YJ + L...J (2k)! x, Y = 

k=l (5.3.50) 

1 .82 H (0 h 8) ~ ="2~ Xo + "2 ct "2 x, 181 < 27[". 
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Here we used the known expansion 

101 < 211". 

To find the second term in the expansion of (5.3.12) we note that 

(Zl Q-..){x, y} = {x, zd = 0, 
y 

(Zl By){x, y2} = ([x, Zl]Y] + [lx, Ylzl] = 0, 

(ZlBy){X,y3 } = O(Zl' By){x, y} = 0, 

and therefore 

~ 1 (~ !l) ~ 1~ !l (~ 1 [~"'1 ~ B2k {~ ~2k}) 0 
Z2 = 2 ZlUY Zl = 2Z1 UY X + 2 X,Y + ~ (2k)! X,Y = 

309 

(5.3.51) 

and hence Z3 = Z4 = ... = O. Finally we obtain the following expression for z: 

~ ~ ~ ~ i n2 H (0 h 0) ~ 
Z = Y + Zl = Y + 217 Xo + 2 ct 2 x, 

or in the terms of the original notations (5.3.49) 

So the theorem is proved. 

101 < 211", 

Remark 5.3.6. One can make sure in the validity of Theorem 5.3.4 straightfor­
wardly. Indeed, under the Galilei transformations (5.3.48) we have 

P' =-i~ =Pa • 
a 8x~ 

(5.3.52) 

For t/J'(x'} (5.3.43) we find 

t/J'(x'} = t/J(x} + ~iO(Hxl + x1H}t/J(x} + ... (5.3.53) 

After substitution of (5.3.52), (5.3.53) into the primed Equation (5.3.40) 

(Po - H')1/J'(x') = 0 

and retaining terms linear in 0, we successively obtain 
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{Po + OPt} ('If; + ~iO{Hxl + xIH}'If;) - H'If; - ~iOH{Hxl + xIH}'If; = 0, 

{Po - H)'I/J + 0 [!i{Hxl + xIH}Po'I/J + P1'lf; - ~i{H2Xl + Hx1H}'If;] = 0, 

(PO - H}'I/J + 0 [~i(HxIPO +x1HPo - H2Xl - HXIH) +P1'lf;] = O. 

Since on the manifold of solutions of the Dirac equation (5.3.40), we have 
Po'lf; = H'I/J then the latter equality we can write as 

which proves our statement. 

Remark 5.3.7. As follows from the proof of Theorem 5.3.4 the formula (5.3.43) 
for 'I/J'(x'} is valid when 101 < 211'. This restriction is stipulated by the range 
of convergence of the series (5.3.51). But for real values of the parameter, the 
series (5.3.51) is convergent everywhere in R. This means that there is no 
restriction on the value of the parameter which can be treated as the velocity 
of an inertial reference frame, while in the case of the Lorentz transformation 
a restriction exists: the speed of light. 

Remark 5.3.8. Theorem 5.3.4 can be easily generalized on equations of arbi­
trary spin. These equations should have the form 

Po'lf;=H'If; (5.3.54) 

and the Hamiltonian H must satisfy the condition 

(5.3.55) 

(A wide class of such equations for particles of arbitrary spin is described in 
[76,82,87*). ) 

Formulae (5.3.43) are written in the form suitable for any equation of the 
type (5.3.54), (5.3.55). 

In conclusion, we note that some other applications of CBH and Hausdorff 
formulae are given in Sections 5.4, 5.5, 5.8-5.10 and in Appendix 3. 

5.4 Lie-Backlund symmetry of the Dirac equation 

Following [75, 82, 211) we shall study the symmetry properties of the Dirac 
equation (5.3.40) in the class of the first-order matrix-differential operators. 
The investigation will be done in two different approaches: non-Lie and Lie­
Backlund. 
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Theorem 5.4.1 [74,82]. The Dirac equation (5.3.40) is invariant under an 
eight-dimensional Lie algebra defined over the field of real numbers. The basis 
elements of this algebra have the form 

EI''' = !imh'I" ,,,] + i(1 - h4)(,I'P" -'''PI')' 

Eo =1, 
(5.4.1) 

where 14 = ,0,1,2,3 and I is a unit matrix. In the case m :f; 0 the algebra 
(5.4.1) is isomorphic to the Lie algebra of the group U(2)@U(2), while for 
m = 0 the operators (5.4.1) form an abelian algebra. 

Proof. The validity of the theorem can most simply be seen by direct verifica.­
tion. One has 

(L == ,,,P" - m), 

(5.4.2) 

whence it is evident that operators (5.4.1) satisfy the invariance condition (10). 
According to (5.4.2), in the case m = 0 the operators (5.4.1) commute. If 

m :f; 0 then, setting 

from (5.4.2) we find that operators EI'",.Eo, El form the algebra 

[EI'''' E~u] = 2i (gl'uE,,~ + g,,~EiLu - gl'~E"u - g"uEI'~)' 

[EI, Eo] = [EI, EI'''] = [Eo, EI'''] = O. 

(5.4.3) 

(5.4.4) 

The algebra (5.4.4) is isomorphic to the Lie algebra of the group U(2)@U(2). 
This isomorphism can be established by the following relations: 

A=I,8. 

Over the field of real numbers all elements of the algebra (5.4.3) are linearly 
independent. In order to See this, it suffices to subject the operators (5.4.3) to 
the transformation 
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EJLV -+ E~v = VEJLV V- 1 = ~ibJL' 1'10'1, 

Eo -+ Eri = VEOV-1 = 1 El -+ Ei = VEl V-1 = 1'4, 

where 

The theorem is proved. 
Since operators (5.4.1) do not belong to the class of first-order differential 

operators of the form (7), they correspond to non local symmetry of the Dirac 
equation (5.3.40). In order to find the group action of the operators (5.4.1) we 
shall use formulae (5.3.6). Since ~JL{x) = 0 for all operators (5.4.1) it means 
that x~ = xJL' For operator OaEOa (Oa are arbitrary constants) one successively 
finds 

(5.4.5) 

[ 
00 02k 1 00 02k+1 ( 1. ) ] 

= ~ (2k)! +0 ~ (2k + I)! 1'o1'a + m (1-t1'4)(')'oPa -1'aPO) Oa 1/J{x) = 

sh 0 i. (a'I/J a'I/J ) 
= ( ch (/ + -O-1'o1'a(/a)'I/J{X) - Om sh 0{1 - t')'4) 1'0 aXa + 1'a axo Oa'I/J{X) , 

where 0 = (O~ + O~ + (/~) 1/2. Here we have used the identity 

(iEoaOa)2 = 02. 

Similarly one obtains 

'I/J'(x') = exp { -~iEabcEab.Bc} 'I/J(x) = (5.4.6) 

= [cos.B - 2~ sin.BEabc1'a1'bf3c + ~.B sinf3(l - h4)fabc1'aPbf3c] 1/J{x), 

1/J'{x') = exp {-E1a} 'I/J{x) = [ cha + h4 sha + ~ sha(l - h4hvP"] 'I/J{x), 

where .Ba, a are arbitrary constants, .B = (.B~ + .B~ + .B~)1/2. 
The principal difference of the transformations (5.4.5), (5.4.6) from Lorentz 

transformations for the Dirac spinor 'I/J(x) is that the function 1/J'(x') depends 
not only on 1/J{x) (and parameters of the transformation) but also on the deriva­
tives a'I/J / axJL' 
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2. We will show that operators (5.4.1) can be obtained within the framework 
of Lie-Backlund approach. 

As is known [161]' the Lie-Backlund symmetry operators are looked for in 
the form 

x = 1'1" (x, '¢Q, '¢~1' '¢~111-2"") 8~u + 

+ L (DI1-1 DI1-2'" DI1-.)1'( 8 u 8 , 
O::;JL. ::;3, '¢ 11-111-2· .. l1-k 

(5.4.7) 

k~l 

where 
D 8 .I.U 8 u 8 

11- = 8xl1- + 0/11- 8.I.u + ... + '¢11-11-1"'l1-k 8'¢u 
0/ 11-1 ... 11-. 

+"', 

U _ 8'¢u u _ ;Jl'¢u 
'¢11- = 8xl1-' '¢11-" = 8xI1-8x"'···· 

The problem of finding Lie-Backlund symmetry is the problem of finding func­
tions 17(X, '¢Q, '¢~, ... ). The functions 17u are found from the condition of in­
variance. 

X[L] I =0, 
[L]=O 

(5.4.8) 

where X is given in (5.4.7); [L] = ° denotes the manifold of solutions of the 
equation and all its differential consequences. It is rather difficult (if not im pos­
sible) to solve the problem in such general formulation without any restrictions 
on the coordinates 17u of IFO (5.4.7). The needed calculations are enormous 
even in the simplest cases. Besides that one has to study additionally the 
algebraic properties of the found operators, which is rather difficult by itself. 

Below we apply the Lie-Backlund method to the study of symmetry prop­
erties of the Dirac equation (5.3.40). Following [211] we rewrite it as eight­
component system of PDEs 

or in equivalent form 

. 8'¢ .1. 0 
2
'

11--8 - mo/ = , 
xl1-

.81f -
28- '

11- +m'¢ = 0, 
xl1-

ir 11-811-¢J + m¢J = 0, 

r 4r 5¢J + r2¢J* = 0, 

where ¢J = ¢J( x) is an eight-component spinor, r JL = (~ 

r = (0 14) 
4 111- 0 ' 

r =' (0 14) 
5 to' -'11-

r - ('4 6- 0 

(5.4.9) 

(5.4.10) 

(5.4.11) 
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We look for the Lie-Backlund symmetry operators (5.4.7) setting 1] = AJL<pJL + 
F(<p}, AJL are 8-column constant matrices. 

Theorem 5.4.2 [211]. The basis of Lie-Backlund symmetry operators (5.4.7) 
under 1] = AJL<pJL +F(<p} of the Dirac equation (5.4.1O) is given by the following 
operators 

1= <p, 

pSG) = <PJL' pSa) = QaPSO); 

I;~oJ = i(I - ii\)(r JL<Pv - r v<p,...} - 2imG,...v<p, 

I;(a) - Q I;(ol. JLV - a JLV, 

~(a) _ Q ~(O) £.JJL - a£.J,..., 

where 

(5.4.12) 

Proof. Since the calculations are involved in the present case, we shall state 
them in a sketchy manner, for the sake of brevity. From the condition of 
invariance {5.4.8} with r( = (AJL<PJLr + Ft7{<p) we get the defining equations 

(r JLB<PJL + r JLAv<PJLV - im1]) I. = 0, 
[.r ,..pl' +m.p==O] 

(5.4.13) 
r 4r s1] + r21]* = 0, 

where B = (B$ == 81]'" /8<J;f3; (x, (3 = 0,7); fir JL<PJL +m<p = OJis the totality oiall 
differential consequences of Equation {5.4.1O}. Taking into account differential 
consequences we obtain from (5.4.13) 

roB( -ror a<Pa + imro<p) + raB<Pa + roAo(<Paa - m 2 <p)+ 

+(roAa + r aAo)( -rOrb<Pba + imro<Pa} + rOAb<Pab - im1] = 0, 

r 4r517 + r217* = 0, 

(5.4.14) 

Decomposing the first equation of (5.4.14) into independent variables <Pab, one 
finds the defining equations for matrices A,...: 

-rOAarOrb -raAOrOrb +r aAb+rbr a - {rOAb+rbAO)rOr a = 0, a =1= b 

roAo - (roAa + r aAO) + r aAa = 0, (no sum over a), 
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whence follows 

where 

(
A(t) 

A - I-' 
I-' - 0 0) (0 A (2) ) (0 0 ) (0 0) o + 0 0 + A~) 0 + 0 Ah4) , 

Ahk ) = al-'(k)I + b~(k),a + c~1k)(Ta,B + d~(k)'4/Ot + el-'(k),4, 

bOCk) _ _ baCk) 
o - a , bl-'(k) - _b"(k) 

v - J.L , 

d OCk) _ _ da(k) ° - a , 
bl-'(k) _ _ d"(k) 

v - I-' , 

a(k) _ O(k) 
Cab - -COb , 

a(k) _ O(k) 
COb - -Cab , 

(TOt{3 = ~Cla,{3 _,{3,a}. 

Ill-v 

Ill-v 

a(k) _ b(k) 
Cbc - -Cae , 

Here there is no sum over a. It leads to (5.4.12). 

315 

By substituting this result into (5.4.13) it is cumbersome but not difficult 
to convince ourselves that the operators (5.4.12) exhaust the set of linearly 
independent solutions of the defining Equations (5.4.13). So, the theorem is 
proved. 

In much the same way one can prove another statement. 

Theorem 5.4.3 [211]. The basis of Lie-Backlund symmetry operators (5.4.7) 
under 1] = Al-'cPl-' + F( cP) of the Dirac equation (5.4.10) with m = 0 is given by 
the following operators 

1= cP, (5.4.12') 

",(a) _ Q ",(0) 
LJI-'II - aLJI-'" 

Remark 5.4.1. It is easy to show that the sets of operators (5.4.12), (5.4.12') 
contain operators (5.4.1) and (5.4.1) with m = 0, respectively. 

3. Following [81) we will show that any relativistic wave equation for a 
particle with non-zero mass and arbitrary spin is additionally invariant under 
the Lie algebra of the group GL(2s + 1, C}. 

Let us write an arbitrary linear (differential or integrodifferential) equation 

L'IjJ = 0 (5.4.15) 
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where L is a linear operator defined on a vector space H , 

'¢ = ,¢(x) E H. 

Definition 5.4.1. Equation (5.4.15) is Poincare invariant and describes a par­
ticle of mass m and spin s if it has the 10 symmetry operators PJ1-, JJ1-V, 
IL, v = 0,3, which form the basis of the Lie algebra of the Poincare group, 
and any solution '¢ satisfies the conditions 

(5.4.16) 

where WJ1- is the Lubansky-PauIi vector 

(5.4.17) 

We consider only such equations as (5.4.15) which satisfy the given definition 
and so may be interpreted as equations for relativistic particle of spin sand 
mass m. The symmetry operators PJ1-, JJ1-V of such an equation satisfy the 
commutation relations of AP(I,3). 

[PJ1-'Pv] = 0, (5.4.18) 

[JJ1-V, /xu] = i(gJ1-uJv )., + gv).,JJ1-U - gJ1-).,Jvu - gvu JJ1-).,)' 

The eigenvalues of the corresponding Casimir operators PJ1-PJ1- and WJ1- WJ1- are 
fixed and given by the relations (5.4.16). It is to be pointed out that we do not 
make any supposition on the explicit form of the operators PJ1- and JJ1-V, they 
can be as differential operators of the first order as non local (integrodifferential) 
ones. 

Theorem 5.4.4 [81]. Any Poincare invariant equation for a particle of mass 
m and spin s is invariant under the algebra AGL(2s + l, C). 

Proof. Let PJ1-, JJ1-V be the symmetry operators of Equation (5.4.15). Then 
according to the definition and conditions (5.4.16) the following combinations 

(5.4.19) 

are also the symmetry operators of this equation. 
Using (5.4.18) and the relations 

(5.4.20) 
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one can make sure that the operators (5.4.19) satisfy the conditions 

[Q;v, Qf,,] = i(9p."Q~>. + 9v>.Q;,,-
- 9p.>.Q;'" - 9v"Q;>.)m-4 (Pppp)2 

(5.4.21) 

and 

(5.4.22) 

It follows from (5.4.16) and (5.4.21) that on the set of solutions of Equation 
(5.4.15) operators (5.4.19) satisfy the commutation relations 

(5.4.23) 

which characterize the Lie algebra of the group SL(2,C). From (5.4.16) and 
5.4.22) one obtains the eigenvalues of corresponding Casimir operators 

(5.4.24) 

where io = S, il = ±(s + 1). 
So we demonstrated that any Poincare-invariant equation of non-zero mass 

and spin s is additionally invariant under the algebra ASL(2,C), the basis el­
ements of which belong to the enveloping algebra of AP(I,3) and are given 
exactly by the relations (5.4.19). According to (5.4.24) operators (5.4.19) re­
alize the representation D(io,lt} = D(s,±(s + I)) of AGL(2,G). Now we see 
that this invariance algebra may be extended to 2(2s + I)-dimensional Lie al~ 
gebra isomorphic to the algebra AGL(2s + I, C). Exactly the basis elements 
of AGL(2s + I, C) have the following form on the set of solutions of Equation 
(5.4.15): 

where 

>'n+kn = akn(Qt3 - Q62)P~, 

>'nn+k = aknP~(Qt3 + Q62)' 

Xmn = Ql>'mn, 

P:' = II Q12 - S - 1 + n' 
n' -n 

n'in 

Q fo.be Q+ Q+ 
1 = 2s(s + 1) 00. be' 

m, n = 1,2, ... ,2s + 1; k = 0,1, ... , 2s - n 

and akn are coefficients determined by the recurrent relations 

aOn = 1, aln = [n(2s + 1 - n)]-1/2, 

>. = 2,3, ... , 2s - n. 

(5.4.25) 
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Actually, the polynomials of the symmetry operators Q;lI given by the rela­
tions (5.4.25) are the symmetry operators of the equation (5.4.15). Operators 
(5.4.25) form the basis of the algebra AG(2s + I, G) inasmuch as they satisfy 
the commutation relations of AGL(2s + I, G) 

[Aab, Acd] = -[:xab , Acd] = bbcAad - badAbc, 

[Aab, :Xcd] = thc:Xad - bad:Xbc , a, b, c, d = 1,2, ... ,28 + 1. 
(5.4.26) 

The relations (5.4.26) are correct on the manifold of solutions of Equation 
(5.4.15). The validity of the above formulae can be verified by direct calculation 
using the equivalent matrix representation for the basis elements of ASL(2,G) 

Q+ - ·S Oa - -t a 

where Sa. are matrices realizing the representation D(s) of ASO(3) in the 
Gelfand-Zetlin basis. Thus the theorem is proved. 

So, if Equation (5.4.15) is Poincare invariant and describes a particle of spin 
s and mass m > 0, it is invariant also under AGL(28 + I, G) basis elements 
of which belong to the enveloping algebra of AP(1,3). The operators (5.4.25) 
together with the Poincare generators P/L and J/LlI form the basis of the [10 + 
2(2s+I)]-dimensional Lie algebra isomorphic to the algebra AP(I,3)EBAGL(2s + 
I, G). The last statement can easily be verified by moving to the new basis 

where 

Q12 = 2:(s - n + I)Ann, 
n n 

The theorem proved has a constructive character insofar as it gives the 
explicit form of the basis elements of additional invariance algebra via the 
Poincare generators. Starting, for example, from the Poincare generators for 
the Dirac equation (2.1.11) we obtain by means of the formula (5.4.19) the 
additional symmetry operators 

(5.4.27) 

which one easily recognizes as operators from (5.4.1). 
In conclusion, let us present the result on complete symmetry of the Dirac 

equation (5.3.40) in the class of matrix differential operators of the first order 
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(that is operators of the form Q = AJL(x)8JL + B(x), where AI' and Bare 4-
column matrices. Note, in Lie approach AI' are obligatory scalar functions). 
Let us denote this class as Ml . 

It turns out that operators (2.1.11) and (5.4.1) do not exhaust all symmetry 
operators of the Dirac equation (5.3.40) in the class Ml . 

Theorem 5.4.5 [81]. The Dirac equation (5.3.40) has only 26 linearly inde­
pendent symmetry operators Q E Ml, These operators include the Poincare 
generators (2.1.11), identity operator and 15 operators given below 

i 
111' = 4,4(PJL - m,JL)' 

z 
wJLv = mSJLV + 2hJLPv -,vPJL ), (5.4.28) 

AI' = wJLVxv + XV wJLV - i'JL' 

B = i/4(D - m,vxV), 

where 

D = xVP", + Ii, jL, v = 0,3. (5.4.29) 

The proof consists in constructing the general solution of the defining equa­
tions following from the invariance condition 

[L,Q] = IOL, (5.4.30) 

where L =,P - m, Q, and 10 are unknown operators belonging to MI. 
lt will be noted that operators (5.4.28) do not form the basis of a Lie algebra 

since commutators [wJLV,w>'u] do not belong to the class MI. 

5.5 Symmetry of in tegrodifferential equations 

Here we consider (following [88*]) a method of studying local symmetry prop­
erties of nonlinear systems of integrodifferential equations (IDEs) of the form 

L'Ij; + >'IF('Ij;) + >'2 J K(x, y, 'Ij;(x) , 'Ij;(y))dy = 0, (5.5.1 ) 

Rn 

where L is a linear differential operator: x E Rnj 'Ij;, F, K are columns with m 
components; >'1, >'2 are arbitrary constants. In what follows we shall suppose 
that the integral of (5.5.1) exists. 
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Before we proceed to formulate the principal result we note that the standard 
Lie algorithm is inapplicable to the IDE (5.5.1). The symmetry properties 
of Equation (5.5.1) can be studied by means of method of differential forms 
[116, 84], but in this case one faces a problem of unwieldy calculations which 
become really enormous when the order of the differential operator L and the 
number of components of 'Ij; increase. This circumstance essentially restricts 
the applicability of the method of differential forms. 

We shall investigate symmetry properties of IDE (5.5.1) in the class of first­
order differential operators of the form (7), (8). As a matter of convenience we 
write here formulae (7), (8) once again 

(5.5.2) 

It = O,n -1, k= I,m. 

Theorem 5.5.1. The maximal invariance algebra of the system olIDE (5.5.1) 
in the class of first-order differential operators (5.5.2) is determined by the 
following defining equations 

1 ° [L, Q] = A(X )L, (A (x ) is an m-component matrix) 

2° ('TJ(X) + A(X) - ('TJ(X)'Ij;)k a~k ) F('Ij;) = 0, 

3° {a~aIL(Y) + 'TJ(x) + A(X) + ~IL(X)~ + ~IL(y)~ - (5.5.3) 
YIL axIL aylL 

_('TJ(y)'Ij;(y»)k a'lj;~(y) - ('TJ(x)'Ij;{x»)k a'lj;~(X) }K(X,y,'Ij;{X), 'Ij;(y») = O. 

Proof. Using formulae (5.3.6) one finds transformations generated by operator 
(5.5.2): 

X~ = eo~axlLe-o~a = xlL + 9~JL(x) + ... 

'Ij;'(x') = eoeae-oQ'Ij;(x) = 'Ij;(x) - 9'TJ(x)'Ij;(x) + ... 

L(x', a') = eoea L(x, a)e-Oea = L(x, a) + 9[~a, L] + ... 

(5.5.4) 

Further, according to the fundamental theorem of integral calculus, under 
arbitrary coordinate transformation YJL -+ y~ an element of volume dy = 
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dyo ... dYn-l transforms as 

(ay,) 
dy -+ dy' = det ay dy, (5.5.5) 

or in infinitesimal form, when y~ = Yv + O~v(y) + .. " 

(5.5.6) 

Now we substitute (5.5.4), (5.5.6) into the primed Equation (5.5.1): 

L(x', a')7/J'(x') + >"IF (7/J') + >"2 J K(x', y', 7/J'(x'), 7/J'(y'))dy' = 
R" 

= L(x, a)7/J(x) + >"I F (7/J) + >"2 J K (x, y, 7/J(X) , 7/J(y))dy+ 

+ o{ ([Q(x, a),L(x.a)J -1J(x)L(x,a))7/J(x) - >"1 (1J(x)7/J(X))k a~kF(7/J)+ 

+>"2 J [a~V(y) + ~IL(X)~ + ~IL(y)~ - (1J(x)7/J(x))k-;-
ayv aXIL aYIL a7/J 

Rn 

-(1J(y)7/J(y))k a7/J~(y)]K(X,y,7/J(X),7/J(Y)) }dY + 0(02). 

The requirement of invariance means that the above expression should be equal 
to zero on the set of solutions of Equation (5.5.1). It immediately gives the 
condition 

( k a 
[Q, L]-1J(x)L)7/J(X) - >"1 (1J(x)7/J(x)) a7/Jk F (7/J)+ 

\ J (a~V(y) eV() a eV() a +"2 --+", x -+", y--ayv axv ayv 
(5.5.7) 

R" 

( ) k a k a ) - 1J(x)7/J(x) a7/Jk(x) - (1J(y)7/J(y)) a7/Jk(y) K(x, y, 7/J(x), 7/J(y)) = O. 

The condition (5.5.7) together with Equation (5.5.1) lead to Equations (5.5.3). 
The general solutions of Equations (5.5.3) determines the maximal IA of IDE 
(5.5.1) in the class of operators (5.5.2). The theorem is proved. 

Now we consider several examples of IDE of the type (5.5.1). 

Theorem 5.5.2. [88*J The equation 
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(5.5.8) 

where Ix - yl = [(xv - yv)(Xv - yvW/2; 1/ = 0,3; G is an arbitrary integrable 
function; u = u(x) is a real scalar function; Al, A2, a are arbitrary constants, 
is invariant under the conformal group C(I,3) and has the most general form 
in the class of conformally invariant IDEs of the type 

OU+AIF(U)+A2! K(x,y,u(x),u(y))dy=O. (5.5.9) 

R4 

Proof. Let us use Theorem 5.5.1 and apply it to Equation (5.5.9). It is appro­
priate to recall that the free wave equation Ou = 0 is invariant under AC(l,3) 
(basis elements are given in (1.1.2), (1.3.2)), provided 

[0, PI'] = [O,1l'v] = 0, 

[O,D] = 20, [O,KI'] = 4x1'0. 

Using (5.5.10) we can write the defining equations 2°, 3° from (5.5.3): 

(a~1' + a:,J K(x,y,u(x),u(y)) = 0, 

( xl'aa - xvaa + yaa - Yvaa ) K == 0 
Xv xI' Yv Yl' 

( a a a a ) 
7 + xI' axl' + Yl' ayl' - u(x) 8u(x) - u(y) au(y) K = 0, 

aF 
3F-u au == O. 

The general solution of the system (5.5.11) has the form 

F = F(u) = AIU3, 

K = K(x,y,u(x),u(y)) == A2 U3-~(X)U~;"'(Y) G(lx - YI2u(x)u(y)) 
x-y '" 

Thus the theorem is proved. 

(5.5.10) 

(5.5.11) 

Remark 5.5.1. One can directly verify the conformal invariance of Equa­
tion (5.5.8) by means of final conformal transformations (see formulae (2.3.2), 
2.3.33)) 

u'(x') == u(x,c)u(x), 
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lx' _ Y'l = Ix - yl , 
V(T(x,c)(T(Y,c) 

d ,_ dy 
y - (T4(y, c) (5.5.12) 

In much the same way one can prove the validity of the following statements. 

Theorem 5.5.3. The nonlinear IDE for Dirac spin or field 

{ ha + >'1 (~W )1/3 + >'2 _ (W"'Iv!. h V + 
[(W"'IILW)(W"'IILW)] 1/3 

(5.5.13) 

+ >. J [~(y)w(y)]O! [~(x)W(X)]"-1. 
3 Ix _ yI2(4-30!) 

R4 

where >'1, >'2, >'3, a are arbitrary constants; G is an arbitrary integrable func­
tion (other notations see in Paragraphs 2.1, 2.3), is invariant the conformal 
group C(1,3). 

Theorem 5.5.4. The nonlinear IDE for complex scalar field 

(ia:o +2~)W+>'1(W*W)2/3W+ 

+ >'2 Jexp {i ~x - Yl2 )} W(Y)(xo _ YO)-7/2. 
2 Xo - Yo 

R4 

(5.5.14) 

. cP (W*(X)W(X)W*(Y)W(Y), exp{-i IX - YI w*(y)W(X)}) d4y = O. 
(xo - yo)3 (xo - Yo) W*(x)W(y) 

where W is an arbitrary integrable function, is invariant under the Schrodinger 
group Sch(1,3) and generalizes the Schrodinger equation. 

5.6. On exact and approximate solutions of the multidimensional Van der Pol 
equation 

In [63] the multidimensional generalization of Van der Pol equation was sug­
gested. Here we following [191] construct some exact and approximate solu­
tions of this multidimensional Van der Pol equation. 

So, the equation in question is 

2 au ( ) Du + >'1U + >'2(1 - >'3 U )-a = 0 5.6.1 
Xo 



324 Chapter 5. Some Special Questions 

where u = u(x) is a real scalar function, x E R4; (A1,A2,A3) = const. By 
means of Lie's method one can show that the Lie-maximal IA of Equation 
(5.6.1) is the 7-dimensional Lie algebra AE(3)EBPo with basis elements 

Po = Go, (5.6.2) 

Using the algorithm stated in Paragraph 1.4 and symmetry operators (5.6.2) 
one can construct an ansatze to solve Equation (5.6.1). Below we consider 
some of such ansatze. 

Let 

u(x) = cp(w}, w = j3oxo + if· x, (5.6.3) 

The substitution of (5.6.3) into (5.6.1) results in the original Van der Pol 
equation for function cp(w): 

(5.6.4) 

Unfortunately, exact solutions of this equation are not known yet. Therefore, 
we apply the Krilov-Bogolubov-Mitropolski method [321 to obtain an approx­
imate solution of Equation (5.6.4). So, in a first approximation we find 

cp(w) = aoe,w/2 [1 + a~(e'W - 1) /4r1/ 2 cos ( ffz w + () ) 

where ao, e are arbitrary constants; € = - A;1:0. Inserting this result into 

(5.6.3) we obtain an approximate solution of Equation (5.6.1): 

( ) ao exp { !€j3x } (ffz1 a e) u x = cos - ",x + 
[1 + ia~ (exp{ €j3x} _ 1)] -1/2 j32 

(5.6.5) 

Setting in (5.6.4) Al = 0 we get the ODE 

which can be fully integrated. Its general solution has the form 

(C2 = const). 

Correspondingly, we can write a partial solution to Equation (5.6.1) under 
A1 = 0: 
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3 >"2>"3130 2>"2130 v [ 
2 ]-1/2 

u(X) = ±/f 1 - ( 3jj2) exp { ----;I213 Xv + C2} , (5.6.6) 

Consider the ansatz 

1 ( - _)2 O{3--w="2 a'x - ·X, 

iP = _C2 :f: 0, 
(5.6.7) 

u(x) = 'P(w), 

which reduces Equation (5.6.1) to the ODE 

(5.6.8) 

The general solution of Equation (5.6.8) has the form 

~ .~ 
'P ( w) = Cl cos V ""if02 w + C2 sm V ""if02 w, >"1> 0; 

'P(W) = Cl exp { J;~~ w} + C2 exP { -J;~~ w}, >"1 < O. 

Inserting this result into (5.6.7) we obtain solutions of Equation (5.6.1): 

u(x) = Cl cos ( J C;~2 [!(a . x)2 - off· x] ) + 

+c2 sin (J ;~2 [!(a.x)2 -off. X]) , >"1> 0; 

u(x) = Cl exp {J;~~ [!(a· X)2 - off· x] } + 
(5.6.9) 

+ C2 exp { - J ;~~ [! (a· x)2 - off· x] } , >"1 < O. 

Consider another ansatz 

u(x) = 'P(w), w = Xo + 0 In a . x, a2 =0. (5.6.10) 

Which reduces Equation (5.6.1) to the original Van der Pol equation 

(5.6.11 ) 
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By analogy with Equation (5.6.4) we construct an approximate solution of 
Equation (5.6.11): 

a e<w/2 
cp(w) = 0 1/2 cos ( ~ W + 0) 

[1 + la~ (e<w - 1)] 
(5.6.12) 

Integrating (5.6.11) under >'1 = 0 we find a family of solutions of Equations 
(5.6.1) under >'1 = 0: 

[ 
2 ]-1/2 

U(X)=±[f 1- (>'23>'3) exp{2>'2(xo+Olna.:l)+c2} . (5.6.13) 

In conclusion, let us note that exact solutions of Equations (5.6.1) can be 
used for obtaining new approximate solutions of the equation. Indeed, let 
u(x) = cp(x) be an exact solution of Equation (5.6.1), then we shall look for 
an approximate solution in the form 

u(x) = cp(x) + tg(x) (5.6.14) 

where t is a small parameter. The substitution of (5.6.14) into (5.6.1) and 
taking only first order in t gives a linear PDE for function 9 = g(x): 

which should be considered as defining an equation for function g(x). 

5.7 Conditional symmetry of PDEs 

Generalizing results of works [94, 67, 108, 7*, Appendix 4 in [82]] here we 
introduce the concept of conditional invariance (briefly: c-invariance) of PDEs 
or, in other words, invariance of PDEs on submanifolds of their solutions. The 
usefulness and efficiency of this conception is illustrated on a set of nonlinear 
equations from heat-conduction, Born-Infeld theory, gas dynamics, nonlinear 
acoustics, and some others. With the help of c-invariance, we construct new 
classes of exact solutions of these equations, which cannot be obtained based 
on the Lie approach. 

1. The conditional invariance. Consider a system of PDEs of sth order 

L(x,u,u, ... ,u) =0, 
1 s 

(5.7.1) 

where u = u(x), x ERn, U is a totality of s-order derivatives. Equation (5.7.1) 
admits (in sense of Lie) a~ algebra A = {X} (the general form of operators X 
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is written in {2}}. It means that condition of invariance {3} holds true for any 
operator X E A. Here we rewrite {3} as follows 

XL=RL, (5.7.2) 
s 

where R = R{x, u, 6, o} are some differential operators, depending on x and u. 

Definition 5.7.1. A system of PDEs (5.7.1) we shall call c-invariant if there 
is an additional condition (equation), compatible with (5.7.1), which enlarges 
the symmetry of the system (5.7.1). 

A clear example of c-symmetry gives us Maxwell's equations. The maximal 
IA of the system 

OE .. 
7ft = rotH, 

is lO-dimensional [82, p.121j: 

off .. 
- = -rotE 
ot 

AlO = (po = ot, Po. = 00., Jab = XaOb - XbOa + EaoEb - EbOE,. + 
+ HaOHb - HbOH,., D = tOt + XaOa' F = EaOH,. - HaOEa, 

I = EaOE" + HaOHa) 

and we see that it is not Lorentz invariant. But, by supplementing the above 
system to the Maxwell's equations by the well-known additional conditions 

divE = 0, div ff = 0 

we thereby essentially enlarge its symmetry: the IA of Maxwell's equation is 
the 16-dimensioinal Lie algebra AC(1,3)~F. 

If A is the maximal IA of Equation (5.7.1), then for any operator Y not 
belonging to A, the condition of invariance (5.7.2) does not hold. Instead of 
(5.7.2), we will have 

Rl =/:-0, (5.7.3) 

where Ho, R1 , Ll are some differential expressions. 

Definition 5.7.2. System of PDEs (5.7.1) we shall call c-invariant under an 
operator Y which does not belong to IA of (5.5.1) if it is invariant under this 
operator only together with an additional condition 

L1 (x,u, u, ... , u} = 0, 
1 s 

(5.7.4) 

or, in other words, instead of (5.7.2), now we have (5.7.3) and 

(5.7.5) 
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The additional condition (5.7.4) select from the whole set of solutions of 
Equation (5.7.1) a subset and this subject may well be true to have the sym­
metry wider than that of the whole set. It is most desirable to know how to 
select such subsets of solutions. 

It is obvious that the concept of c-invariance makes sense only if the couple 
of equations (5.7.1) and (5.7.4) is consistent. Relation (5.7.5) represents the 
necessary condition of compatibility for Equations (5.7.1), (5.7.4). So, to find 
c-invariant solutions one has to solve compiling systems (5.7.1), (5.7.4) and the 
equation 

Yu=o (5.7.6) 

and for which purpose to find the very operator Y. In general case, it is rather 
complicated to solve this problem. However, if additional condition (5.7.4) 
coincides with (5.7.6), then one succeeds in obtaining a constructive algorithm 
for finding c-invariant operators. 

Definition 5.7.3. System of PDEs (5.7.1) we shall call c(Y)-invariant (or Y­
conditional invariant) if 

YL = RoL + Rl(YU). 
s 

(5.7.7) 

As in the previous case (see Definition 5.7.2) relation (5.7.7) represents a nec­
essary condition of compatibility of system (5.7.1), (5.7.6). It will be noted 
that even in Lie's case, when Rl = 0, fulfillment of relation (5.7.7) does not 
guarantee compatibility of system (5.7.1), (5.7.6). For example, any linear in­
homogeneous PDE of first order Qu = const I- 0 is, clearly, invariant under the 
operator Q, though it has no Q-invariant solutions because it is inconsistent 
with the condition Qu = 0 which defines such solutions. 

Definition 5.7.3 can be generalized on differential operators Y of second or 
higher order. To do it one has to use the condition ofinvariance (5.7.7) in the 
Lie-Backlund form. 

It is clear that ansatze constructed within the framework of conditional 
symmetry include Lie's in particular, as well as others which we shall call 
non-Lie ansatze. 

2. Conditional invariance of nonlinear heat equation under the Galilei alge­
bra. As is well known (see §3.3) the linear heat equation 

admits AG(l, n), provided 

1 
Uo + -D.u= 0 

2m 

(5.7.8) 
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and there is no one nonlinear heat equation of the form 

Uo + V[f(u)Vu] = 0, feu) -# canst, (5.7.9) 

which would be invariant under Galilean transformations. But it only means 
that the whole set of solutions of Equations (5.7.9) is not invariant under 
Galilean transformations [66], though there may be a subset of solutions which 
will be Galilean invariant. An affirmative answer on this question gives the 
following theorem. 

Theorem 5.7.1. [39*] The nonlinear heat equation (5.7.9) is invariant under 
Galilean operators 

(5.7.10) 

if 

(5.7.11) 

where 
u 

M(u) = 2f(u). (5.7.12) 

Proof. Having acted on (5.7.9) by qa (qa is constructed by virtue offormulae 
(1.1.7», we find 

q" {uo + V[f(u)Vuj} = [M'uo + (M f)" (VU)2+ (5.7.13) 

+(fM)'~u]x" + [2(Mf), -l]u" 

whence follows 
2(Mf)' -1 = 0, 

which gives (5.7.12). Substituting (5.7.12) into (5.7.13), we get 

q,,{uo + V [(f(u)Vu]) = 2;~) {uo + V[f(u)Vu)]}-

x"f'(u) [ (Vu? 1 
- 2f(u) Uo + 2M(u) 

(5.7.14) 

whence follows (5.7.11). 
To complete the proof, one can make sure that 

(5.7.15) 
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Theorem 5.7.2. The nonlinear heat equation (5.7.9) is c( Ga)-invariant under 
Galilean operators (5.7.10) if 

1 
feu) = 2m uk, 

feu) = e'U, 

where m, k are arbitrary constants, kn + 2 f. 0, m f. 0 ). 

Proof. Conditions (5.7.6) in this case have the form 

whence follows 

ua = xol[Gau + M(u)· xal 

Llu = xo18aGau + X02 M(u)(nxo + M(u)x2). 

Substituting (5.7.18) into (5.7.13), we have 

(5.7.16) 

(5.7.17) 

(5.7.18 ) 

qa[UO + V[J(u)VuJ] = M'xa{uo + V[J(u)VuJ} + xo[2(Mf)' -l]oab}Gbu+ 

+ xo2xa {[(M f)" - M' f'](Gbu + 2Mxb) + M f'xo8b+ 

+xo2[2(Mf)' + nMf' -l]xo + M(Mf)"x2}, (5.7.19) 

whence follows (5.7.16). Since [Ga , Gb] = 0, the theorem is proved. 
It will be noted, that if feu) = *uk (m f. 0, k f. -~), then Equation (5.7.9) 

is c-invariant under operators Ga (5.7.10), provided M(u) has two different 
forms, (5.7.12) and (5.7.16). 

So, to describe nonlinear heat condition, one may use the completed Equa­
tions (5.7.9), (5.7.11), that is the system 

u 
where M(u) = 2f(u)' 

Uo + V[J(u)Vu] = 0, 

(VU)2 
Uo + 2M(u) = 0, 

Next we study the maximal IA of the system (5.7.20). 

(5.7.20) 

Theorem 5.7.3. The maximal IA of coupled Equations (5.7.20) is AG(2,n), 
basis element having the form 
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(5.7.21) 

where a, b = 1, n, m = const #- 0, 

w = 2m J fSu)du. (5.7.22) 

Proof. After changing variables according to (5.7.22), Equations (5.7.20) take 
the form 

t1w = 0, 

(VW)2 
wo+-- =0. 

2m 

(5.7.23) 

Then applying to (5.7.23) the Lie algorithm, we find that maximal IA of these 
coupled equations is AG(2,n) with basis elements (5.7.21). 

Now we find some exact solutions of Equations (5.7.20). From equation 

(5.7.24) 

where 1)0. are arbitrary constants, Go. are given in (5.7.10), (5.7.12) we find the 
ansatz: 

~w = J feu) du = ip(w) + 4:& , 
2m u Xo 

(5.7.25) 

where ip(w) is an unknown function of variables wE Rn. In three-dimensional 
space ware as follows 

where Ii, iJ are constant vectors (&2 = iJ2 = 1, Ii· iJ = 0). 
Substituting ansatz (5.7.25) into (5.7.23) we get 

{ 
n 

ip22 + ip33 + -2 = 0, 
WI 

2 2 1 
ip2 + ip3 + -Wo.ipo. = O. 

WI 

A particular solution of Equations (5.7.27) has the form 

(n = 1). 

Then the formula 

J f(U)d - if'- - n(lix)2 
u- , 

u 4xo 
(n = 1) 

(5.7.26) 

(5.7.27) 

(5.7.28) 

(5.7.29) 
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gives a Galilean-invariant solution of Equation (5.7.9) 
Consider the nonlinear equation 

1 - k-Uo + -V'(U V'U) = O. 
m 

From (5.7.17), (5.7.10), (5.7.16), we find the ansatz 

km if2 
uk = cp(xo) + --­

kn + 22xo 

which reduces (5.7.30) to the following ODE 

I kn 1 
<p+---<p=0 

kn + 2 Xo 

(5.7.30) 

(5.7.31) 

(5.7.32) 

The general solution of (5.7.32) can easily be obtained and therefore via (5.7.31) 
we find a solution of (5.7.30) 

k _ \ -kn/(kn+2} km if2 
U -AXO +---

kn + 2 2xo' 

2 
k =1= --, oX = const 

n 
(5.7.33) 

3. Conditional invariance of the Born-Infeld equation under conformal alge­
bra. In §1.9 we established that the maximal IA of the n-dimensional Born­
Infeld equation 

(5.7.34) 

is AP(1, n + 1). 

Theorem 5.7.4. Born-Infeld equation (5.7.34) is invariant under AC(l, n+ 1) 
if 

1- uvuv = 0 

(Basis elements of AC(l, n + 1) are written in (1.2.2»). 

Remark 5.7.1. The Born-Infeld equation (5.7.34) is a differential consequence 
of the eikonal equation. 

(1 - uvu")Ou + ul'u"ul''' = (Ou - ~uI'81')(1- u"u"). 

Except for conformally invariant subset of solutions, Equation (5.7.34) pos­
sesses a subset of solutions which is invariant under an infinite-dimensional 
algebra. 

Theorem 5.7.5. Equation (5.7.34) is invariant under the infinite-dimensional 
algebra AP(l, n) with basis elements written in (1.2.19) if 
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Theorem 5.7.4, 5.7.5 can be proved analogously to Theorem 5.7.1. 

Using invariants of AC(l, n + 1) 

(A=0,n+1, X n +l ::u) 

and invariants of AP oo (l,n) 

where UA, fJ A are arbitrary constants, d,.. (u) are arbitrary differential functions, 
we obtain the following ansatze 

(5.7.35) 

(5.7.36) 

However, these ansatze are not invariant under IA of the Equation (5.7.34), 
nevertheless they reduce it. Substitution ansatz (5.7.35) into (5.7.34) we get 
the ODE 

(UACl!AW~ - 2uAfJAw2 + fJAfJA )<p'2 - 2(UAUAW2 - uAfJA)<p<p' + UAU A <p2 = 0. 

Ansatz (5.7.36) satisfies (5.7.34) under arbitrary <po 

When 

UAU A = UAfJA = fJAfJ A = 0, 

formula (5.7.35) gives a solution of the Born-Infeld equation (5.7.34) with ar­
bitrary differentiable function <Pj otherwise it is a linear function of W2: 

4. Extension of symmetry of acoustic nonlinear equations. 

In many cases equations of nonlinear acoustics have the form 

uoo = C{x, u, u)~u 
1 

(5.7.37) 

where u = u(x), x(xo, i) E R1+n , C{x, u,u) is a smooth function depending on 
1 

x, u, 'If- One can make sure that Equation (5.7.37) is not Galilean invariant, 
but, as we shall show it, it has Galilean invariant subset of solutions. 
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Theorem 5.7.6. Equation (5.7.37) is conditionally Go.-invariant under Go. 
from (5.7.10) if 

M(u) = m = const, 
-+ ~ 

C(x,u,u) = F(w, V'W2) + -2' 
1 nxo 

where F is a arbitrary differentiable function, w E R3, 

Wt = Xo, 
('Vu) 2 

W3 =11.0+--' 
2m 

Ansatz following as a solution of equations Gau = 0 

m~ 
11. = <p(xo) +--

2 Xo 

reduces (5.7.37), (5.7.38) to the ODE 

" I -XoCP = nmF(xo, cp, cp ,0) 

When n = 1, C(x, 11.,11.) = 11. Equation (5.7.37) takes the form 
1 

11.00 = 11.11.11· 

(5.7.38) 

(5.7.39) 

(5.7.40) 

(5.7.41) 

(5.7.42) 

As is shown in [160J Equation (5.7.42) is reduced to the ODE by the ansatz 
obtained with the help of operator 

Q = 80 + 2xo8:t + 8x08u (5.7.43) 

which does not belong to IA of this equation. 
Using condition (5.7.7) one can obtain more operators of c-invariance of 

Equation (5.7.42). 

Theorem 5.7.7. Equation (5.7.42) is c(Y)-invariant, provided 

Y = A(x)80 + B(x)81 + [a(x)u + ,8(x)]8u 

and functions A(x), B(x), a(x), ,8(x) satisfy the following equations: 

a). A =F O. B =F 0 

B 
a = 2(Bl - Ao - A Ad, 

(5.7.44) 
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Poo + 2~ao - [~ Aoo + 2 (]JI BO] = 0, 

Bu - 2aI - [~ Au + 2 (~) I AI] + 2~AI = 0, 

Boo + 2! ao - [! Aoo + 2 (!) I BO] + 2~BO = o. 

b). A = 0, B =F 0 (without loss of generality one can put B = 1) 

ao =0, 

Poo - PPI - ap2 = o. 

c). A = 1, B = 0 

al = 0, aoo + aao - a3 = Pu, 
P(Po + ap) = 0, Poo + aop - a2p = o. 
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(5.7.45) 

(5.7.46) 

(5.7.47) 

(5.7.48) 

The proof of this theorem is not complicated but is rather cumbersome and 
for which reason we shall omit them. 

Partial solutions of Equations (5.7.45)-(5.7.48) give explicit forms of op­
erators (5.7.44) and we list them in Table 5.7.1., where we used notations: 
ai, bj (i,j = 1,10) are arbitrary constants, W = ~a4x~ + aSXOxl, P is a Weier­
strass elliptic function, which satisfies the equation 

(5.7.49) 

f(xo) is a solution of the Lame equation 

f" = pf (5.7.50) 

and F(xo) satisfies the equation 

F"(XO) = F2(XO) (/ F-2(xO)dxo + b9) . (5.7.51) 

Having solved some reduced ODEs from Table 5.7.1, we succeed in finding 
solutions of Equation (5.7.4): 

u = Pl(XO)Ql(Xt}, u = xo2[3x~ + Qt(Xl)] + X~Rl(Xt}, 
u = ~p(xo)x~ + f(xo)xt + f2(XO), (5.7.52) 

U = [P2(XO) + Q2(Xt} / F-2(xo)dxo]F(xo), 
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Table 5.7.1. Operators Y of c(Y)-invariance of Equation (5.7.42), ansatz and 
reduced ODEs. 

N Operator Y Ansatz u = Reduced ODE 
1. 81 +al8u = cp(XO) + alxl cp" = 0 
2. 80 + (a2xl + a3)8u = cp(xt} + XO(a2Xl + a3) cp" = 0 
3. 80 + (a4XO + as)' = cp(w) + 2a4xl (cp - 2a4w-

.(0.. + 2a48u ) -as)cp" = a4CP' 

4. 81 + [p(XO)Xl + 
X2 

= p(xo) ; + /(XO)Xl + cp(xo) cp" = W 

+/(xo)]8u 

5. x080 + (u + a7Xl + = xocp(xt} - (a7xl + as) cp" = 0 
+as)8u 

3 
6. x080 + [Xg(agXl + = X02cp(Xt} + x; (a9xl + alO) cp" = 6 

+al0) - 2u]8u 

7. Xlo.. + (u + blXo+ = XICP(XO) - (btxo +~) cp" = 0 
+b2)8u 

8. 
x2 

x18l + [u + p(xo) 21-
x2 

= p(XO) ; + CP(XO)Xl + /(Xo) cp" = pcp 

- /(xo)]8,. 
9. xgao + (3x~u - 15x~+ = X~cp(Xl) + 3x02X~- cp" = 0 

+baXl + b4)8,. -!.(b3xl - b4)x02 
10. x~x181 + (x~u + 3x~+ 

s 2 2 X~cpll = 6cp = XICP(XO) + 3xo Xl-
+bsx& + b6 )8,. b 3 b -2 - sXo - 6Xo 

11. p(xo)80 + p'(xo)u8u = p(xo)cp(xt} cp" = 1 
12. F(xo)80 + [F'(xo)u+ = F(xo)cp(xt} + (!x~ + b7Xl + cp" = bg 

+!xi + brXl + bs]8u + bs)F(xo) !F-2(XO)dXo 

(5.7.53) 

where Pk(X), Qk(X), Rk(X) are arbitrary polynomials of order k = 1,2, and 
the other notations are the same as in Table 5.7.1. 

Note, when a4 = 2, as = 0, operator Y3 coincides with (5.7.43). The corre­
sponding solution (5.7.53) is also obtained in [160]. 

The above results on two-dimensional Equation (5.7.42) can be generalized 
on the multi-dimensional case, that is, for the equation 

uoo = uLlu. (5.7.54) 

We present these results in Table 5.7.2. 
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Table 5.7.2. (In this table ii is a constant vector, iP = 1, W = !C2X~ + 
C3xOiix.) 

N Operator Y Ansatz u = Reduced ODE 
1. '\7 + ii811. = <p(xo) + iix <p" = 0 
2.80 + (iix + ct}8u = <p(x) + xo(iix + Cl) 6.<p = 0 
3. ii80 + (C2XO + C3)V+ = <p(w) + 2C2iix (<p - 2C2W -

+2C2(C2XO + c3)ii8u -c~)<p" = C2<P' 

4. V + [r(xo)x + J(xo)ii]811. 
1 ( )-2 <p" = r<p = 2nr Xo x + 

+.!. J(xo)iix + .!.<p(xo) 
n n 

5. x080 + (u + iix + cl)811. (-) -- 6.<p = 0 = xo<P x - ax - Cl 
3 

6. x080 + [x~(iix + ct) - 2u]8u = xo2<p(x) + ~o (iix + ct) 6.<p = 6 

7. (iix)~ + ii(u + C2XO + c3)811. = iix<p(xo) - (C2XO + C3) <p" = 0 
8. (iix)'\7 + ii[u+ = !r(xo)(iix)2+ <p" = r<p 

(iix? 
+<p(xo)iix + !(xo) +r(xo)-2- - !(xo)]811. 

9. x~80 + (3x~u - 15X2+ = x~<p(x) + ~x02X2- 6.<p = 0 

+iix+ct}811. 
1]: -2(-- ) -S-xo ax + Cl 

10. x~(iix)V + ii[x~u + 3(iix)2+ = iix<p(xo) + 3x02(iix)2- X~<p" = 6<p 
+C4xg + c3]8" 3 -2 -C4Xo - C3 XO 

11. r(xo)80 + r'(xo)u811. = r(xo)<p(x) 6.<p = 1 
12. F(xo)80 + [F'(xo)u+ = F(xo)<p(x) + (!X2 + iix+ 6.<p = b9 

1::!2 -- ]8 +Cl)F(XO) J F-2(XO)dxo +2"x +ax +Cl 11. 

5. Extension of symmetry of equations Ou + AUUO = 0, Hamilton-Jacobi, 
gas dynamics, and Navier-Stokes 

Theorem 5.7.8. Equation 

Du+.\uuo = 0 

is c(Y)-invariant with 

Theorem 5.7.9. The Hamilton-Jacobi equation 

uo + (Vu)2 = 0 
2m 

(5.7.55) 

(5.7.56) 

(5.7.57) 
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is c(Y)-invariant with 

Qa = r8a + Xa( Xo + Jx~ - 2mr )811., 

Theorem 5.7.10. Equations of gas dynamics 

are c(Y)-invariant with 

(aa = const). 

Theorem 5.7.11. The Navier-Stokes equations 

ito + (itV)it + >.t::..it = 0, 

when n = 1, is c(Y)-inwu-iant with 

Ansatz obtained by virtue of operator (5.7.56) has the form 

u = xo<p(i) + 2/>.xo 

and it reduces Equation (5.7.55) to the nonlinear Laplace equation 

Operators (5.7.58) give the ansatz 

(x2 - 2mr)2/3 
u = <p(xo) +xor - 0 3m 

which reduces the Hamilton-Jacobi equation to the ODE 

I 2 - 0 m<p +xo - . 

(5.7.58) 

(5.7.59) 

(5.7.60) 

(5.7.61) 

(5.7.62) 

(5.7.63) 

(5.7.64) 

This latter can be easy solved, and as a result we find a solution of Equation 
(5.7.57) 

( X2 _ 2mr)3/2 + x3 
u=xr- 0 0 

o 3m ' (5.7.65) 
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Operators (5.7.60) give the ansatz 

_ _( ) x 
u = rp Xo +-, 

Xo 

which reduces the gas-dynamics equations to the system of ODEs 

{ 
xO<Po + <P + AxC;nii = 0, 

xorpg + nrpo + xonii<p = o. 
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(5.7.66) 

(5.7.67) 

This latter ODE can be easily integrated, and as a result we find a solution of 
Equations (5.7.59) 

u = x+c,xo + --xo a, 
n-1 { 

- (_ ;;'\ -1 A -n-

A~ -2n -n _ _ -n-1 a Xo 
p = Coxo + a{x + C)xo + n{n -1)" 

(5.7.68) 

We do not succeed in generalizing operator (5.7.62) for the multi-dimensional 
case, but the ansatz 

is easily generalized as 

_ _ [( ) 2A(2 - n)] 
u = x rp Xo + ;;:'2 • 

x 

(5.7.69) 

(5.7.70) 

Ansatz (5.7.70) reduces the multi-dimensional Navier-Stokes equation (5.7.61) 
to the ODE 

rpl + rp2 = 0 

(it will be note, that in this case reduction is made on independent and depen­
dent variables) whence follows a solution of Equations (5.7.61) 

_ _ [ 1 2A(2 - n)] 
u=x -+ ;;:'2 • 

Xo x 
(5.7.71) 

Remark 5.7.2. Since some reduced equations have wider symmetry than the 
initial equation, we can use this wider symmetry to construct nontrivial formu­
lae of GS. In particular, the nonlinear Laplace equation (5.7.63), under n = 6, 
is conform ally invariant, and if it has a solution ur{x), then 

2 (x+e~) 2 un(x) = XoO" ur 0" + AXo' (5.7.72) 
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will be also its solution. 

6. Conditional symmetry and exact solutions of the Boussinesq equation 

It is known that the maximal invariance algebra of the Boussinesq equation 

uoo = !~U2 + ~2U = 0, U = u(x}, x = (xo, x) E R1+n (5.7.73) 

is the extended Euclid algebra AE(l,n) with basis elements 

8 8 
80 == -8 ' 8a == -8 ' Jab = Xa8b-Xb8a, D = 2x080+xa8a-2u8".(5.7.74) 

Xo Xa. 

All inequivalent ansatze which reduce the two-dimensional (n = 1) equation 
(5.7.73) to the ODE constructed with the help of operators (5.7.74) are as 
follows 

u = cp(w), w = aoxo + alX}, (lo,al = const; 

1 
u = -cp(w), 

Xo 
Xl w=--. .;xo 

Olver and Rosenau [160] considered ansatz 

u = cp(w) - 4p.2x~, w = Xl + I'X~, I' = canst, 

which reduces the two-dimensional equation (5.7.73) to the ODE 

<p + cptjJ + 21'CP = 81'2w + Cl· 

Ansatz (5.7.76) is invariant under the operator 

Q = 80 - 2),x0 8l - 8),2x08", ), = -21', 

(5.7.75) 

(5.7.76) 

(5.7.77) 

(5.7.78) 

which does not belong to the invariance algebra (5.7.74), and therefore it is 
a non-Lie ansatz. Below (following [83*]) we systematically describe in terms 
of conditional symmetry non-Lie ansatze of type (5.7.76) which reduce the 
two-dimensional Boussinesq equation (5.7.73) to ODEs. Similar results were 
independently obtained by Levi and Winternitz [85*]. 

It will be noted that Clarkson and Kruskal [84*] have described ansatze 

u(X) = f(x)cp(w) + g(x) (5.7.79) 

which reduce the two-dimensional Boussinesq equation to ODEs using direct 
substitution. The main difference of our approach from that of theirs consists 
crucially in using the conditional invariance of the equation which allows us 
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to obtain not only the ansatze found in [84*] but other ones which cannot be 
obtained within the framework of the direct method [84*]. 

So, consider the two-dimensional Boussinesq equation 

Uoo + UU11 + uf + Uuu = 0. (5.7.80) 

Theorem 5.7.12. [83*] Equation (5.7.80) is Q-conditionally invariant under 
the operator 

Q = A(x)80 + B(x)ch + [a(x)u + .8(x)]8u 

iffunctions A(x), B(x), a(x), .8(x) satisfy the following equations: 

1) A =!= ° (without loss of generality one can put A = 1) 

a = -2Bl, al = Bu = 0, .8 = -2B(Bo + 2BBt}, 

.81 = !Boo + (aB)o + Bl(Bo - 2BBI + aB), 

.8u = -(80 + 4Bt}(ao + a 2), 

.800 - 2Bo.8l + 4Bl (.80 - .8lB + a.8) + 2ao.8 = OJ 

2) A = 0, B = 1, 

ao = 0, au + 5aal + 2a3 = 0, 

(5.7.81) 

(5.7.82) 

.8u + 3a.8l + 4a2 .8 + 5al.8 + 5all(a2 - at} + 5aal(al + 2a2 ) = 0, 

.81111 + 4a111.8 + 6all(.8l + a.8) + 4al [(a2 + ad.8+ (5.7.83) 

+(.81 + a.8h + .800 + 3.8.81 + 2a.82] = o. 

The proof is obtained by direct calculation according to formula (5.7.7). 
In the first case there exists the general solutions of Equations (5.7.82) and 

it results in the operator 

Q = 80 + (axl + b)8l - 2[au + a(a' + 2a2)xf+ 

+ (a'b + ab' + 4a2b)xl + b(b' + 2ab)]8u , 

where a = a(xo), b = b(xo) satisfy the ODEs 

a" + 2aa' - 4a3 = 0, b" + 2ab' - 4a2b = ° 

(5.7.84) 

(5.7.85) 

Depending on explicit form of a, b there are several inequivalent operators 

Ql = 80 + x08l - 2x08u , (a = 0, b = xO)j (5.7.86) 

Q2 = x0 80 - (Xl + 6xg)8l + 2[u + 3(xix;2 - 24x8 + 2XlXg)]8u, 
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( a = - :0' b = 6XZ) ; 

Q3 = 2x080 + (Xl - 3x~}8l - 2(u - 3Xl + 9x~}8", (a = 2~0' b = -~xo); 

Q4 = 2W80 + W' [x18l - (2u + Wx~)8,,], (a = :' b = 0); 
Qs = 2W80 + W'(XI + p)8l - [2W'u + WW'(XI + p)2 + Xl + p]8u , 

( a = ! ~, b = ap, p = J (;'}2 dxo) , 

where W = W(xo} is the Weierstrass elliptic function satisfying the ODE 
W" = W2 or (W,}2 = j(W3 + const). 

In the second case we succeeded in obtaing several partial solutions of Equa­
tions (5.7.83) which results in the following operators 

Q6 = x58l + (x8 - 2xd8", a = 0, /3 = x~ - 2XlX(j"2; 

Q7=~+(A-~Wxd8u, a=O, /3=A+~WXl; 

Qs = x18l + 2u8", 
2 

a = -, /3= 0; 
Xl 

Q9 = X~8l + 2(x~u + 24}8", 
2 48 

a= -, /3= 3' 
Xl Xl 

(5.7.87) 

where A = A(xo) is the Lame function satisfying equation A" = WA. Using 
operators (5.7.86), (5.7.87) we find ansatze: 

1 0. u = <pew} - 4x~, W = Xl + x~; (5.7.88) 

2°. u=x~<p(w}- (:~ +6X~r, W=XO(Xl+XZ); 

Xl +X5 
w= ; 

40. 1 () lW 2 
U = W <p W -"6 Xl' 

Xl 
W=--' 

VW' 

Fo 

1 1 (W')2 Xl 1 J W' 
5°. u=W<P(w}-4 W (Xl+p)2, w=VW- 2 W3/2 Pdxo ; 

6°. u=<p(w}-x(j"2x~+XgXl' W=Xo; 

7°. u = <pew) - ~x~W + Ax!, W = Xo; 
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8°. u = x~<p(w), W = Xo; 

9°. u=x~<p(w)-12x12, W=Xo. 

After substitution of ansatze (5.7.88) into (5.7.80) we get, respectively, the 
following reduced ODEs: 

1 0. <pili + <p<p' + 2<p = 8w + Cl; 

2°. <pili + <p<p' + 30<p = 1800w + C2; 

3°. <p"" + (<p + tw2)<p" + (<p')2 + tw<p' + 2<p = 0; 

4°. <p"" + <p<p" + (<p')2 + ~(W2<p" + 7w<p' + 8<p) = 0; 
6 

A 
5°. <p"" + <p<p" + (<p')2 + -(w<p' + 2<p - AW) = 0; 

2 

7° . <p" - l w <p + A 2 = 0; 

8°,9°. <p" + 6<p2 = 0, 

where Cl, C2 are arbitrary constants. 

(5.7.89) 

Having solved the reduced Equations (5.7.89) and using once more formulae 
(5.7.88) we obtain solutions of Equation (5.7.80): 

u = -ix~W(xo), u = -12x12, (5.7.90) 

U = -ix~W(xo) -12x12, u = 2(Xl - x~) 

Now let us give some results on studying conditional symmetry of the multi­
dimensional Boussinesq equation. 

Theorem 5.7.13. [83*] Equation (5.7.73) under n = 6 is invariant with 
respect to the conformal algebra AC(6) with basis elements 

o 
oa =~, Jab = XaOb - XbOa, D = XaOa - 4UO,., 

uXa (5.7.91) 
Ka = 2xaD - x20a, a, b = 1,2, ... ,6, x2 == XaX"" 

if 
(5.7.92) 
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An ansatz obtained by means of operator Ka. has the form 

WI = Xo, (5.7.93) 

where ba. are arbitrary constants. The corresponding reduced equations are 

!PH = 0, (5.7.94) 

Partial solution of Equation (5.7.94) is !P = -4b2w2"1 and it results in the 
following solution of the Boussinesq equation (5.7.73) under n = 6: 

4 
u= , 

x2 - (ax)2 
010. = const, 012 = 1. 

7. In this point we give a brief review of conditional symmetry carried out 
by us and our collaborators up to 1991. 

10. Nonlinear wave equation 

n 
Du=­

u 

is conformally invariant under the condition (see Appendix 6) 

20 • Nonlinear wave equation [100*] 

Du = AIUk 

is conform ally invariant under the condition 

The Liouville equation 
Du = Aleu 

is conform ally invariant under the condition 

The Monge-Ampere equation 

det (u/-Lv) = 0 

(5.7.95) 

(5.7.96) 

(5.7.97) 

(5.7.98) 

(5.7.99) 

(5.7.100) 

(5.7.101) 
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is conformally invariant under the condition (5.7.96). 

3° . Equations of the form 

uoo - V [J(u)Vu] = F(x,u,V) 
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(5.7.102) 

were considered in [108*] and it has been established that the following equa­
tions 

uoo - 8t(U-2U1) = -u-t, 

Uoo - 8t( ch -2UUt} = -(Uo + th u), 

Uoo - 8t(cos-2 uut} = -(uo + tan u), 

Uoo - V(e2uVu) = 0 

are invariant under the Poincare algebra if the conditions 

u~ - U-2U~ = 1, 

2 h-2 2 1 Uo - C UU1 = , 
u~ - cos-2 uu~ = 1, 

u~ - e2U(Vu)2 = 1 

hold true, respectively. 
Equations 

uoo - <h(u-2ut} = -U-2Ul cotanxl, 

Uoo - {h ( ch -2U1 ) = 2 sh -12u, 

Uoo - 81 (cos-2 U1) = 2sin2u, 

uoo - V(e2uVu) = -n(Uo thxo + 1) 

(5.7.103) 

(5.7.104) 

(5.7.105) 

are conform ally invariant under the conditions (5.7.104), respectively. 

40 • Equation of nonlinear acoustic 

(5.7.106) 

which coincides, under feu) = u, with the Khokhlov-Zabolotskaya equation 

Uo1 - 81 (UU1) - U22 - U33 = 0 (5.7.107) 

was considered in [58* ,106*]. In particular, there it is established that Equation 
(5.7.107) under the condition 

UOU1 - uu~ - u~ - u~ = 0 (5.7.108) 

is invariant under infinite-dimensional algebra of special form. 
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It will be noted that Equations (5.7.103) under corresponding conditions 
(5.7.104) are locally equivalent to the system 

Dw=O, 
wvwv = 1, 

(5.7.109) 

and Equations (5.7.105) under corresponding conditions (5.7.104) are locally 
equivalent to the system 

n 
Dw=-, 

w 
wvwv = 1. 

5°. Q-conditional symmetry of the nonlinear wave equation 

under 

(5.7.110) 

(5.7.111) 

f{u) = < >.eu, >.ulc , >.u, >'/..fii" >.u-2/3 , eu+>.2, >.u-4/5 , >.u\ >.u-4/3 , >.u-4 >, 

g{u) = < 0, >'u, >.u-1/3, >'U-(21c+1), >.e2u > 

was studies in [94*, 105*]. 

6°. In [192] it is established that the d'Alembert equation 

Du=O 

is invariant under the infinite-dimensional algebra poe (I, n) if the condition 

holds true. 

7° . In [56*, 90*, 129*] was treated the Q-conditional invariance of the 
nonlinear heat equation 

Uo + un = F{u), 

which especially distinguished the following cases 

Uo + Un = >.u3, 

Uo + Un = >.(u3 - u), 

Uo + un = >.(u3 - u), 

Uo + Un = >.(u3 - 3u + 2) 

(5.7.112) 

(5.7.113) 
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8°. In [91*,104*] we considered the nonlinear heat equation 

Uo + V(f{u)Vu) = F{u). (5.7.114) 

Generators of Q-conditional symmetry for the equations 

Uo + 81 (eUu1) = 0, 
Uo + 81 {u -1/2U t} = 0, 

(5.7.115) 

were found, and it was established that the equation 

(5.7.116) 

under the condition 
n - 2 A 

Uo + -eU (\7u) + _e-U = 0 
2 2 

(5.7.117) 

is conformally invariant. 

9°. Conditional symmetry of the Kadomtsev-Petviashvili equation 

(5.7.118) 

is studied in [93*]. 

10° . In [92*] is considered the generalized Korteweg-de Vries equation 

Uo + F(u)ui + U111 = 0. (5.7.119) 

It is shown that Equation (5.7.119) is Q-conditionally invariant with respect 
to the Galilei algebra under the conditions 

F(u) = AIU(2-k)/2 + A2U(1-k)/2, (5.7.120) 

F(u) = u1- k (A1In u + A2), 

F(u) = (1- u2)<1-k)/2(Al arcsin u + A2), 

F(u) = (1 + u2)<1-k)/2(A1arcsh U + A2). 

1 P . In [99*,101*] it is established that the Boussinesq equation 

(5.7.121 ) 

is Q-conditionally invariant under the Galilei algebra. 

12°. Q-conditional symmetry of the Born-Infeld equation (5.7.35) is stud­
ied in [102*]. 
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13° . In [107*] it is established that the nonlinear polywave equation 

is invariant under the conformal algebra provided 

n 
Du = -, u"uv = 1. 

u 

(5.7.122) 

14°. In [95*,96*] Q-conditional symmetry ofthe gas dynamics equations 
is studied: 

under 

u~ - u~ = 0, 

u~ -u~ = 0, 

ug - F(u!, U3)U~ = 0 

(5.7.123) 

F(ul,u3 ) = < Aul,A(Ul)k,A(Ul)-2,A(Ul)-l,A(Ul)-3/2,A(Ul)2,A(u3)-1 >. 

15°. In [31*, 137*] it is shown that the nonlinear Dirac equation 

(5.7.124) 

under the condition tp'lj; = 1 is invariant with respect to the operators 

(5.7.125) 

16°. In [57*,103*,109*] it is studied the conditional symmetry of the 
nonlinear Schrodinger equation 

(5.7.126) 

It is shown that Equation (5.7.126) with the nonlinearity 

(5.7.127) 

is invariant under the operator 

(5.7.128) 

provided 
(5.7.129) 
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5.8 Nonlocal symmetry of quasirelativistic wave equation 

Consider a PDE offourth order (on spatial variables) which, following [60,75], 
we shall call a quasirelativistic wave equation 

Po1/; = H(P)1/;, 
p2 p 4 

H(P) == ao- + a4-, 
2mo 8 

(5.8.1) 

where 1/; = 1/;(x) is a complex scalar function: x = {xo == t, xa} E R4 j ao, a4, 
mo are arbitrary real constantsj 

P. ' {) 
a= -t-a ' 

Xa 
a = 1,2,3. (5.8.2) 

Under ao = a4 = ° Equation (5.8.1) coincides with the well-known Schr6dinger 
equation, and under ao = mo, a4 = -m~ the Hamiltonian of (5.8.1) represents 
by itself the first three terms of Taylor expansion of the relativistic Hamiltonian 

(5.8.3) 

By means of Lie's method one can make sure that the maximal IA of Equa­
tion (5.8.1) is the 8-parameter Lie algebra As=AE(1,3), with basis elements 

This result means that Equation (5.8.1) is invariant neither under Lorentz 
transformations nor under Galilean ones. But, of course, it does not mean 
that symmetry properties of Equation (5.8.1) are exhausted by the first-order 
differential operators of AE(1,3). Equation (5.8.1) possesses a wide nonlocal 
symmetry. 

Theorem 5.8.1 [60,75]. Equation (5.8.1) is invariant under the 20-dimension­
al Lie algebra A20 :J As with basis elements 

Va=tH,X a = -+-P Pa , '[ ] (1 a4 2) 
mo 2 

(5.8.4) 

Proof. One can directly verify that operators (5.8.4) satisfy invariance con­
dition (10). Operators Po, Pa, Va, Rab, and I commute and together with 
operators Jab, Ga satisfy the following commutation relations 
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[Jad, PO] = 0, 

[Po, Ga] = iVa, [Jab, Pel = i(6aePb - 6bePa), 

[Va, Gbl = i(Rab - 6aba2I), 

[Jab, Red] = i(6ac~d + 6bdRa.e - 6beRa.d - 6a.dRbe), 

[Jab, Vel = i(6a.c Vb - 6bc Va), 

[Ga, Rbc] = ia4(6abPc + 6bcPa + 6aePb), 

(5.8.5) 

and thereby form a Lie algebra. It will be noted that operators Va, Ga, Rab 
belong to the class of third-order differential operators and hence they generate 
nonlocal transformations. 

Using formulae (5.3.6) we calculate final transformations generated by the 
operator 

Q = imvaGa = t (1 + ~o a4p 2) va8a. - imx· V, 

where Va are arbitrary real parameters. So, we have 

t' = etvaflate-tvafla = t, 

x~ = etvaflo Xbe-tvoflo = Xb + Vbt, 

and 

Since 
-[tva8a, Q] = imov2t, 

[tva.8a, imov2t] = [Q, imov2t] = 0, 

one can use formula (5.3.39). Applying it to (5.8.8) one gets 

7jJ'(X') = exp {tVa8a - Q + ~mov2t} 7jJ(x) = 

= exp {im[xava + V; t - ~a4tP2vaPa]} 7jJ(x). 

(5.8.6) 

(5.8.7) 

(5.8.8) 

(5.8.9) 

So, we can conclude that Equation (5.8.1) is invariant under Galilean trans­
formations (5.8.7), provided 7jJ-function is transformed according to (5.8.9). 
Unlike Galilean transformations given in the Table 4.1.2, the transformation 
(5.8.9) is non local. It becomes local when a4 = 0, and in this case it coincides 
with the standard Galilean transformation of the Schr6dinger wave function. 



Section 8 351 

Now we will show that Equation (5.8.1) describes uniform motion of a par­
ticle with rest mass mo and takes into account dependence of the full mass of 
the particle on its velocity. But before doing this we shall demonstrate that the 
relativistic integrodifferential wave equation Po"" = 1-£(P)"" with the Hamilto­
nian given in (5.8.3) describes the well-known effect of the growing mass of a 
particle by increasing its velocity according to the law 

mo m= . 
";1- v2 

With the help of formulae (A.3.5), (A.3.6) one easily finds 

xa == Va = i[1-£(P), Xal = i [J p2 + m~, xa] = JP;: m~; 
Xa = Va = i[1-£(P), Val = 0, 

(5.8.10) 

(5.8.11) 

where dot means differentiation with respect to t. Let us recall that in (5.8.11) 
quantities Xa, xa == Va, Va, Pa are operators of coordinates, velocities, acceler­
ations, and of impulse, respectively. The transition to corresponding classical 
quantities is made by means of the change 

p. . {) 
a = -~ -;:;-- -+ Pa 

vXa 

So, one finds from (5.8.11),(5.8.12) the expression for particle velocity 

Pa 
Va = -v:-;=~===+=m'T~ 

On the other hand, according to the definition of velocity, we have 

Pa Va=­
m 

(5.8.12) 

(5.8.13) 

(5.8.14) 

where m is the full mass ofthe particle. Equating these two expressions (5.8.13) 
and (5.8.14) and then solving the obtained equation with respect to m, we get 
the formula (5.8.10). 

In the same spirit we shall act in the case of Equation (5.8.4), we can write 
according to (5.8.12) the corresponding classical expression 

Pa a4 2 
Va = - + -2 P Pa· 

mo 
(5.8.15) 

Substituting (5.8.14) into (5.8.15) we get a cubic equation with respect to m: 

m a4 3 2 -+-m V -1=0. 
mo 2 

(5.8.16) 
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Let a4 < O. Solution of Equation (5.8.16) can be looked for in the form 

rno . 
rn=-sma 

c 
(5.8.17) 

where 0:, C are arbitrary real constants. Substitution of (5.8.17) into (5.8.16) 
followed by multiplication on 3c, yields 

(5.8.18) 

Let us define c so that 

that is 

(5.8.19) 

Now we can rewrite Equation (5.8.18) as 

3c = 3 sin a - 4 sin3 a == sin 3a 

whence follows 

1. 1 1 w 
a = 3 arcsm3c == 3 arcsin w == 3 arctan J1 _ w2 ' 

Finally, we get the formula 

3 . (1 w) rn = rno - sm - arctan r:;----75 • 
w 3 v1-w2 

(5.8.20) 

Starting from (5.8.20) we can conclude that in mechanics based on Equation 
(5.8.1) with a4 < 0, as well as in relativistic mechanics, the limiting speed 
exists. But unlike relativistic mechanics, where the mass of a particle infinitely 
increases when velocity v tends to its limit v -+ 1 (see formula (5.8.10», in the 
considered case we have according to (5.8.20) 

(5.8.21) 

Now consider the case of Equation (5.8.1) with a4 > O. Solution of Equation 
(5.8.16) we look for in the form 

rn = rno sho:o 
c 
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As a result we obtain 

m = mo ~ sh (~ln ( w + J 1 + w 2 ) ) , (5.8.22) 

where w is defined in (5.8.19). So, in mechanics based on the Equation (5.8.1) 
with a4 > 0 the limiting speed does not exist, and when velocity v aims at 
infinity the mass of particle tends to zero. 

In conclusion, it will be noted that the same analysis can be made for an 
equation of the type (5.8.1) with the Hamiltonian 

N 

H(P) = L a2nP2n , N < 00. 

n=O 

5.9 Are Maxwell's equations invariant under Galilean transformations? 

More than eighty years ago Lorentz, Poincare, and Einstein gave negative 
answer on this question we are about to discuss. At present it is common 
knowledge that Maxwell equations (ME) 

~ oE -
E= at = rotH, 

~ ail -
H == at = - rot E, 

divE = 0, 
(5.9.1) 

div il = 0 

are invariant under the Lorentz transformations and are not invariant under 
the Galilei ones 

X~ = Xa. +va.t, t' = tj a = 1,2,3, (5.9.2) 

where va. are arbitrary constants (the speed of inertial frame of reference). 
The negative answer on the discussed question is connected with the implicit 
suggestion that the relationship between E, il and E', il' is local, that is, 
the field transformation E -+ E', il -+ ii' depends only on unprimed fields 
(and, of course, on parameters va) and do not depend on their derivatives. 
But if we assume that field transformations may be nonlocal, we will have new 
possibilities, and our question will have a positive answer [111*]. 

Theorem 5.9.1. Maxwell equations (5.9.1) are invariant under Galilei trans­
formations (5.9.2), provided the electric and magnetic fields are transformed 

-, - - - 2 E =E-vxH-(v·x)rotH+O(v), 

ii' = ii + v x E + (v· x) rot E + O( v2 ). 

(5.9.3) 
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Proof. We offer a straightforward proof of this theorem. As follows from (5.9.2) 

-, -V =V, (5.9.4) 

Substituting (5.9.3), (5.9.4) into primed ME we get, omitting terms quadratic 
in Va: 

(div E)' = div E' = div E - div (V X H) - div [(v· x) rot H) 

= div E + v· rot H - v· rot H = div E = 0, 

where we used the identities 

Further 

div (v x H) = -v· rotH, 

div [(v· x) rot H) = v· rot H. 

-, ..... , - ..... .... ~...;. ~ 
Ot' E - ( rot H) = (Ot - v· V)E' - rot H' = E - v x H - (v· x) rot H -

-(v.V)E- rotH- rot(vxE)- rot [(v· x) rotE), 

(dot means differentiation with respect to t). Taking into account the identities 

rot (v x E) = -v· E + vdiv E, 

rot [(v· x) rot E) = v· x rot rot E + v x rot E 

and using (5.9.1) we get 

-, - ,':"":' ..:. -+ - -+ 

oeE -(rotH) =E-vxH-(v·x)rotH-(v·V)E- rotH+ 

+(v·V)E-vdivE-(v.x)rot rotE-vx rotE= 

=E- rotH-vx(H+ rotE)-(v.x)rot(H+ rotE)-vdivE=O. 

In the same way one can test the invariance of the rest of the equations 
of the system (5.9.1) with respect to Galilei transformations (5.9.2), (5.9 .. 3). 
Thus the theorem is proved. 

Comparing transformations (5.9.2), (5.9.3) with the infinitesimal Lorentz 
transformations 

E' = E - v x H + O(v2 ), 

fi' = fi + v x E + O( v2 ) 

(5.9.5) 

(5.9.6) 
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one immediately sees that the simplicity of geometrical transformations (5.9.2) 
results in complexity (nonlocality) of transformations (5.9.3). To clarify the 
meaning of the result obtained, let us write down the system (5.9.1) in another 
equivalent form 

where 

.a'lj; = Hoi. 
tat '1', 

divE = 0, 

H = iU2(S . V), 

div ff = 0, 

~ . (0 
172 = t Is 

13 , 0 are 3 x 3 unit and zero matrices, respectively; 

(
0 0 0) 

81 = 0 0 -i , 
o i 0 

82 = (~ 
-i 

o .) o ~ , 
o 0 

83= G ~i ~) 

(5.9.7) 

(5.9.8) 

(5.9.9) 

It is not difficult to show that system (5.9.7) is invariant under the following 
two Poincare algebras 

(5.9.10) 

and 
pl = -i1i, plI = pI 

a a' 
J ll - JI a.b - ab' 

JI!a = tPa - ~(Hxa + Xa.H) + !U2 8a. 
(5.9.11) 

Operators J6a. generate the well-known Lorentz transformations, while oper­
ators JI!a generate another (nonlocal) transformation. Since JI!a are not dif­
ferential operators of the first order (in the Lie sense), we cannot use Lie's 
equations to find the corresponding group action. In this case we shall use 
formulae (5.3.6), according to which we find 

t' = et(v.V)te-t(v.V) = t 
if' = et(v,V)xe-t(v'V) = X + vt; 

(5.9.12) 

'Ij;'(X') = exp{ t(v· V)} exp{ -t(v· V) + (12(S, v + x· vS· V) }'Ij;(x), (5.9.13) 

where function 'Ij;(x) is defined in (5.9.8). 
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Infinitesimal transformations (5.9.3) result from (5.9.13) in first order of 
Va' Final geometrical transformations (5.9.12) coincide with the Galilei ones 
(5.9.2). As we see, representations of AP(I,3) given by (5.9.10), (5.9.11) are 
inequivalent because they result in different group actions. But on the manifold 
of solutions of ME (5.9.7) we have 

(5.9.14) 

where 'I/J is an arbitrary solution of ME, and therefore they are equivalent in a 
sense. The idea of duality of spacetime symmetry of relativistic equations was 
first put forward in [59) (see also 35.3). 

An important application of transformations (5.9.12), (5.9.13) consists in 
the possibility of correctly introducing the concept of approximate Galilei in­
variance with absolute time for relativistic equations [111 *). It is obvious that 
we can interpret transformations (5.9.2), (5.9.3) as an approximate Galilei in­
variance of ME. Formula (5.9.13) allows us to calculate Galilei transformations 
for the electromagnetic field in any approximation in Va. So, for example, the 
second approximation has the form 

£' = £ - v x H - (v. x + !iJ'2t) rot H+ 

+~ [V2£ - v(v· E) + (x· V) (iT· V)E - 2iT x rotE) + (x· v)2 ~E] + O(v3), 

H' = H + v x E + (iT. x + !if2t) rot E+ (5.9.15) 

The Lorentz transformations in second approximation look like 

X' = x + vt + !v(x. iT) + O(v3 ), 

t' = t + x' iT+ !V2t + O(v3 ), (5.9.16) 

E' = E - iTx H +! [V2E - v(v· E)] + O(v3 ), 

H' = H +iTx E+ ~ [if20 - v(v· 0)] + O(v3). 

The main difference between transformations (5.9.2), (5.9.15) and (5.9.16) (as 
well as between (5.9.2), (5.9.3) and (5.9.5), (5.9.6» is that the time t in Galilei 
transformations (5.9.2) is unchanged in contrast with Lorentz transformations 
(5.9.5), (5.9.16). This advantage of Galilei transformations is due to the non­
local law of transformations of E and 0 (compare (5.9.3), (5.9.6) and (5.9.15), 
(5.9.16». 
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5.10 Nonloca,l spacetime symmetry of the Klein-Gordon equation 

Consider the Klein-Gordon wave equation 

and write it down in equivalent form [59] 

.8ifJ _ H'" 
% 8t - ,/" 

H = 2~ [(E2 + re2)0"1 + (E2 - re2)i0"2] ' 

E2 = -~+m2, 

where ifJ is the two-component function 
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(5.10.1) 

(5.10.2) 

(5.10.3) 

re =f:. 0 is an arbitrary constant, 0"1 and 0"2 are 2 x 2 Pauli matrices (2.1.3). 
According to Remark 5.3.8 and Theorem 5.3.4, Equation (5.10.2) is invariant 
under Galilei transformation (5.3.43) (with H given in (5.10.2)). 

It will be noted that, in contrast with the Dirac equation, operators 

(5.10.4) 

are nonlocal even on the set of solutions of Equation (5.10.2), where they take 
the form [111 *] 

J6o. = tao. + xo.8t + i-.(0"1 + i0"2)8o. (5.10.5) 
2re 

Operators (5.10.5) generate transformation (A.3.3) and 

ifJ'(x') = ! [(0"0 + 0"3) chO + 0"0 - 0"3 - ~(0"1 + i0"2/ ~ fJ shO 1 ifJ(x) , (5.10.6) 

where jj = {01, O2, 03}, 0 = (O~ + O~ + O~ )1/2, 0"0 is a unit 2 x 2 matrix. It will 
be stressed that Equation (5.10.2) is not Lorentz invariant in the Lie sense. 
As we see, Lorentz transformations of function ifJ(x) (5.10.6) are nonlocal and 
therefore non-Lie. 

From (5.10.6) one can derive, according to the general relation (17), the 
formula of generating new solutions. This formula has the form [111*] 

1[ i . jj·fJ ] , ifJn(x) ="2 (1 + 0"3) sechO + 1 - 0"3 + ;(0"1 + %0"2)-0- th 0 ifJI(X), (5.10.7) 
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where x' are given in (A.3.3). 

5.11 On solutions of the Schrodinger equation, invariant under the Lorentz 
algebra 

The Lie-maximal invariance algebra of the SchrOdinger Equation (3.3.24) is 
given in (3.3.25). The algebra ASch(I,3) does not contain the Lorentz algebra 
ASO(I,3). But if to look for symmetry operators among non-Lie operators we 
will have new possibilities. So, in [115*] it is established that the Schrodinger 
equation (3.3.24) is invariant under the Lorentz algebra with basis elements 
belonging to pseudo differential operators. Indeed, one can make sure that the 
operators 

(5.11.1) 

where P = J PaPa (Pa = -iaa, Ga = tPa - mXa), satisfy invariance condition 

v 
[8, JjLv]u = 0; 

v p2 
S:=Po --, 

2m 
l-',v=0,3 (5.11.2) 

and form the Lorentz algebra ASO(I,3) with commutation relations written in 
(A.2.2). The action of pseudodifferential operators JOa from (5.11.1) is defined 
by means of integral Fourier transformation in (1.3.17). 

Following [89*], we look for solutions of the Schrodinger equation (3.3.24), 
invariant under the operators (5.11.1). The corresponding ansatz is defined 
from the condition 

JOau = 0, (5.11.3) 

If we go over in (5.11.3) to Fourier transform, we get 

[( t i) . a ] _ -
m - 2k2 ka - Z aka u(t,k) = 0, 

( a a)_-
kaakb -kb aka u(t,k) =0. 

(5.11.4) 

The general solution of Equations (5.11.4) has the form 

(5.11.5) 

Substitution of (5.11.5) into the Fourier transform of the Schrodinger equation 
results in 

alP = 0. 
at 

(5.11.6) 
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So, we obtain that the solution of the Schrodinger equation which is invariant 
under ASO(I,3) (5.11.1) 

.(t, x) ~ c i e""(l2)-';' exp { -it;: } d' k, (5.11.7) 

where c is an arbitrary constant. To simplify the expression (5.11.7) let us go 
over to spherical coordinates, choosing the polar axis along the vector if. In 
this case expression (5.11.7) can be rewritten as 

00 7r 27r { _ } 

u(t, if) = c / e/2dk / sinBdB / d<pexp ikx cos B - it;~ = 
000 

47rC /00 { . f2 } = 7 0 k l / 2 exp -d 2m sin kx dk, (5.11.8) 

where x = j"i-, k = /fz. After calculation of the last integral, we finally 

find [89*] 

(5.11.9) 

where w = mx2 /4t; 1-1 / 4 , 13 / 4 are Bessel functions. One can make sure 
that (5.11.9) satisfies Schrodinger equation (3.3.24) and it is solution invariant 
under the Lorentz algebra (5.11.1). 

In conclusion, it will be noted that the substitution t ....... -it transforms the 
Schr6dinger equation (3.3.24) into the heat equation 

au 1 
- --D.u=O. at 2m 

(5.11.10) 

If we do the same transformation with expression (5.11.9), we obtain the fol­
lowing (real) solution of the heat equation (5.11.10): 

(5.11.11 ) 

where c is an arbitrary real constant, L 1 / 4 , 13 / 4 are modified Bessel functions. 
It will be appropriate to give here the solution of the Schr6dinger equation 

(3.3.24) invariant under 6-dimensional Galilei algebra 

(5.11.12) 

The corresponding ansatz is (compare with (5.11.5»: 

u(t, if) = exp {i ~-2} <pet). (5.11.13) 
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Substitution of (5.11.13) into (3.3.24) results in the ODE 

t<jJ + ~<p = 0, 

the general solution of which is <p = const . r3/2. So, the solution of the 
Schr6dinger equation invariant under the Galilei algebra (5.11.12) is 

u(t, x) = ct-3 / 2 exp {i ";~} , (5.11.14) 

and one can compare it with the solution (5.11.9). It will be stressed that 
solution (5.11.9) is not Lorentz invariant in the standard meaning, because 
basis elements of the Lorentz algebra (5.11.1), under which (5.11.9) is invariant, 
are non-Lie (nonlocal). 

5.12 On approximate symmetry and approximate solutions of the nonlinear 
wave equation with a small parameter 

Following [62*J, we introduce the concept of approximate symmetry and de­
scribe all nonlinearities F(u) with which the nonlinear wave equation 

Ou + AU3 + fF(u) = 0 (5.12.1 ) 

(0 = OIL 0"" , J-L = 0,3; A is an arbitrary constant, f <t:: 1 is a small parameter, 
u = u(x), x E R(1,3)) is approximately scale and conform ally invariant. 

By means of Lie's method one can make sure that when F(u) :/; 0 and 
F(u) =1= u3 , Equation (5.12.1) is invariant under the Poincare group P(1,3) 
only, because the term fF( u) breaks down the scale and conformal symmetry 
of the equation 0 u + AU3 = o. 

Let us represent an arbitrary solution, analytic in f, of Equation (5.12.1) in 
the form 

u= w+€v, (5.12.2) 

where wand v are some smooth functions of x. After sustitution of (5.12.2) 
into (5.12.1) and equating to zero the ccoefficients of the zero and first power 
of €, we get the following system of PDEs 

OW+AW3 =0 

Ov + 3AW2V + F(w) = O. 
(5.12.3) 

Deiini tion 5.12.1. We shall call the approximate symmetry of Equation (5.12.1) 
the exact symmetry of the system (5.12.3). 
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Theorem 5.12.1. [62*] Equation (5.12.1) is approximately scale invariant (in 
the sense of the definition above) if and only if 

1
2Ab 3 3AC 2 2-k 

k + 1 U + T U + au , 

F(u) = 2Abu3 + 3>.cu2 ln u + au2 , 

2>.bu3 ln u - 3ACU2 + au3 , 

k # 0, -1; 

k=O; 

k =-1 

(5.12.4) 

(k, a, b, c are arbitrary constants), with the generator of scale transformations 
having the form 

D = x8 - w8w + (kv + bw + c)8v (5.12.5) 

Proof Using Lie's algorithm we find from the condition of invariance that the 
generator of scale transformations should have the form 

provided that from the invariance of the second equation of system (5.12.3), 

2 2 2 2 k b 1/vv = 1/ww = 1/wv = 0 ~ 1/ = v + w + c, 
dF 

2>.bw3 + 3>.cw2 + (2 - k)F - w dw = o. 
(5.12.6) 

The general solution of Equation (5.12.6) is given in (5.12.4). Thus the theorem 
is proved. 

In particular, as follows fron the above equation, the equation 

Du + AU3 + €U = 0 (5.12.7) 

is approximately scale invariant and the corresponding generator has the form 
D = x8 - w8w + v8v • This statement holds true even if A = O. 

Theorem 5.12.2. [62*] Equation (5.12.1) is approximately conformally in­
variant if and only if 

(5.12.8) 

with the generator of conformal transformations having the form 

(5.12.9) 

where {3, a, cp. are arbitrary constants. The proof of Theorem 5.12.2 is per­
formed in the same spirit as that of the Theorem 5.12.1. 
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It will be noted that Equation (5.12.1) with F(u) given in (5.12.8) is reduced 
within to € to the equation 0 u + )...' u3 = 0, where)..' = >. + €a be means of the 
transformation u -+ u+€j3. It is clear that the exact solutions of the associated 
system (5.12.3) produce the approximate solutions of the Equation (5.12.1). 
To find exact solutions of the system (5.12.3) one may use its symmetry un­
der P(1, 3) and C{1,3) described above, applying the algorithm we have used 
throughout the book. Below, we consider another possiblilty. Suppose that in 
(5.12.2) 

v = f(w), (5.12.10) 

where f is an arbitrary differentiable function. In this case the system (5.12.3) 
takes the form 

Dw+>.w3 = 0 (5.12.11) 

(WJ1.w!')j + (Dw)j + 3>.w2 f + F(w) == 0, 

8w . df 
wJ1. = 8xJ1.' f = dw 

(5.12.12) 

From the condition of splitting of Equation (5.12.12) one has to put 

w!'w!' = A(w), (5.12.13) 

where A is some function of w. Equation (5.12.13) is compatible with (5.12.11) 
if A{w) = >.w4 , that is 

(5.12.14) 

(see Appendix 6). 
Taking account of (5.12.11) and (5.12.14) we rewrite (5.12.12) as 

(5.12.15) 

So, if we find function f{w) as solution of Equation (5.12.15), we thereby obtain 
by means of expressions (5.12.2), (5.12.10) approximate solutions of Equation 
(5.12.1). It will be noted that a subset of such solutions of Equation (5.12.11) 
and (5.12.14) is conform ally invariant since the corresponding approximate 
system (5.12.11) and (5.12.15) is conformally invariant. Solutions of Equation 
(5.12.15) for functions F(w) given in (5.12.4) have the form 

1
->'[k{k +;) + 3]wk - k: 1 w -~, k # -1,0 

f{w)= -clnw-bw-~(2C+~), k=O 

- w (2a>. + bin w) + c, k = -1 

The solution of the system {5.12.11} and (5.12.14) is the function 

w = ± [>'{xv + av){xV + av)rl/2 

{5.12.16} 

(5.12.17) 
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where a" are arbitrary constants. 
When>. = 0, the nontrivial condition of splitting of Equation (5.12.12) 

compatible with the Equation Ow = 0 is 

w!-'w!-' = 1 (5.12.18) 

So, in this case we find approximate solutions of equation (5.12.1) be means 
of expressions (5.12.2) and (5.12.10), where function is determined from the 
equation 

f + F(w) = 0 

and w, in turn, is determined from the system 

Ow=o, 

(5.12.19) 

(5.12.20) 

The system (5.12.20) is invariant under the extended Poincare group P(1,4) 
and has solution 

w = avxv +a, 

where av, a are arbitrary constants. 
In particular, equation 

Ou+tu=O 

(5.12.21 ) 

(5.12.22) 

is approximately invariant under the group P(l, 4) on the subset of solutions 

u = w - t (~W3 + alW + a2) , (5.12.23) 

where w is given in (5.12.21) and aI, a2 are arbitrary constants. 
In conclusion, let us note some generalizations of the concept of approxi­

mate symmetry studied above. First of all, one can consider higher orders of 
approximation of u in t, i.e., u = w + tv(l) + t 2v(2) + "', and can study the 
symmetry of the corresponding approximate system of PDEs for functions w, 
v(1), v(2), and so on. Secondly, one can expand in t-series not only dependent 
variables, but also independent ones, e.g., Xo = t + tZ(l) + t 2Z(2) +"', and can 
construct in this way the corresponding approximate system and then study 
its symmetry. Another approach to the study of approximate symmetry is to 
use some special approximates, say the two-point Pade approximants 

u = ftkJk (t€jgj) -1, 

k=O j=O 

(5.12.24) 

where functions Jk, gj are determined from the condition: when e -+ 0 expres­
sion (5.12.24) coincides with the expansion 

€ <t:: 1, 

and when t -+ 00, (5.12.24) coincides with the expansion 

u = w(O) + e- l w(1) + e-2w(2) + .. . e ~ 1. 
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Jacobi elliptic functions [3,4,24] 

Jacobi elliptic functions E(z, k) (z is the variable argument, k is the parameter) 
are solutions of the nonlinear ODE 

E + aE + bE3 = 0, (A.I.1) 

where dot means differentiation with respect to z; a = a(k). b = b(k), c = c(k) 
are constants which depend on the paramenter k. For the first time elliptic 
functions were introduced as inverse functions of an elliptic integral. This 
problem of inversion was solved in 1827 by Jacobi and Abel independently. 

There are twelve elliptic functions. The three basic elliptic functions are 
determined as follows 

sn(z,k) = sincp 

cn(z,k) = coscp 

dn (z, k) = ~~ = (1 - k2 sin2 cp)1/2, 

where cp is implicitly defined by the elliptic integral of the first kind 

J'" dr 
z = V1- k2sin2r· 

o 
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(A.I.2) 

(A.I.3) 
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The rest of the nine elliptic functions are reciprocals of these three functions, 
and the quotients of any two of them. 

Below in Table A.I.1 we present, following [4], the constants a, b, c for the 
twelve Jacobi elliptic functions. 

Table A.I.I. Jacobi elliptic functions and parameters ofthe Equation (A.I.I). 

N E = E(z, k) a b c 
1 sn I+P -2k~ 1 
2 cn 1- 2k2 2k2 1- k2 

3 dn -(2 - k2) 2 -(1 - k2) 
4 ns == II sn 1 + k2 -2 k2 

5 nc == II cn 1- 2k2 -2(1- k2) _k2 

6 nd == II dn -(2 - k2) 2(1 - k 2 ) -1 
7 sc == sn I cn -(2 - k 2 ) -2(1 - k2) 1 
8 sd == sn I dn 1- 2k2 2k2(1 - k 2 ) 1 
9 cs == cn I sn -(2 - k2) -2 1- k2 

10 cd == cnl dn 1 + k2 -2k2 1 
11 ds == dnl sn 1- 2k2 -2 -k2(1 _ k2) 

12 dc == dnl cn 1 + k2 -2 k2 

From the above definition of the basic elliptic functions it follows immedi­
ately that 

sn(O,k)=O, cn(O,k) = dn(O,k) = 1, (A.I.4) 

and 

sil = cn dn, cn = - sn dn, 

dn = _k2 sn cn; 

2 2 1 - dn 2 
sn =I-cn = k 2 ' (A.I.5) 

2 dn 2 - 1 
cn=I+ k 2 ' 

dn 2 = 1 _ k2 sn 2 = 1 _ k2 + k2 cn 2 

Jacobi elliptic functions are doubly periodic functions of the complex argument 
z. Specifically, 

sn (z + 4N1 J( + i2N2J(1) = sn z, 

cn (z + 4N1 J( + 2N2(J( + iJ(I)) = cn z, 

dn (z + 2N1 J( + i4N2J(1) = dn z, 

(A.I.6) 
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where Nt and N2 are any integers and 

7r/2 

K = K(k) = J dr , 
viI - k2 sin2 r o 

K' = K'(k) = K(k'), k' = Vl- k2 

Appendix 1 

(A.lo7) 

are complete elliptic integrals. Under k = 0 and k = 1 one of the periods 
becomes infinite and the elliptic functions degenerate: 

k = 0, then K' = 00, K = 71"/2, 

and snz = sinz, cnz = cosz, dnz = 1; 

k = 1, then K = 00, K' = 71"/2, (A.lo8) 

and sn z = th z, cn z = dn z = 1/ ch z. 

Restricting z to real values we see that snz, cnz, and dnz have periods 
4K, 4K, 2K, respectively. The shortest period corresponds to k = 0, when 
K(O) = 71"/2. For k > 0, K(k) > 71"/2. All Jacobi elliptic functions are real for 
real z and for 0 ::; k2 ::; lo 

The basic functions sn z, cn z, and dn z are finite everywhere on the real-z 
axis and have the following zeros on this axis 

sn(z,k) = 0 at z = 2NK, 

cn (z, k) = 0 at z = (2N + I)K, 

dn (z, k) =I- 0 for k < 1, 

where N is any integer. Only for parameter k = 1 does dn z have zeros on the 
real axis, namely, at z = ±oo. 

The Jacobi identities 

sn (iz, k) = isc(z, k'), 

cn (iz, k) = nc(z, k'), 

dn (iz, k) = dc(z, k') 

(k' = Vl- P) 

enable one to change from real to imaginary arguments or conversely. 

(A.lo9) 

As an example of the use of elliptic functions we describe, following [4], 
elliptic solutions of the nonlinear wave equation 

Du+ AU3 = 0, (A.l.lO) 

where u = u(x) is a scalar function, x E R(l, 3). 
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Let f(x) be a given explicit solution of Equation (A.l.lO) with>' equal to 
-a>./b, that is 

(A.l.ll) 

Then the ansatz 
u(x) = f(x)E(w, k). (A.l.12) 

where E(w, k) is an elliptic function which satisfies ODE (A.l.1), will be a 
solution of Equation (A.l.ID) provided 

(A.l.13) 

The system (A.l.13) can be considered as defining equations for the argument 
w = w(x) of an elliptic function E(w, k). If a solution of this system exists 
then an elliptic generalization of f(x) exists. Solving the conditions (A.l.13) 
for w(x) is the essential step in the construction. 

As far as there are 12 Jacobi elliptic functions, one might expect that 12 
different elliptic generalizations of f(x) exist. Actually, five of these are redun­
dant. The remaining ones are [4]: 

u=fsn (J w' ,k) = ifsc(h'kl) , -1- k2 2 - k/2 

u = f cn ( w' k) = fnc ( w kl) J -1 + 2k2 ' J -1 + 2k/2 ' , 

u= fdn (h'k) = fdc (J_;~k/2,kl), 

U=fns(J w' ,k) =ifcs (h'kl) , -1-k2 2-k/2 
(A.l.14) 

u = fnd (h,k) = fcd (J_;~k/2,kl), 

u= sd k =isd k' ( WI ) (WI ) 
f J -1 + 2k2 ' f J -1 + 2k/2 ' , 

u = fds ( w' k) = ifds ( w' kl) J -1 + 2k2 ' J -1 + 2k12 ' , 
where w' = V-a(k)w, and Jacobi imaginary identities (A.l.9) have been used 
to obtain the second form of the solution with parameter k' = Jl - k2. 
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AP(1,3)-nonequivalent one-dimensional 

subalgebras of the extended 

Poincare algebra AP(1,3) 

Here we would like to demonstrate as example of finding one-dimensional sub­
algebras of a given algebra. As a given algebra we take the extended Poincare 
algebra AP(1,3) whose one-dimensional subalgebras have been used in Para­
graph 2.2 in constructing P(1, 3)-nonequivalent ansatze for spinor field. 

In what follows, an essential role will be played by the CBH formula, which 
we write once again for the sake of convenience 

with k = 1,2, ... , and Ql, Q2 are some operators. 

Lemma A.2.1. [109,11*] By the transformation 

Q -. Q' = VQV- 1 

where V = exp{ (}"" 1 "v}, the operator 

Q = C""1",, = AkMk + BkNk 

368 

(A.2.1) 
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where Mk = -~fkijJij and Nk = JOk (Ak' Bk are arbitrary constants) can be 
reduced to one of the following forms 

... - 2 - -1° Q' = o:Jo1 + {3J23 , if (A· B) + (A2 - B2)2 =f:. 0, 

2° Q' = a(Jo1 + J12 ), if.1. jj =.12 - jj2 = O. 

Proof. Let us introduce a new operator 

Using commutation relations of AP(1,3) 

one can easily check the validity of relations 

[Ja., Jb] = ifa.beJe, 

[Ka., K b] = ifa.beKe, 

Operator Q can be rewritten as Q = akJk + ba.Ka., provided 

By means of (A.2.1) and (A.2.3) one obtains 

Q' = VtQV{ = v'ifiJ1 + (v'ifi)*](1 == aJOl + {3J23 , 

where 

It is evident that these formulae lose their validity in the case 

(A.2.2) 

(A.2.3) 

(A.2.4) 

Therefore, one can apply operator (A.2.4) only in the case 1°. Let us now 
consider the second case 2°. It follows from (A.2.1) that 
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(A.2.5) exp{OMa}AkMk exp{-OMa} = AkMk cos 0+ 

+AaMa(1- cosO) + faklAkMlsinO (no sum over a), 

(A.2.6) exp{OMa}BkNkexp{-OMa} = BkNkCOSO+ 

+BaNa(1-cosO) +faklBkNtsinO (no sum over a), 

Using identities (A.2.5), (A.2.6) one can make sure that the following equal­
ity holds 

where 

{ 1 x ~ 0 
signx = -':1, x < 0 ' 

This completes the proof. 

O(x) = {1, x > 0 
0, x < 0 

Theorem A.2.1. [109,212,11 *J The operator 

Q = AkMk + BkNk + CD + C"'P", 

(Ak' Bk, C, C'" are constants) 

can be reduced by means of transformation 

Q ~ Q' = VQV- 1 , V = exp{O"V J",v + OD + O"P,,} 

to one of the following forms: If X . jj = 0, A""'.2 = jj2, then 

1) Q' = J01 + J12 + aD, 

2) Q' = J 01 + 1t2 + {3P3 - Po, 

3) Q' = J01 + J12 + {3P3, 

If (X. jj)2 + (A""'.2 _ jj2)2 =1= 0, then 

4) Q' = J23 + aD, 

5) Q' = J 01 + bha + aD, 

(A.2.7) 

(A.2.8) 

(A.2.9) 

(A.2.10) 
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6) Q' = J01 + bh3 + D + /3Po, 

7) Q' = J01 + P2, 

8) Q' = J23 + 0:1 PO + 0:2Pl, 

If A = B = 0, then 

9) Q'=D, 

10) Q' = Po +P1, 

11) Q'=Po, 

12) Q' =P1. 

Proof. Let us consider at first the case when A2 + B2 =1= o. Then, as follows 
from Lemma A.2.1, there exists an operator V1(V2) of the form (A.2.9) such 
that 

(a) under A· B = A2 - B2 = 0, 

ViQV1- 1 =o:(J01 +h2)+(}D+(}"'P,.., 

(b) under (A. B)2 + (A2 - B2f =1= 0, 

V2QV2- 1 = o:J01 + /3J23 + (}D + (},.. P,.., 

Below we shall use the identities 

exp{iA'" P,..}Ja,8 exp{ -iA'" P,..} = Ja,8 + A,8Pa - AaP,8 

exp{ iA'" P,..} D exp{ -iA'" P,..} = D - A'" P,.., 

exp{iA'" PJL}Pa exp{ -iAJL P,..} = Pa, 

(A.2.11) 

which can be easily proved be means of the CBH formula (A.2.1). In the case 
(a) we have 

Q' -+ Q" = exp{ iA'" PJL}( J01 + h2 + (}D + (}n Pa) exp{ -iA'" P,..} = 

= J01 + h2 + (}D + (},.. P,.. + Al Po - AOP1 - A2Pt - A1P2 - (}A a Po. 

Under () =1= 0 one can always choose Aa so that 

Q" = J01 + J12 + () D 

and under () = 0 so that 
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If in this latter operator a =1= 0, then 

QIII = exp{ -iln laID}(JOl +.h2 + aPo + f3P3) exp{iln laiD} = 

=J01 + J12 - signaPo + I!I P3 

If a = 0, then 
Q" = J01 + lt2 + f3P3· 

Let us now consider the case (b). If a =1= 0, then on dividing into a and on 
transforming the operator Q according to (A.2.11) we obtain 

Q' = exp{iAJL PJL }(J01 + bJ23 + ()D + (}JLPJL ) exp{ -iAJLPJL } = 

= J01 + Al Po - AoPl + bJ23 + b(A3P2 - A2P3) + (}D - (}AJL PJL + (}JL PJL" 

Under () =1= ±1, (}2 + b2 =1= 0 it is always possible to choose AI" so that 

Q' = J01 + bJz3 + (}D. 

Under () = ±1, one can choose AJL so that 

Q' = J01 + bJ23 ± D + f3Po. 

Under () = b = 0 there exist such AJL that 

Q' = J01 +P2 • 

Under a = 0, using identities (A.2.11), one can reduce the operator Q' to one 
of the following forms: 

Q" = Jz3 + (}D, () =1= 0 

Q" = Jz3 + al PO + a2Pt, () = O. 

Remaining to be considered is the case A = jj = 0, i.e., Q = (}D + (}JL Pw 
Using (A.2.11) one easily obtains under () =1= 0: 

exp {~(}JL PJL } Q exp { ~i (}JL PJL } = (}D. 

If () = 0, then analyzing three possibilities (}JL(}JL = 0, (}JL(}JL > 0, (}JL(}JL < 0 we 
obtain operators 10)-12) from (A.2.10). Thus the theorem is proved. 

Note A.2.1. When proving the theorem we used only commutation relations 
of AP(1,3) given by (A.2.2) and 

(A.2.12) 

and we did not use any concrete representation. 
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Some applications of 

Campbell-Baker-Hausdorff 

operator calculus 

In the present Appendix we consider some applications of operator calculus 
expounded in Paragraph 5.3. 

1. Let us calculate finite transformations of spacetime variables for the 
Lorentz group. We take generators of the Lorentz algebra AO(1,3) in the form 

a=1,2,3 (A.3.1) 

and consider two operators 

M = aa.Ja. = a· (x x V'), 

N = f3a.Joa. = xoiJ· v + iJ· xoo, 

where aa., f3a. are arbitrary real constants (group parameters). Using formulae 

373 
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(5.3.6), (5.3.8), (5.3.11) we find 

x~ = exp{M}xoexp{-M} = Xo, 

x~ = exp{M}xaexp{-M} = xa+ 

+ (f: (-l)n a 2n+1) (xxli)a + (f: (_l)n o?n) x aa 2 - a a&'x = 
n=O(2n+l)! a n=l (2n)! a 2 

(x x Ii)a . a,,(&· x)( ) 
= x" cos a + sm a + 2 1 - cos a , 

a a 
(A.3.2) 

I 00 {32n iJ . x 00 {32n+1 
Xo = exp{N}xo exp{ -N} = Xo ~ (2n)! + T ~ (2n + 1)! = 

= Xo ch{3 + iJ~ x sh{3, (A.3.3) 

I {} {} (3aiJ· x( ) {3 sh {3 Xa = exp N x"exp -N = x" + ~ ch{3 -1 + aXOT' 

where a = (ar + a~ + a~?/2, {3 = ({3; + {3~ + {3~)1/2. 

2. Here we derive useful formulae for evaluating commutator of operator­
valued function with an operator. 

Theorem A.3.1. Let X, W be some non-commuting operators belonging to 
the algebra A (detintion of A see in Paragraph 5.3). Let f(x) be an operator­
valued differentiable function which can be represented as a power series 

00 

(A.3.4) 
n=O 

(an are numerical coefficients). Then in A the following identities hold 

[w, f(x)] = f: ~! (8;f(x)){ w, xn }, 

n=l 

(A.3.5) 

[f(x), w] = f: ~! {xn, w}(8;f(x)) , 
n=l 

(A.3.6) 

Proof. At first we evaluate the commutator [w, ?]. Using CBH formula (5.3.8) 
we find 
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Therefore 

[ ~ 0';]- 9;~ on{~ ~n} 
w,e -e L.J' W,X . n. 

n=l 

~ on[~ ~n] = (~Ok ~~:) (~Ol {~ ~l}) = 
L.J n! W,X L.J k! x L.J 1! W,X 
n=O k~ l~ 

00 00 Ok+l 
= ~~ k!l!Xk{W,xt}. 

k=O/=l 

After equating in this identity terms with equal degree of 0 we get 

1 [~~] ~ 1 ~n-l{~ ~} _ ~ 1 0 1 ~n-l{~ ~l} 
n! w,x = L.J l!(n _l)!x w,x = L.J n! nX W,X, 

1=1 1=1 

1_ n! 
On = l!(n -l)!· 

Hence 
n 

[w,xn] = ~O~xn-l{w,x/} 
1=1 

From (A.3.4) we find 

00 , 

!'ll f(~) ~ n. ~n-l 
v; X = f:'o an(n _l)!x . 

Using formulae (A.3.4), (A.3.7), (A.3.8) we obtain (A.3.5): 

00 

n=O 
00 n 

= ~an~O~xn-l{w,xl} = 
n=O 1=1 
00 00 

1=1 n=1 

_ ~ 1 (!'llf(~)) {~~l} - L.J TI v; x W, x . 
1=1 

375 

(A.3.7) 

(A.3.8) 

In the same way one can derive formula (A.3.6). To do it one should start 
from the indentity 

n 

[~n ~] _ ~ Ok{~k ~}~n-k 
X ,W - L.J n x ,W X , (A.3.7') 

k=l 
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which follows from (5.3.8) analogously to (A.3.7). For examples of applications 
of these formulae see Sec. 1.3. 

3. In this point we prove the basic Lie's theorems for local groups by means 
of the CBH operator calculus. For the first time such a proof had been done 
in 1906 by Hausdorff [117]. Below we follow [38,189]. 

As it was shown in Paragraph 5.3, final transformations generated by in­
finitesimal operator of Lie type 

x = ~J-L(x, 'ljJ) a~J-L + r/(x, 'ljJ) a~k' 

can be obtained be means of the formula 

XA --+ x~ = exp{BX}xAexp{-BX}, 

A=O,l, ... ,n+m-1. 

I-l = O,n -1, k = I,m (A.3.9) 

(A.3.10) 

Here it is convenient not to distinguish independent and dependent variables, 
but further we will write instead of index A the index I-l bearing in mind that 
I-l can always be extended to A = n + m - 1. 

Theorem A.3.2. Let operators (A.3.9) form an r-dimensional Lie algebra 
AL(r), in which the following relations hold 

i,j, k = 1,r (A.3.11) 

(Jacobi identity) (A.3.12) 

(c7j are certain constants, calJed the structure constants). Then there exists 
an r-dimensional group of point transformations G(r) which corresponding to 
this AL(r). 

Proof Consider two infinitesimal operators 

(A.3.13) 

where ai, IJi are arbitrary constants, i,j = 1,r. According to (A.3.1O) we have 

which can be rewritten be means of (5.3.11) as 

-- .............. -- --
x~ = eXeYxJ-Le-Ye-x = eZxJ-Le- z • (A.3.14) 
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The theorem will be proved if we convince ourselves that operator 2 from 
(A.3.14) belong to the AL(r), that is it can be represented as 

(A.3.15) 

where d are parameters depending on a and b. Note: formula (A.3.10) as 
well as (A.3.14) with 2 given by (A.3.15) lead to local (point) transformations 
insofar as the expression 

f(x') = eIJ~f) f(x)e-IJf,f) = ~ (r (~ar f(x) 
~n! 
n=O 

is just a Maclaurin's series of an expansion of function f(x'). 
To find 2 from (A.3.14) let us use formulae (5.3.12). Taking into account 

(A.3.1l) we successively obtain 

[~ ~J iLi[X X 1 hi k X if3kX X, Y = a if i, j = a if eij k = a i k, 

{- ~2} - [[~ -] ~l if3kf3sX i(f32)sX x,Y = x'Y'YJ=a i k s=a is' 

(A.3.16) 

n = 1,2, ... , 

where 13 = (f3f == fil e~j). So we can write the first term 21 of the series (5.3.12): 

~ _ ~ (-l)n B {~ ~n} _ (~ (-l)n B f3n) S i X ~f fSX 
Zl - ~ 1 n X, Y - ~ 1 n a S - s· 

n=O n. n=O n. i 

(A.3.17) 

where 

r = aiBi, (A.3.18) 

As it is known from linear algebra a power series f(f3) converges if and only if 
all characteristic roots of the matrix 13 lie inside the ring of convergence of the 
series fez). As was already said (see formula (5.3.51)) the seriess 

fez) = ~ (_l)n Bnzn 
~ n! 
n=O 

converges if Izl is less than 211". Speaking more precisely, this series converges 
everywhere except points where z = 211"ik. Therefore element 21 is well-defined 
everywhere except the points where detlf3 - 211"ikl=O, k = 1,2, .... 

To find the rest terms of the series (5.3.12) we shall use the following state­
ment. 
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Lemma A.3.1. Let 

dj are constants 

Then the equality holds 

(A.3.19) 

Proof. According to the Taylor series expansion of operator-valued function 
ICy + Oil) (see Lemma 5.3.1) we have 

f(fj + Oil) = f(fj) + 0 (U8y) f(fj) + ... 

On the other hand we can write 

f(fj + Oil) = r(b + Od)Xs = [r(b) + Odj ~C + ... ] XS' 

After equating these two expressions we obtain the identity (A.3.19). Thus the 
lemma is proved. 

By means of (A.3.19) we find ~, Z3, ... from the expansion (5.3.12): 

~ _ 1 (~!l_)~ _ 1fjOrX _ l[fS:;:;'I 
Z2 - 2" Zl V;; ZI - 2" obi S - - 2" ' qJ, 

~ 1 (~ !l) ~ 1 {fS ~} 
Z3 = 3 ZI V;; Z2 = 3! ' q , ... , 

(A.3.20) 

h ~ f- 0 were q = } obi' Hence 

(A.3.21) 

and thereby we get 

CS = bS +eqre-q = bS + f: (-It {r,(fkobk)n}, 
n=O n. 

(A.3.22) 

where rand qare defined in (A.3.18) and (A.3.20), respectively. In particular, 
in a first approximation we have 

E = 1 +!.B + ... , 

and therefore 
(A.3.23) 
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Analogously, in a second approximation (A.3.22) results in [189]: 

s _ S + bS + 1 s i1.i + 1 k s i1.i(bl I) + C - a -c··a IT -c· ·ckla IT - a ... 
2 ') 12 .) (A.3.24) 

This completes the proof of Theorem A.3.2. 
Now we shall obtain the so-called Maurer-Cartan equations. Consider an 

operator-valued function 
exp {y + €u + cv} (A.3.25) 

whete y = bi Xj, u = dj Xj, v = hj Xj, j = r,rj and bi, dj , hj , €, C are arbitrary 
constants. Expanding it in the Taylor series according to (5.3.15) and using 
the formula (5.3.18) one successively obtains 

exp{y + €u + cv} = exp{y + €u} + c (va;;) exp{y + €u} + ... = 
= exp{Y + €u} + c'I/J (v, y + €u) exp{Y + €u} + ... = 

= [1 + C'I/J(v,y) + €c (ua;;) 'I/J(v, y) + ... ] (exp{y} + €'I/J(u, y) exp{Y} + ... ) = 

= [1 +€'I/J(u,y) +c'I/J (v, y) +€c(u, a;;)'I/J(v,y) +€C'I/J(v, y)'I/J(u, y) + ... ] exp{y}. 

Let us write down a coefficient under €c. It is 

Interchanging u and v and equating the two expressions, we get the indentity 

(ua;;) 'I/J(v,y) - (va;;) 'I/J(u,y)'I/J(u,y) = (A.3.26) 

= 'I/J(u, y)'I/J(v, y) - 'I/J(v, y)'I/J(u, y). 

But according to (5.3.20) we have 

.,.(~~) ~ (_l)n {~ -<'n} (~( _l)n !3n) S diX 
0/ U, Y = ~ (n + I)! U, Y = ~ (n + I)! . s = 

n-O n-O, 

where matrix 'I/J(!3) (see also (A.3.18» is 

'I/J(!3)=~ (_l)n r=B-1 

~ (n+1)! 

Analogous expression one obtains for 'I/J(v, y): 

(A.3.27) 

(A.3.28) 

(A.3.29) 
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Note that the series (A.3.28) is convergent for any matrix /3. Using (A.3.19) 
we get 

O·I,k(b) 
(uay)7);(v,fj)=di hJ ~bi Xk, 

(vay) 7);(u,fj) = d'hjO~t;b) Xk. 

(A.3.30) 

Substituting (A.3.27)-(A.3.30) into (A.3.26) and equating coefficients under 
equal products of dih j , we obtain equations 

which are known as the Maurer-Cartan equations. 
Consider operators 

~ B S 0 
qi = i obs 

(A.3.31) 

(A.3.32) 

acting in dual space of parameters. The third Lie's theorem will be proved 
if we show that operators (A.3.32) are linearly independent and form a Lie 
algebra with structure constants c7j (A.3.12). 

Linear independence of operators (A.3.32) follows from the fact that detlBI # 
o insofar as the inverse matrix B-1 = 7);(/3) exists (series (A.3.28) is cOIfvergent 
for any /3). Let us compute the commutator 

Differentiating the identity 

with respect to bS we get 

Multiplying (A.3.33) by 7);7 and using (A.3.35) we find 

BS Bt (o1j;~ _ (7);f) = .I,k Rt .. 
t J obt ob' o/t tJ 

(A.3.33) 

(A.3.34) 

(A.3.35) 

(A.3.36) 

By means of the Maurer-Cartan equations (A.3.31) we can rewrite (A.3.36) as 
follows 

BSBt k .I,I.I,m k BS.I,1 Bt.I,m k .I,kRt 
i jClmo/so/t = Clm i o/s jo/t = Cij = o/t ij 

As a result we have 
(A.3.37) 
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Substituting (A.3.37) into (A.3.33) we get 

(A.3.38) 

Thus we have proved the third Lie's theorem. 

4. An important extension of the Hausdorff formula results when one con­
siders the solutions of the ODE for operator-valued function y(t} depending 
on real variable t, 

;.._ dy -:;(}~ 
y = dt = q\t y, y(O} = I, (A.3.39) 

where q(t} is a given operator. Following [146] we look for a solution of (A.3.39) 
in the form 

y(t} = exp{x(t)} (A.3.40) 

and the problem then becomes one of finding an expression for x( t}. It follows 
from (5.3.18), (5.3.20) that 

(A.3.41) 

Using Lemma 5.3.3 we can invert the series for q (A.3.41) according to formula 
(5.3.28): 

;.. ~(-l}nB{~<>n} x=L.J--,-nq,x, 
n. 

n=O 

where Bn are the Bernouilli numbers (5.3.13). Finally, this equation is solved 
by iteration, by setting 

Xo = 0, 

t 

Xt(t} = J q(r}dr, 
o 

(A.3.42) 
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and putting 
x(t) = lim Xk(t). 

k-+oo 
(A.3.43) 

This result was first obtained by Magnus [146], and formulae (A.3.42), (A.3.43) 
are the continuous analog to the Hausdorff fromula. 

In particular, if 

[«T)} «T.)dT.] ~ O. (A.3.44) 

then solution of Equation (A.3.39) has the form 

y(t) ~ exp {! «T)dT }. (A.3.45) 

Consider another example of Equation (A.3.39), namely when operator q(t) 
has the form 

n 

q(t) = :E aj(t)Qj, n < 00 (A.3.46) 
j=1 

where aj(t) are scalar differentiable functions of t, and the Qj are time­
independent operators forming an n-dimensional Lie algebra AL(n), n is finite. 
The following statement holds. 

Theorem A.3.3 [26*,27*]. The solution of Equation (A.3.46) with the op­
erator q(t) given by (A.3.46) may be expressed in the form (at least in a 
neighborhood oft = 0) 

n 

yet) = II exp{gi(t)Qi} (A.3.47) 
i=1 

where gi(t) are scalar functions whicb are solutions of the following system of 
nonlinear ODEs: 

( 

al ) (~11 ~12 . . . ~~n ) (~1) 
a2 _ ~21·. : g2 
. - . , gi(O) = 0, . . .' . .' '. . . 

an ~nl. . . . .. ~nn 9n 

(A.3.48) 

~ij are certain analytic functions of g. If the operators Qi form a solvable Lie 
algebra, then Equations (A.3.48) take the form 

~~, ~ ~ ) (%), gi(O) = 0, 

~nn gn 

(
a1) (~11 a2 61 
· . · . · . 

an ~nl 

(A.3.49) 
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and in this case solution (A.3.47) exists globally. 

The proof of Theorem A.3.3 based on the CBH formula (5.3.8) and on the 
properties of Lie algebras, in particular of solvable Lie algebras. Let us remind 
some definitions. 

A Lie algebra is said to be solvable if its derived series (also called a com­
mutant series) 

(A.3.50) 

ends by zero ideal L(k), provided k is finite. A subalgebra S is called an ideal 
if the commutator [x, y], of xES and y E L, is in S. 

The set of those elements of algebra AL which are the result of commutu­
tation of elements u and ii, where u EN, ii EM (N, M are some subspaces of 
AL) forms a Lie product and is denoted by [N, M]. 

The ideal L(1) = [L, L] is called a derived algebra or commutant. By analogy 
with L(1) we define L(2) = [L(1) , L(l)], L(3) = [L(2), L(2)], and so on. 

As an example to what has been said above we consider, following [28*], the 
time-dependent Fokker-Planck equation 

au { a a2
} at = - ax (a(t)x + b(t)) + c(t) ax2 u, (A.3.51) 

where u = u(x, t) is a scalar function. We look for solution of this equation in 
the form 

u(x, t) = y(t)u(x, 0), 

where operator y(t) satisfies Equation (A.3.39), provided 

Comparing (A.3.53) with (A.3.46) we have 

a a 
Q1 = -x == x- + 1, 

ax ax 
a 

Q2=-, 
ax 

Operators (A.43.54) form a Lie algebra with commutation relations 

whence follows that it is a solvable algebra insofar as 

L(2) = < 0 > 

and com mutant series (A.3.50) ends under k = 2. 

(A.3.52) 

(A.3.53) 

(A.3.54) 
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Searching for operator-valued function yet) in the form (A.3.47) 

yet) = exp {a(t)! x} exp {(J(t) :x} exp {'Y(t) ::2 } (A.3.55) 

we find for the unknown functions aCt), (J(t), 'Y(t) the linear system of ODEs: 

( 
-a(t)) (1 0 0) (a(t)) -bet) = 0 e-n(t) 0 /J(t) , 

e(t) 0 0 e-2n (t) -yet) 

with a(O) = (J(O) = ,(0) = 0; whence follows 

t 

aCt) = - J a(r)dr, 
o 

t 
(J(t) = - J b(r)e<>(T) dr, 

o 

t 
,(t) = - J e(r)e2n(T)dr. 

o 

Using the easily derived identities 

exp {J(t)!} u(x) = u(x + J(t)), 

exp {J(t)! x} u(x) = ef(t)u(ef(t)x), 

{ {p } 1 Joo {(X- y )2} 
exp J(t) ox2 u(x) = ~ exp - 4J(t) u(y)dy 

-00 

(A.3.56) 

(A.3.57) 

(A.3.58) 

we successively obtain be means of (A.3.52), (A.3.55), (A.3.57) the solution of 
the Fokker-Planck equation (A.3.51): 

u(x, t) = exp {a(t)! x} exp {(J(t)!} exp {,(t) ::2 } u(x, 0) = 

{ a} { 0 } 1 /00 { (y _ X)2 } 
= exp aCt) ax x exp (J(t) ax J41i7Tt) dyu(y, 0) exp - 4,(t) = 

-00 

00 { } o 1 [y - x + (J(tW 
=exp{a(t)ax x } J41i7Tt) / dyu(y,O)exp ~,(t)) = 

-00 
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e",(t) JOO {[y - (xe"'(t) + ,B(t))l2} 
= y'47r,(t) exp - 4,(t) u(y,O)dy, 

-00 

(A.3.59) 

where functions aCt), ,B(t), ,(t) are given in (A.3.57). 
It will be noted that the Fokker-Planck equation (A.3.51) is reduced by 

means of the change of variables (see §3.8) 

u(x, t) = e"'(t)w(y, T), 

y = e",(t)x + .B(t), 

T = -,(t) 

to the standard heat equation 

w.,. = W yy • 

(A.3.60) 

(A.3.61) 

5. The CBH formula (5.3.8) can be used for finding final transformations 
generated by operators forming a superalgebra. Without going into details let 
us present an example of such calculations. 

Consider, following [199], an operator 

j = 1,2,3, (A.3.62) 

where Xj are basis elements of the superalgebra SQM(1,2), satisfying relations 

[Xt,X2l = [XI ,X3l = 0, 

[X2,X3l+ == X 2X 3 + X3X2 = Xl, 

[X2 , X2l+ = [X3 , X3l+ = O. 

(A.3.63) 

Operator Xl is called even and two others are called odd. In the above defini­
tion of operator X (A.3.62) parameters aj are as follows: al is a real number, 
a2, a3 are Grassmann numbers. It should be kept in mind that an odd gener­
ator anticommutes with a Grassmann variable. For example, 

(A.3.64) 

The superalgebra SQM(1,2) (A.3.63) has a faithful 2 x 2 matrix representation 

(A.3.65) 

We adopt the convention that matrices with Grassmann variable entries are 
linear combinations of the generators and their products, multiplied from the 
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left by Grassmann parameters. The matrices multiplying the product a2a3 are 
treated as even. 

So, for example, 

[at (~ ~) +a2 (~ ~) +a3 (~ ~)r = 

= at (~ ~) at (~ ~) + at (~ ~) a2 (~ ~) + 

+at (~ ~) a3 (~ ~) +a2 (~ ~) at (~ ~) + 

+a2 (~ ~) a3 (~ ~) + a3 (~ ~) at (~ ~) + 

+a3 (~ ~)a2(~ ~)= (A.3.66) 

2 C 0) (0 = at 0 1 + 2at a2 ° ~) + 2ata3 (~ ~) -

- a2a3 (~ ~) (~ ~) - a3a2 (~ ~) (~ ~) = 

2C 0) (0 1) (0 =at 01 + 2at a2 0 ° +2ata3 1 ~) -

- a2a3 (~ ~) + a2a3 (~ ~). 
Let us determine a one-parameter subgroup of the supergroup as 

exp{BX}, B = canst. (A.3.67) 

The expression (A.3.67) in the case of X given by (A.3.62) takes the form 

(}2 2 
exp{BX} = exp{Ba·X·} - 1 + Ba·X- + - (a·X·) + ... = - J J - J J 2! J J 

_ 00.1 (1 - 0; a2a3 Ba2 ) _ -e 2-

(}a3 1 + O2 a2a3 

o (e-~o.2o.3 (}a ) = e 0.1 .2 2 . 

(}a3 eT a2a3 

(A.3.68) 

For more details on superalgebras see [112, 134, 199, 144*] and the references 
cited therein. 
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Differential invariants (DI) of Poincare 

algebras AP(l,n), AP(l,n) and 

conformal algebra AC(l,n) 

Following [43*) we give functional bases of second-order differential invari­
ants (D!) of algebras AP(l,n), AP(I, n), and AC(l,n) which are realized on 
(n + 1 + m)-dimensional space Rn+1(x) x Rm(u), x = (xo, Xl, •.. , xn), U = 
(1£1, ••• ,Urn) = u(x). 

10. DI of AP(I,n) in scalar case m = 1: 

Sk = Sk( uJ.Lv) = UJ.LOJ.L1 UJ.L1J.L2 •.• UJ.LA,J.LO' 

Rk = Rk(UJ.L'UJ.Lv) = UJ.Lo UJ.Lk UJ.LOJ.L1 . ··UJ.Lk-1J.Lk. 

100. DI of AP(I,n) when m > 1: 

Rk = Rk(U~,U~v), 

S (uT u 1 ) - u 1 u 1 T u T ' jk J.LV' J.LV - J.L1J.L2··· J.Lj-1 J.L; uJ.Lj J.Lj+1 •.• J.Lk J.L' 

j = O,k, k = l,n+ 1, r = I,m, no sum over r. 

387 
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Rk(1£r 1£1 )(1£1)(2k/>.-k-1). 
4 IL' J.'V , 

>. = ° : 

3°. DI of AC(l,n): 

>. -j. 0, Sjk(O~v,(J~v)(1£1 )k(2/>.-1) 

where j = 0, k, k = 1, n + 1, r = 2, m, with no sum over r; 

ur U 1 or - -1!:. _ -1!:. 
Il- - 1£T 1£1 ' 

T _ T 1£~u~ >. (r 1£~1£~) 
Oil-V - >'1£Il-V + (1 - >')~ + 1 _ n91l-v 1£{3{3 - ~ , 

>. = 0, => 

where 

j = O,k, k=1,n+1, r=2,m, 

no sum over r. 

Appendix 4 
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Differential invariants (D I) of Galilei 

algebras AG(l,n), AG(l,n) and 

Schrodinger algebra ASch(l,n) 

Following [42*] we give functional bases of second-order DI ofalgebras AG(l, n), 
AG(l, n), and ASch(l,n). 

<jJ = lnu 

Ml = 2f.l<jJt + <jJo.<jJo., 

M2 = f.l2<jJtt + 2f.l<jJo.<jJo.t + <jJo.<jJb<jJo.b, 

Rj(Oo., <jJo.b) , 

where 

00. = f.l<jJat + <jJa<jJab, 

R j 

M3+j' 
1 

j = 1,n. 

Sj 
M1+j· 

1 

1000. DI of ASch(l,n) = {AG(1, n), IT = tD - t20t + tEfuou, A = -~} : 

389 
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where 
j ( )1 ., 

R j = 2: Rl(lPaa)i-l £! (jn_ ~)!' 
1=0 

~. _ ~ (-n)l(j - 1)!(j + I)! j-l 

SJ - 6 (£ + I)! (j _ i)! Sl(<{Jaa) , 

R j , SI are given in (A.5.1). 

2° DI of AG(l,n), f.L = 0: 

Ml = IPt - lPa(Ya, 

R j = R j (lPa , lPo.b), 

2°° DI of AG(1,n), f.L = 0: 

2°°0 DI of ASch(l,n), f.L = 0: 

where 

M2 = IPtt -lPo.t(Ya, 

Sj = Sj(lPab) j = G. 

(Yo. = To.b<{Jbt. 

Below we list DI in the case of complex scalar fields '1/;. 

Appendix 5 

3°. DI of AG(l,n) = {at, aa, Jab = Xo.ab - Xbaa, Ga = tao. + imxo.Q, I = 
'l/;a", + '1/;* a",. (Q =. 'l/;a", - '1/;* a",.)} : 

mlO:=> 
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¢+¢*, Re1/!) 1m ¢ = arctan 1m 1/! 

Ml = 2im¢t + ¢a¢a, Mi, 

M2 = -im2¢tt + 2im!pa.!Pat + ¢a¢b¢ab, M;, 

Sjk = Sjk(!Pab, !P:b), 

R} = Rj(Oa, ¢ab), R~ = Rj(O:, ¢a.b), 

300 • DI of AG(l,n) = {AG(1,n),D = 2tot +xa.oa - ~nI}, m:;t:O: 

M* 1 

M I ' 

EM-(3+j) l = 1,2·, 
J 1 , 

and ¢ + ¢* under ..\ = 0, 

Ml exp{ ..\(¢ + ¢*)} under ..\ :;t: o. 
3000 • Dlof 

where 

M* 2 
M2' 

1 

S · M-(j+1) 
Jk 1 , 

m:;t:O: 

S". N-(1+i) 
Jk 1 , 

j k 

Sjk = ~?; [Srt( _n)tCkc~+1-r(¢aa)k-r(¢:a)j-l-k+r + 

+ j(¢aa)k(¢~a)j-k-I], 

l = 1,2,3. 
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4°. DI of AG(l,n), m = 0: 

4°°. DI of AG(1, n), m = 0: 

M* Rl 
2 J 

M2' Mj+l' 
1 1 

and MI exp { i (¢> + ¢>*)} under A :f: 0; ¢> + ¢>* under A = O. 

4°00. DI if ASch(l,n), m = 0: 

A = 0 ::} ¢> + ¢>* , 

(R;) 2N; (j+ 1) , £ = 1,2,4; 

A :f: 0 ::} NI exp {~(¢> + ¢>*)}, 

(£=1,2,3), 

where 

NI = (¢>t - (1a¢>al + (¢>tt - (1a¢>at) (A + ¢>a¢>brab) , 

{rab} = {¢>ab}-l, 

N2 = (¢>t - ¢>c(1c) ¢>:¢>i,r:b - (¢>; - ¢>~(1~) ¢>a¢>brab, 

N3 = 'Ta (¢>: - ¢>a) + ¢>t - ¢>;, 

R} = Rj(¢>a, ¢>ab), R; = Rj(¢>:, ¢>ab), 

R; = Rj ((1a - (1:, ¢>ab), RJ = Rj(Pa, ¢>ab), 

(Pa = (¢>t - (1b¢>b)(¢>;rac - ¢>cr:J - ¢>b¢>drbd((1a - (1:)); 

Sjk = Sjk(¢>ab, ¢>:b)· 

Appendix 5 



Appendix 6 

The system 

Compatibility and solutions 
of the overdetermined 

d' Alembert-Hamilton system 

Ow = Ft(w), 

WJl.wJl. = F2(w), 
(A.6.1) 

where wJl. = 8w/8xJl., JL = 0,3, Fl, F2 are arbitrary smooth functions, often 
arises from reduction of a Poincare invariant PDE to an ODE (see Paragraphs 
1.4,2.1, 5.12). Here we consider, following [86*, 122*, 130*], the compatibility 
of the overdetermined system (A.6.1) and describe its solutions. 

By means of an appropriate change of dependent variable, system (A.6.1) 
can be transformed to the form 

Ow = F(w), 

wJl.wJl. = A, A = const. 
(A.6.2) 

Lemma A.6.!. Solutions of the system (A.6.2) satisfy the indentities 

(A.6.3) 
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lPw - . dF 
where wap = 8xa8xP' 0:, (J = 0,3, n ~ 1, F == dLV. 

Lemma A.6.2. Solutions of the system (A.6.2) satisfy the equality 

det (WI''') = o. 

The proofs of these lemmas one can make straightforwardly. 

(A.6A) 

Theorem A.6.I. The necessary condition of compatibility of the overdeter­
mined system (A.6.2) is 

(A.6.5) 

where Ct, C2, C3 are arbitrary constants. 

Proof. By direct (and rather tiresome) verification one can be convinced of the 
following identity 

(A.6.6) 

-3(WI'''lWV1 1')2 + 6(OW)2(WI'VIWVll') - (Ow)4 = 24det (wap). 

Substituting (A.6.3), (A.6.4) into (A.6.6) we obtain the nonlinear ODE for 

(A.6.7) 

The general solution of Equation (A.6.7) is given in (A.6.5). Thus, the theorem 
is proved. 

Remark A.6.1. Compatibility of the three-dimensional d'Alembert-Hamilton 
system has been investigated in detail by Collins [41], who essentially used 
geometrical methods which could not be generalized to higher dimensions. 

Using Lie's method one can prove the following statement. 

Theorem A.6.2. [86*, 130*] System (A.6.2) is invariant under the 15-para­
meter conformal group C(1,3) iff 

F(w) = 3A(W + C)-I, A >0, C = canst. (A.6.8) 

Remark A.6.2. Formula (A.6.8) can be obtained from (A.6.5) by putting 
C2 = C3 = O. So Theorem A.6.2 demonstrates the close connection between 
compatibility of system (A.6.2) and its symmetry. 
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In conclusion, let us list the explicit form of exact solution of system (A.6.2), 
taking into account Theorem A.6.1. 

Table A.6.!. Cases of compatibility of system (A.6.2) and corresponding 
solution. 

N ,\ F(w) w=w(x) 
1 1 0 dx 
2 1 w- 1 [(dX)2 - (ax?]1/2 
3 1 2w-1 [(dx)2 - (ax)2 - (bx)2]1/2 
4 1 3w-1 (x ll Xll )I/2 
5 -1 0 ax cos hI + bx sin hI + 91, 

dx - ax cos h2 - bx sin h2 - 92 = 0 
6 -1 _w-1 [(ax + hI? + (bx + h2)2]1/2 
7 -1 -2w-1 [(ax? + (bx)2 + (ex)2j1/2 
8 0 0 hI 

In this table, hI, 91 are arbitrary smooth functions of dx + ex, and h2 , 92 are 
arbitrary smooth functions of w+cx; aIL' blL , CIL' dlL are arbitrary real constants 
satisfying conditions (2.1.27). 
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Q-Conditional Symmetry 

of the Heat Equation 

Here we consider in full detail, as a simple but non-trivial example, how to 
find and use Q-conditional symmetry of the one-dimensional heat equation* 

Uo = un (A.7.1) 

(U = u(xo,xt), Uo = au/axo, Ul = au/ax!, and so on). 
The definition of Q=symmetry is given in Sec. 5.7 (see Definition 5.7.3, 

p.328). The Lie-maximal invariance algebra of Equation (A.7.1) is written in 
(5.1.6). The problem of finding non-classical symmetry (in our terminology: 
Q-conditional symmetry) was first put forward by Bluman and Cole [131*). 
However, in this important paper the authors did not give explicitly anyoper­
ators which would differ from those of (5.1.6). Below we will present a complete 
investigation of this problem. 

The general form of a first-order operator is 

(A.7.2) 

where A, B, C are some differentiable functions of XO, Xl, U to be determined 
from the invariance condition (5.7.7). It will be noted that because of the 
imposed condition (5.7.6) 

Qu = 0 '¢::::} Auo + BUI = C, (A.7.3) 

there are really only two independent cases of operator (A.7.2). 

Theorem A.7.1. The heat equation (A.7.1) is Q-conditionally invariant under 
operator (A.7.2) jf and only if its coordinates are as follows: 

* Some results herein were obtained in collaboration with R.E.Popovich. 
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Case 1: 

( 1 ) - -ao + 2WI - au W = F, F = {2wf,0,0}; 

Case 2: 

A=O, B=l, C=V(XO,Xl,U) 

and functions v = v(xo, Xl, u) satisfies the PDE 

Proof. From the criterion of invariance 

nluo - un) I = 0, ~\ Uo=Ull 
Qu=O 
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(A.7.5) 

(A.7.6) 

(A.7.7) 

(A.7.8) 

absolutely analogously to the standard Lie's algorithm, one finds the defin­
ing equation for the coordinates of operator (A.7.2) which can be reduced to 
(A.7.4)-(A.7.7). It is to be pointed out that unlike Lie's algorithm, in the cases 
considered above, the defining equations (A.7.5), (A.7.7) are nonlinear ones, 
which is a typical feature of Q-conditional invariance. 

It goes without saying that Q-conditional invariance includes Lie's invariance 
in particular. So, in our case of the heat equation, we obtain infinitesimals 
(5.1.6) as simplest solutions of (A.7.5), (A.7.7): 

A = 1, W = ° ~ Q = 80 

A=v=O, B=l~Q=al' (A.7.9) 

A = 0, B = 1, v = -(xd2xo)u ~ Q = G = XOal - !XIUau , 

A = 1, WI = XI/ 2xO, W2 = W 3 = ° ~ Q = D, 

A = 1, WI = xdxo, W2 = -(2xo + xr)/4x~, W 3 = ° ~ Q = II. 
Remark A.7.1. The system of defining equations (A.7.5) was first obtained 

by BIuman and Cole [131*1. Further investigation of system (A.7.5) was con­
tinued in [132*1, where the question of linearization of the first two equations of 
(A.7.5) had been studied. The general solution of the problem of linearization 
of Equations (A.7.5), (A.7.7) will be given after a while. 

Now let us list some concrete operators (A.7.2) of Q-conditional invariance 
of Equation (A.7.1) obtained as partial solutions of the defining equations 
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(A.7.5), (A.7.7). In the following table we also give corresponding invariant 
ansatze and the reduced equations. 

Table A.7.1. 

N Operator Q Ansatz u = ~educed ODE 

l. - Xl aO + a1 = <p(xo + xi/2) <p" = 0 

2. -XlaO + a1 + x~au = <p(xo + xt/2) + ~xt <p" = -3 

3. x~ao - 3X1a1 - 3uau = X1<P(XO + ~x~) <p" = 0 

4. x~ao - 3X1a1- ( 1 2) I 5 = X1<P Xo + (lX1 + 15 X1 <p = -15 

-(3u + x~)au 
5. XlBt + uau = Xl<P(XO) <pI = 0 
6. cth Xl a1 + uau = <p(xo) ChXl <p' - <p = 0 
7. cot Xl a l - uau = <p(XO) cos Xl <pI + <p = 0 

u = (2xo - Xl)e-Xl<p(xo) <p' - <p = 0 8. al - uau - au 
2xo - Xl 

9. a l - J-2(xo + u) au = -Xo - ![X1 + <p(xo)j2 <p' = 0 

10. (xo + !xi)ao - X1al _ ( 1 3) - <p XOX1 + 3iXl <p" = 0 

Theorem A.7.2 The Lie-maximal in varian ce algebra of system (A.7.5) is given 
by the operators 

ao, aI, G(1) = XOal + aWl - !wl aW2 - !xl W 3aW3, 

D(1) = 2xoao + Xlal - wlaWl - 2w2aW2, (A.7.10) 

n(1) = Xo (xoBo + Xlal - wlawl - 2w2aw2 - ~w3aW3)+ 

+XI (aWl - !wl aW2 ) - !aW2 - ix~w3aW3, 

where / = /(Xo,xt) is an arbitrary solution ol(A.7.1), that is, /0 = /n. 

Theorem A. 7.3 The Lie-maximal invariance algebra of system (A. 7. 7) is given 
by the operators 

ao, aI, D(2) = 2xoao + Xlal + uau, D(3) = uau + vav , 

(A.7.ll) 

(to = /n). 
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One can get the proofs of these two theorems by means of the standard Lie's 
algorithm. 

Operators (A.7.l0), (A.7.11) can be used to find exact solutions of Equations 
(A.7.5), (A.7.7). In particular, using the formula of generating solutions at the 
expense on invariance under n(2) 

vII (xo, Xl, u) = (1 - ()XO}3/2 exp { 4(1 ~~XO} } VI (X~, X~, u')+ 

() XIU + .-. 
1- ()xo 2' 

, Xo 
Xo = 1 () , 

- Xo 

, Xl 
Xl = 1 () , 

- Xo 

U' = (1 - ()XO}I/2 exp {_~ ()x~ }, 
41 - ()xo 

(() = const} 

(A.7.l2) 

one can construct new solutions of Equations (A.7.7) starting from known ones. 
Solutions of Equations (A.7.5), (A.7.11) can be obtained by the use ofreduc­

tion on subalgebras of the invariance algebras (A.7.l0), (A.7.11). For example, 
using the subalgebra < 8o+aI(I) > of the algebra (A.7.l0) we find the following 
solution of the system (A.7.5) 

2 2 
WI = ci - c3 

-Cl tan(clx + C2} + C3 tan(c3x + C4}' 

W 2 Cl tan(c3x + C4} - C3 tan(clx + C2} 
= -CIC3 , 

-Cl tan(clx + C2} + C3 tan(c3x + C4} 

(A.7.13) 

W 3 = (<p",,,, _ Wl<p", _ W 2 <p)eat , 

where CI, ... , C4 are arbitrary constants, <p = <p(x), <p",,,, = a<p. 

Theorem A.7.4. The system (A.7.5) is reduced to the system of disconnected 
heat equations 

Zo = Zll, 

with the help of the nonlocal transformations 

1 2 1 2 
WI = _ZllZ -z Zll 

zfz2 - zlzr ' 

zhzr - ZfZrl 
zfz2 - zlzr ' 

(A.7.l4) 

(A.7.15) 

Expressions (A.7.l5) result in (after using the corresponding operator (A.7.2), 
(A.7.4}) the ansatz 

(A.7.l6) 
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(Zl, Z2, z3 are solutions of (A.7.14», and the reduced equation is rp" = o. This 
means that 

(A.7.17) 

So, we get just the well-known supersosition principle for the heat equation. 
Letting W 2 = W 3 = 0 we get from (A.7.5) the Burger's equation 

(A.7.18) 

Using Hopf-Cole transformation (see Sec. 5.1) one obtains solutions of Equation 
(A.7.18) in the form 

(fo = lu). (A.7.19) 

This results in the operator 

Q=I80-It~· (A.7.20) 

Q-conditional symmetry of Equation (A.7.1) under the operator Q (A.7.20) 
leads to the following statement. 

Theorem A. 7 .5. If function I is an arbitrary solution of the heat equation 
(A.7.1) and u is the general integral of the ODE 

Itdxo + Idx l = 0, (A.7.21) 

then u satisfies Equation (A.7.1). 

Proof. We note that Equation (A.7.21) is a perfect differential equation and 
therefore its general solution, u(xo, Xl) = c, possesses the following property 

Uo = It, UI = I· (A.7.22) 

Having used (A.7.22) we obtain 

Uo - un = It - h == 0, 

and the theorem is proved. 
Theorem A.7.5 may be considered as another algorithm of generating solu­

tions of Equation (A.7.1). Indeed, even starting from a rather trivial solution 
of the heat equation, u = 1, we get the chain of quite interesting solutions 

xf xf 
1 -+ Xl -+ Xo + - -+ XOXI + - -+ ... 

2! ~' 
(A.7.23) 
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and among them the solutions 

x~1n X X 2",,-2 X 2 X 27n- 4 X 7n - 1 X 2 x"" __ + ~ 1 + .J!. 1 + ... + ° -1. + _0_ (A.7.24) 
(2m)! I! (2m - 2)! 2! (2m - 4)! (m - I)! 2! m!' 

Xi""+l Xo Xi",,-l x~ X 2",,-3 X;;,-l X2 xm X 
( +_ ( +_ I + ... + I +~..2, (A.7.25) 
2m + I)! I! 2m - I)! 2! (2m - 3)! (m - I)! 3! m! I! 

where m = 1,2,3, .... 
It will be also noted thay supposing function v in (A.7.7) to be independent 

of Xl, and denoting 
1 

v = ---,---,-
W(Xo, u) 

(A.7.26) 

we get instead of (A.7.7) the following remarkable nonlinear heat equation 

(A.7.27) 

One easily see that the operator 

Q = w(xo, U)al + au (A.7.28) 

sets the connection between Equations (A.7.27) and (A.7.1): 

(A.7.29) 

by means of the change of variables 

( ) aXI(XO,U) 
W Xo,U = au ' aU(XO,XI) 1 

aXl - w(xo,u)" 
(A.7.30) 

This result has been obtained differently in [133*, 134*]. 
If we suppose v from (A.7.7) to have the form 

(A.7.31) 

then (A.7.7) is reduced to the Burger's equation for <p 

(A.7.32) 

and one may say that operator 

(A.7.33) 
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sets the connection between Equations (A.7.32) and (A.7.1) via the substitu­
tion 

<P = hlf (A.7.34) 

Letting 
(A.7.35) 

and substituting it into (A.7.7) one finds the Burger's equation (A.7.32) for 
function <p and the following equation for h 

ho = 2hcpl + hn . (A.7.36) 

Having made the change of variables 

h=-(hlf)g+gl (A.7.37) 

we reduce (A.7.32), (A.7.36) to two disconnected heat equations 

fo = fn go = gn· (A.7.38) 

Now we see how to linearize Equation (A.7.7) in the general case. Let us 
introduce the notations 

After changing the variables to 

we get 

where 

Zl 
V=--, 

z ... 
Z = z(xo,xt,u) 

Having applied the hodograph transformation 

Yo = Xo, Yl = Xl, Y2 = Z, 

we get 

where 
R = R(yo, Yl, Y2). 

(A.7.39) 

(A.7.40) 

(A.7.41) 

(A.7.42) 

R=u (A.7.43) 

(A.7.44) 

So, we see that Equations (A.7.5), (A.7.7) are reduced to the heat equations 
(A.7.14), (A.7.44), respectively. 
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On N onlocal Symmetries of 

Nonlinear Heat Equation * 
We will show how to find and use nonlocal symmetries of the nonlinear heat 
equation to construct its exact solutions. 

The complete group classification of nonlinear one-dimensional heat equation 

(A.8.l) 

(u = U(Xo, xt), F(u) is an arbitrary differentiable function, Uo = ou/oxo, and 
so on) was made by Ovsyannikov (see [161]). His results may be summarized 
as follows. 

Theorem A.S.l. Depending on the function F(u), the maximal invariance 
algebra (MIA) of Equation (A.8.l) is determined by the following basis ele­
ments: 

1) F(u) is an arbitrary function, then MIA is three-dimensional, 

a 
00 = -:;--, 

uXo 

a 
01 = -:;--, 

uX1 

2) F(u) = AUk, then MIA is four-dimensional, 

Bt, 

3) F(u) = Aeu , then MIA is four-dimensional, 

(A.8.2) 

(A.8.3) 

(A.8A) 

* Results in this appendix were obtained with the collaboration of V.A.Tychinin 
and T .K.Amerov. 
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4) F(u) = )..u-4/ 3 , then MIA is five-dimensional, 

{h, n = x~{h - 3X1 uau . (A.8.5) 

It is also known (see [135*]' for example) that the chain of transformations 

Xo = t, Xl = w(t,x), 

aw(t,x) _ (t ) 
ax -z ,X 

V=Xj 

(A.8.6) 

(A.8.7) 

(A.8.8) 

does not go out from the class of equations (A.8.l). It means that having made 
transformations (A.8.6)-(A.8.8) one gets from (A.8.l) another equation 

Zt = a.,(F*(z)z.,), (A.8.9) 

where 
(A.8.lO) 

Below we use transformations (A.8.6)-(A.8.8) to construct nonlocal ansatze 
which reduce Equation (A.8.l) to ODEs. We also give nonlocal formulae of 
generating solutions and superposition of solutions of Equation (A.8.l) for 
some nonlinearities F(u). 

First of all we consider the equation 

(A.8.ll) 

As it follows from (A.8.lO) this equation is reduced by means of (A.8.6)-(A.8.8) 
to the linear heat equation 

Zt = z.,., (A.8.l2) 

whose maximal invariance algebra (MIA) is 6-dimensional, and it is given in 
(5.1.6). The difference between MIAs of these two (equivalent in a sense) Equa­
tions (A.8.ll) and (A.8.l2) says that nonlinear Equation (A.8.ll) possessess 
a non-Lie symmetry which corresponds to Lie symmetry of the heat equation 
(A.8.l2) generated by Galilei and projective operators (compare MIAs (A.8.3) 
and (5.1.6». It is obvious that this non-Lie symmetry of equation (A.8.ll) 
cannot be obtained with the help of Lie's method. 

Let us make use of this fact and construct ansatze for Equation (A.8.ll) 
which correspond to those of Equation (A.8.l2) invariant under operators 

G = ta., - ~xzaz, 

n = t(tat + Xag; - !zaz) - ~x2zaz. 
(A.8.l3) 
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Using transformations (A.8.6)-(A.8.8) we find 

u(xo,xd = [XOXI +xlh(w)rt, 

exp{xOT + ~xn<p(w) = Xl; 

_ 2 W - T+ Xo, 

() 2(x~+1) T 
u Xo, Xl = [2 / ,w = ~' 

Xl 2(xo + 1)1 2h(w) - TXo] VI + x~ 

exp {Aarctanxo - 4(lX:TX~)} <pew) = Xl (1 + x~)1/4. 
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(A.8.l4) 

(A.8.l5) 

In (A.8.l4), (A.8.l5) T = T(Xo,Xt} is a function parameter, h = tP/<p. Ansatze 
(A.8.l4), (A.8.l5) reduced (A.8.11) to the Riccati equation 

h+h2 =w, 

h + h2 = -tW2 +,x, 

respectively, or in terms of <p we have 

cp - w<p = 0, 

cp + (tw2 - ,x)<p = O. 

(A.8.l6) 

(A.8.l7) 

Solutions of these equations are expressed in terms of Bessel functions. 
The connection between solutions of Equations (A.8.11) and (A.8.l2), as 

follows from (A.8.6)-(A.8.8), is 

( ) _ [az(xo, T)]-l 
U XO,Xl - aT ' (A.8.l8) 

where T = T(XO,XI) is a functional parameter to be determined from the 
condition 

Z(XO,T) = Xl· (A.8.l9) 

Now consider the following question. Since Equation (A.8.l2) is linear, then 
function 

z(t,X) = Qz(t,x) (A.8.20) 

will be its solution provided z is a given solution and Q is any symmetry 
operator from (5.1.6). How to obtain analogous results for Equation (A.8.11)? 
To this end one has to use the connection between the two Equations (A.8.11) 
and (A.8.l2) given by (A.8.6)-(A.8.8). So, choosing in (A.8.20) as Q operator 
ax we find corresponding formula of generating solutions for Equation (A.8.11) 

2 1 3 [aU(XO,T)]-l 
U(XO,Xl)=-[U(XO,T)] aT ' (A.8.2l) 
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where J is a new solution and 'Ii is a given one; T is to be determined from the 
condition 

'( ) -1 U XO,T = Xl . (A.8.22) 

For example, starting from solution 

1 .;Xo -1/2 
U(Xo,T) = - (-In.;Xox1) , 

Xl 
(A.8.23) 

we obtain with the help of (A.8.21), (A.8.22) the new parametrical solution 

'( ) 3/2 ( 1)-1 UXO,T =xo T InT-'2 ' In T = (XOX1 T)2. (A.8.24) 

When Q = aT' then formulae (A.8.18)-(A.8.20) result in 

(A.8.25) 

where T = T( XO, xt) is to be determined from the condition 

(A.8.26) 

In the same way one can construct the explicit form of formulae (A.8.20) for 
Equation (A.8.11) for any symmetry operator from MIA of the heat equation 
(5.1.6) 

Formulae (A.8.3) mean that Equation (A.8.ll) is not invariant under the 
Galailei transformations while the heat equation (A.8.12) is, the transformation 
having the form 

t l = t, Xl = X + 2at, Zl = exp{ -a(x + at)}z (A.8.27) 

(a is an arbitrary constant). However, having used the nonlocal connection 
(A.8.18), (A.8.19) between the two equationz one can write down correspond­
ing Galilean transformations for Equation (A.8.11) and afterwards the formula 
of generating solutions, the latter having the form 

(A.8.28) 

where T = T(XO, xI) is a function parameter to be determined from the equa­
tions 

T1 = [ax1'1i(xo,T) + Xt/T] , 

['Ii(xo, TWTO = T11/T; + 2a'li(xo, r). 

(A.8.29) 
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It will be noted that the first equation of (A.8.29) contains Xo as a parameter 
(so this equation may be considered as an ODE with separate variables) and 
the second equation serves for sharpening dependence T on Xo. The following 
example shows the efficiency of formulae (A.8.28), (A.8.29). Choosing as J the 
simplest solution of Equation (A.8.11), J(xo, xI) = 1, we get, with the help of 
(A.8.28), (A.8.29), the new highly non-trivial solution 

(A.8.30) 

This is a parametric solution. 
Next we will consider how to construct formula of superposition of solu­

tions for Equation (A.8.11) analogous to that of linear superposition l~t,x) = 
z(t, x) + z(t, x) of the heat equation (A.8.12) (z, z are given solutions, z is the 
new one). Having used once more formulae (A.8.18), (A.8.19) one finds 

(A.8.3I) 

where + = +(xo, Xl), k = 1,2 are functional parameters to be determined from 
the conditions 

(A.8.32) 

Note, letting u(xo,xt} = I/w(xo,x1) we rewrite Equation (A.8.11) and for­
mulae (A.8.3I), (A.8.32) as 

Wo = W 2Wll; 

~(xo,xt) = ,,1(xo,T) +J.(xo,T}; 

df- df 

J(xo, Xl} = J.(xo, f} , 
1 2 
r+T = Xl, 

k k [k( k)/k]2 TO = T11 W xo, T T1 , k= 1,2. 

For example, starting from two simple solutions of Equation (A.8.33) 

we find by means of (A.8.34), (A.8.35) another solution 

and one may compare (A.8.36) with (A.8.37). 

(A.8.33) 

(A.8.34) 

(A.8.35) 

(A.8.36) 

(A.8.37) 
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Let us consider the equation 

(A.8.38) 

This equation is transformed through the use of (A.8.6)-(A.8.8) into the equa­
tion 

(A.8.39) 

which is remarable by its local symmetry propertites (see Theorem A.8.1, case 
4). Without going into details we list below Lie ansatze for Equation (A.8.39) 
and then transform some of them with the help of (A.8.6)-(A.8.8) into ansatze 
for Equation (A.8.38), acting in much the same way as when considering Equa­
tions (A.8.11), (A.8.12). 

Ansatze for Equation (A.8.30): 

1) z = x-3<p(w), W = tj 

2) z = x-3<p(w), 
1 

W = at+-j 
x 

3) z = e/4x-3<p(w), 
1 

W = alnt+-j 
x 

4) z = (x2 + 1)-3/2<p(w), W = t + A arctan Xj 

5) z = (X2 _1)-3/2<p(W), W = t + Aarcthx; 

6) z = t3/4(X2 + 1)-3/2<p(W), W = In t + A arctan Xj 

7) z = t3/4(x2 - 1)-3/2<p(w), w= Int+Aarcthx. 

Ansatze for Equation (A.8.38): 

1) U = [<pI (xo)xi + <p2(XO)] -3/2 j 

2) [Xl + <pI (xo)] [1jl2(xo)J3/4 = _71jl3(w) + <p3(w), 

71 
--=Uj 

7 

(A.8.40) 

(A.8.41) 

After substitution of ansatze 1)-3) (A.8.41) into Equation (A.8.38) we get, 
respectively 

1) Ijll + 4( <pl)2 = 0, 

tj;2 _ 2<p1 <p2 = OJ 

(A.8.42) 
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2) <j;1 = >'1 {<j;2)1/4, 

:p2 = A2{<j;2)2, 

3{!p3)-1/3 + A3<j;3 + tA2<p3 - Al = 0; 

3) <j;1 = 0, 

.. 2_\ {.2)2 <p - /\2 <p , 

2:p3<j;3 _3{:p3)2 = 2A1(<j;3)4, 
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{<p4)-4/3!p4 _ !(<p4)-7/3(<j;4)2 + 3Al(<p4)-1/3 + ~A2<p4 - <j;4 = 0, 

where AI, A2, A3 are arbitrary constants. 
Having integrated system 2) from (A.8.42) under A2 = 0, we obtain the 

following parametric solution of Equation (A.8.38) 

1/3 -c (~C~X1 + C2XO) 
U = , 

7{7 - 4C3XO) 

(7 + C3XO){7 - 4C3XO)4 = (~C~Xl + C2XO)4 , 
(A.8.43) 

where Cl, C2, C3 are constants of integration. 
In conclusion we consider such case of transformations (A.8.6)-(A.8.8) when 

they are symmetry transformations of Equation (A.8.1). One sees from (A.8.10) 
that it meets the case when 

Z-2 F(Z-l) = F(z). (A.8.44) 

This functional equation has solution 

F(z) = Z-l f(ln z), (A.8.45) 

where f is an arbitrary differentiable even function. So, formulae (A.8.6)­
(A.8.8) determine nonlocal symmetry transformations of the equation 

Uo = adf(ln u)udu], (f(a) = f(-a)). (A.8.46) 

Using this fact we construct formula of generating solutions of Equation 
(A.8.46). It looks like 

2 1 
u{Xo, Xl) = 1( )' 

U XO,7 
(A.8.47) 

where the functional parameter 7 = 7(XO, xt} is to be determined from the 
equations 

1 
71 = 1 , 

U(Xo,7) 
(A.8.48) 
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For example, starting from the solution 

1 Xo 
U(XO, xI) = 1 ' + COSXt 

(A.8A9) 

of equation 
(A.8.50) 

we find, with the help of (A.8.47), (A.8.48), the new solution of Equation 
(A.8.50) 

2 2xo 
u(Xo,Xt) = 2 2' 

Xo +Xt 
(A.8.51) 

It will be noted that solutions (A.8.49) and (A.8.S1) essentially differ from 
each other on their properties, such as boundedness, periodicity, and analyt­
icity behavior at infinity, at zero, and so on. It is a distinguishing feature of 
nonlocal transformations that they may essentially change properties of solu­
tions unlike those of Lie's solutions. 



References 

1. M.J.Ablowitz and H.Segur, "Solitons and the Inverse Scattering Transform," 
SIAM, Philadelphia (1981). 

2. A.I.Akhiezer and V.B.Berestezkii, Quantum Electrodynamics, Nauka, Mos­
cow (1969). 

3. N.I.Achiezer, Elements of Theory of Elliptic Functions, Nauka, Moscow 
(1970). 

4. A.Actor, "Classical solutions of SU(2) Yang-Mills theories," Rev. Mod. 
Phys., 51, No.3, 461-525 (1979). 

5. K.G.Akdeniz, "On classical solutions of Giirsey's conformal invariant spinor 
model," Lett. Nouvo Cim., 33, No.2, 40-44 (1982). 

6. K.G.Akdeniz and A.Smailagic, "Classical solutions for fermionic models," 
Nuovo Cim. 51A, No.3, 345-357 (1979). 

7. W.F.Ames, Nonlinear Partial Differential Equations in Engineering, N.Y.: 
Academic Press, voLl (1965), vo1.2 (1972). 

8. W.F .Ames, R.J .Lohner, and E.Adams, "Group properties of Utt = (f (u )ux)x," 
in: Nonlinear Phenomena in Mathematical Sciences, Ed. V .Lakshmikanthan, 
N.Y.: Academic Press, 1982, p.1-6. 

9. R.L.Anderson and N.H.lbrgimov, "Lie-Backlund Transformations in Appli­
cations," SIAM, Philadelphia (1979). 

10. B.D.Annin, N.O.Bytev and S.I.Senashov, Group Properties of Elasticity and 
Plasticity Equations, Nauka, Novosibirsk (1985). 

11. V.G.Bagrov, D.M.Gitman, LM.Ternov, V.R.Chalilov, and VN.Shapovalov, 
Exact Solutions of Relativistic Wave Equations, Nauka, Novosibirsk (1982). 

12. L.F.Barannik and A.F.Barannik, "Subalgebras of the generalized Galilean 
algebra," in: Group-Theoretic Investigations of Equations of Mathematical 
Physics, Inst. Matematiki AN Ukr SSR, Kiev, 1985, p. 39-43. 

13. L.F.Barannik, V.I.Lagno, and W.I.Fushchich, "Subalgebras of the general­
ized Poincare algebra AP{1,n)," Preprint Inst. Matematiki AN Ukr SSR, 

411 



412 References 

No. 85.89, Kiev (1985). 
14. L.F.Barannik and W.I.Fushehich, "Subalgebras of the extended Poincare 

algebra AP(l, n)," Preprint Inst. Matematiki AN Ukr SSR, No. 85.90, Kiev 
(1985). 

15. L.F.Barannik and W.I.Fushehieh, "Invariants of the generalized Poincare 
group P(l,n)," Preprint Inst. Matematiki AN Ukr SSR, No. 86.B6, Kiev 
(1986). 

16. L.F.Barannik and W.I.Fushchich, "On subalgebras of the Lie algebra of the 
extended Poincare group P(1,n)," J. Math. Phys., 28 No.7, 1445-1458 
(1987). 

17. B.M.Barbashovand N.A.Chernikov, "Solution and quantization of two-dimen­
sional model of the Born-Infeld type," Zhurn. Eksperim. i Teoret. Fiziki, 
60, No.5, 1296-1308 (1966). 

lB. B.M.Barbashovand V.V.Nesterenko, Relativistic String Model in Hadron 
Physics, Energoatomizdat, Moscow (1987). 

19. A.O.Barut ·and X.U.Bo-Wei, "Derivation and uniqueness of vacuum solu­
tions of conform ally invariant coupled nonlinear field equations," Phys. Lett. 
B, 102 No.1, 37-39 (1981). 

20. A.O.Barnt and X.U.Bo-Wei, "New exact solutions of coupled nonlinear field 
equations," Physica 0, 6 No.2, 137-139 (1982). 

21. A.O.Barnt and R.Raczka, Theory of Group Representations and Applica­
tions, Vols. 1,2, Moscow (1980). 

22. F.Bayen and M.Flato, "Remarks on conformal space," J. Math. Phys., 17, 
No.7,1112-1114. 

23. O.I.Bazula and V.P.Gusinin, "Plane-wave solutions ofSU(2) Yang-Mills the­
ory," Preprint Inst. Teoret. Fiziki AN Ukr SSR, No. BO.89P, Kiev (1980). 

24. H.Bateman and A.Erdelyi, Higher Ttansendental Functions, Vol. 3, MeG raw­
Hill, New York (1955). 

25. H.Bateman, "The transformations of electrodynamical equations," Proe. 
London Math. Soc., 8, 223-264 (1909). 

26. P.L.Bhatnagar, Nonlinear Waves in One-dimensional Dispersive Systems, 
Clarendon Press, Oxford (1979). 

27. G.W.Bluman and I.D.Cole, Similarity Methods for Differential Equations, 
Springer, Berlin (1974). 

2B. G.Bluman and S.Kumei, "On invariance properties of the wave equation," 
J. Math. Phys., 28, No.2, 307-318 (1987). 

29. H.Birkhoff, Hydrodynamics, Inostr. Literatura, Moscow (1963). 
30. A.W.Bizadze, Some Classes of Partial Differential Equations, Nauka, Moscow 

(1981). 
31. RN.Bogolubov, A.A.Logunov, A.I.Oksak, and I.T.Todorov, General Princi­

ples of Quantum Field Theory, Nauka, Moscow (1987). 
32. N.N.Bogolubovand Yu.A.Mitropolsky, Asymptotic Methods In Theory of 

Nonlinear Oscillations, Nauka, Moscow (1974). 



References 413 

33. P.A.Borroni and W.M.Shtelen, "The maximally extensive local group of 
invariance of Dirac-Lorentz's equation," Lett. Nuovo Cim., 28, No.5, 
169-170 (1980). 

34. AJ.Bracken, "A comment on the conformal invariance of zero-mass Klein­
Gordon equation," Ibid., 2, No. 11, 574-576 (1971). 

35. L.de Broglie, Thoorie Generale des Particules a Spin Methode de Fusion, 
Paris (1954). 

36. C.P.Boyer and M.N.Penafiel, "Conformal symmetry of the Hamilton-Jacobi 
equation and quantization," Nuovo Cim., SIB, No.2, 195-210 (1976). 

37. J.Challis, "On the velocity of sound," Philos. Magaz., 32, No.3, 494-499 
(1848). 

38. N.G.Chebotarov, The Theory of Lie Groups, Gostekhizdat, Moscow (1949). 
39. Yu.A.Chirkunov, "The group property of Lame equations," in: Dynamics of 

Continuous Medium, No. 14, Novosibirsk, 1983, p. 138-140. 
40. J.D. Cole, "On a quasi-linear parabolic equation occurring in aerodynamics," 

Quart. Appl. Math., No.9, 225-236 (1951). 
41. C.B.Coliins, "Complex potential equations. 1. A technique for solution," 

Math. Proc. Cambro Phil. Soc., 80, No.1, 165-187 (1976). 
42. J.P.Crawford, "On the algebra of Dirac bispinor densities: factorization and 

inversion theorem," J. Math. Phys., 26, No.7, 1439-1441 (1985). 
43. E.Cunningham, "The principle of relativity in electrodynamics and an ex­

tension thereof," Proc. Lond. Math. Soc., 8, No.1, 77-97 (1909). 
44. Yu.A.Danilov, "On nonlinear Dirac equations admitting conformal group," 

Teoret. i Mat. Fizika, 2, No.3, 40-45 (1970). 
45. E.B.Dynkin, "On representation of series In (e"'eY ) for noncom mutative x 

and y via commutators," Mat. Sbornik, 25, No.2, 155-162 (1949). 
46. B.A.Dubrovin, S.P.Novikov, and A.T.Fomenko, Modern Geometry: Meth­

ods and Applications, Nauka, Moscow (1986). 
47. S.Earnshaw, "On the mathematical theory of sound," Transact. of the Soc. 

of London, 150, No.1, 133-148 (1860). 
48. E.Egervary, "On a generalization of Lagrange solution of the three-body 

problem," Dokl. AN SSR, 55, No.9, 805-807 (1947). 
49. I.A.Egorchenko, "Poincare invariant quasilinear wave equations for complex­

valued functions," Preprint Inst. Matematiki AN Ukr SSR, No. 87.3, Kiev 
(1987). 

50. L.P.Eisenhart, Groups of Continuous Transformatins, Inostr. Literatura, 
Moscow (1947). 

51. V.M.Fedorchuk, "Continuous subgroups of the inhomogeneous de Sitter group 
P(I,4)," Preprint Inst. Matematiki AN Ukr SSR, No. 78.18, Kiev (1978). 

52. M.Flato, J.Simon, and D.Sternheimer, "Conformal covariance of field equa­
tions," Ann. Phys. N.Y., 61, No.1, 78-97 (1970). 

53. V.A.Fock, "Zur theorie des Wassrstoffatoms," Fortschr. Phys., 98, 145-147 
(1935). 



414 References 

54. A.R.Forsyth, Theory of Differential Equa.tions, Vols. 5,6, Dover Publica.­
tions, New York {1959}. 

55. W.I.Fushchich, "On additional invariance of the relativistic equations of mo­
tion," Preprint lnst. Theoret. Phys. AN Ukr SSR, No. 70.32E, Kiev {1970}. 

56. W.I.Fushchich, "Representations of the complete inhomogeneous de Sitter 
group and equations in a five-dimensional approach," Teoret. i Mat Fizika, 
4, No.3, 360-382 {1970}. 

57. W.I.Fushchich, "On additional invariance of relativistic equations of mo­
tion," Ibid., 7 No. 11,3-12 {1971}. 

58. W.I.Fushchich, "On additional invariance of the Dirac and Maxwell equa­
tions," Lett. Nuovo Cim. 11, No. 10,508-512 (1974). 

59. W.I.Fushchich, "On additional invariance of Klein-Gordon-Fock equation," 
Dokl. AN SSR, 230, No.3, 570-572 (1976). 

60. W.I.Fushchich, "Group properties of quantum mechanics equations," in: 
Problems Of Asymptotic Theory of Nonlinear Oscillation, Nauk. Dumka, 
Kiev, 1977, p. 75-87. 

61. W.I.Fushchich, "On the new method of studying group properties of equa­
tions of mathematical physics," Dokl. AN SSR, 246. No.4, 946-850 
(1979). 

62. W.I.Fushchich, "On a method of studying group properties of integro-differen­
tial equations," Ukr. Mat. Zhurn., 33, No.6, 834-838 (1981). 

63. W.I.Fushchich, "Symmetry in problems of mathematical physics," on: Alge­
braic-Theoretic Studies in Mathematical Physics, Inst. Matematiki AN UKr 
SSR, Kiev, 1981, p. 6-44. 

64. W.I.Fushchich, "On the new method of investigation of group properties of 
systems of partial differential equations," in: Group-Theoretic Methods in 
Mathematical Physics, Inst. Matematiki AN Ukr SSR, Kiev 1978, p.5-44. 

65. W.I.Fushchich, "On Poincare- and Galilei-invariant nonlinear equations and 
methods of their solution," in: Group-Theoretic Investigations of Equations 
of Mathematical Physics, Inst. Matematiki AN Ukr SSR, Kiev 1985, p.4-19. 

66. W.I.Fushchich, "On symmetry and partial solutions of some many-dimension­
al equations of mathematical physics," in: Algebraic-Theoretical Studies in 
Mathematical Physics Problems, Inst. Matematiki AN Ukr SSR, Kiev, 1983, 
p.4-23. 

67. W.I.Fushchich, "On symmetry and exact solutions of the many-dimensional 
nonlinear wave equations," Ukr. Mat. Zhurn., 39, No.1, 116-123 (1987). 

68. W.I.Fushchich, A.F.Barannik, and L.F.Barannik "Continuous subgroups of 
the generalized Galilei group. 1," Preprint Inst. Matematiki AN Ukr SSR, 
No. 85.19, Kiev (1985). 

69. W.I.Fushchich, A.F.Barannik, and L.F.Barannik, "Continuous subgroups of 
the generalized Euclid group," Ukr. Mat. Zhurn., 38, No.1, 67-72 (1986). 

70. W.I.Fushchich and R.M.Cherniha, "On exact solutions of two Schrodinger­
type nonlinear equations," Preprint Inst. Matematiki AN Ukr SSR, No. 
86.85 (1986). 



References 415 

71. W.I.Fushchich and R.M.Chemiha, "The Galilean relativistic principle and 
nonlinear partial differential equations," J. Phys. A: Math. and Gen., 18, 
3491-3503 (1985). 

72. W.I.Fushchich and S.S.Moskaliuk, "On some exact solutions of the nonlinear 
Schrodinger equation in three spatial dimensions," Lett. Nuovo Cim., 31, 
No. 16,371-376 (1981). 

73. W.I.Fusnchich and V.V.Nakonechny, "Algebraic-theoretic analysis of the 
Lame equation," Ukr, Mat. Zhurn., No.2, 267-273 (1980). 

74. W.I.Fushchich and A.G.Nikitin, "On the new invariance groups of the Di­
rac and Kemmer-Duffin-Petiau equations," Lett. Nuovo Cim., 19, No.9, 
347-352 (1977). 

75. W.I.Fushchich and A.G.Nikitin, "On invariance group of quasirelativistic 
equation," Dokl. AN SSR, 238, No.1, 46-49 (1978). 

76. W.I.Fushchich and A.G.Nikitin, "Poincare-invariant differential equations of 
motion of arbitrary spin particles," Fizika Elementar. Chastit i Atom Yadra, 
9, No.3, 501-553 (1978). 

77. W.I.Fushchich and A.G.Nikitin, "On the new invariance algebras of rela­
tivistic equations for massless particles," J. Phys. A: Math, and Gen., 12 
No.6, 747-757 (1979). 

78. W.I.Fushchich and A.G.Nikitin, "Nonrelativistic equations of motion for ar­
bitrary spin particles," Fizika Elemntar. Chastits i Atom Yardra, 12, No. 
5, 1157-1219 (1981). 

79. W.I.Fushchich and A.G.Nikitin, "On new and old symmetries of Maxwell 
and Dirac equations," Ibid., 14, No.1, 5-57 (1983). 

80. W.I.Fushchich and A.G.Nikitin, Symmetries of Maxwell's Equations, Nauk. 
Dum.ka, Kiev (1983). 

81. W.I.Fushchich and A.G.Nikitin, "On new invariance algebras and superal­
gebras of relativistic wave equations," J. Phys. A: Math. and Gen., 20, No. 
2, 537-549 (1987). 

82. W.I.Fushchich andA.G.Nikitin, Symmetries of Maxwell's Equations, D.Reid­
el (1987). 

83. W.I.Fushchich and Yu.N.Seheda, "Some exact solutions ofthe multi-dimen­
sional sine-Gordon equation," Lett. Nuovo Cim., 41, No. 14, 462-464 
(1984). 

84. W.I.Fushchich and N.A.Selehman, "Integra-differential equations invariant 
under group of Galilei, Poincare, Schrodinger, and conformal group," Dokl. 
AN Ukr SSR, A, No.5, 21-24 (1983). 

85. W.I.Fushchich and N.I.Serov, "On exact solutions of Bom-Infeld equation," 
Dokl. AN SSSR, 263, No.3, 582-586 (1981). 

86. W.I.Fushchich and N.I.Serov, "Symmetry and some exact solutions of multi­
dimensional Monge-Ampere equation," Ibid., 273, No.3, 543-546 (1983). 

87. W.I.Fushchich and N.I.Serov, "On some exact solutions of multi-dimensional 
Euler-Lagrange equation," Ibid., 278, No.4, 847-851 (1984). 



416 References 

88. W.I.Fushchich and N.I.Serov, "The symmetry and exact solutions of the 
nonlinear multi-dimensional Liouville, d'Alembert and eikonal equations," 
J. Phys. A: MAth. and Gen., 16, 3645-3658 (1983). 

89. W.I.Fushchich, N.I.Serov, and W.M.Shtelen, "Some exact solutions of multi­
dimensional nonlinear d'Alembert, Liouville, eikonal, and Dirac equations," 
in: Group-theoretical Methods in Physics, Harwood Academic Publ. Lon­
don, 1984, p. 489-496. 

90. W.I.Fushchich and M.M.Serova, "On the maximal invariance group and gen­
eral solution of one-dimensional gas dynamics equations," Dokl. AN SSSR, 
268, No.5, 1102-1104 (1983). 

91. W.I.Fushchich and M.M.Serova, "On exact solutions of some nonlinear dif­
ferential equations invariant under Galilei and Euclid groups," in: Algebraic­
Theoretic Studies in Mathematical Physics Problem, Inst. Matematiki AN 
Ukr SSR, Kiev, 1983, p. 24-54. 

92. W.I.Fushchich and W.M.Shtelen, "The symmetry and some exact solutions 
of the relativistic eikonal equation," Lett. Nuovo Cim., 34, No. 16,498-502 
(1982). 

93. W.I.Fushchich and W.M.Shtelen, "On invariant solutions of the nonlinear 
Dirac equation," Dokl. AN SSSR, 269, No.1, 88-92 (1983). 

94. W.I.Fushchich and W.M.Shtelen, "On linear and nonlinear systems of dif­
ferential equations invariant under the Schrodinger group," Teoret. i Mat. 
Fizika, 56, No.3, 387-394 (1983). 

95. W.I.Fushchich and W.M.Shtelen, "On some exact solutions of the nonlinear 
Dirac equation," J. Phys. A: Math. and Gen., 16, No.2, 271-277 (1983). 

96. W.I.Fushchich and W.M.Shtelen, "Conformal symmetry and new exact so­
lutions of SU(2) Yang-Mills theory," Lett. Nuovo Cim., 38 No.2, 37-40 
(1983). 

97. W.I.Fushchich and W.M.Shtelen, "On some exact solutions of the nonlin­
ear equations of quantum electrodynamics," Phys. Lett. B, 128, No. 3/4, 
215-217 (1985). 

98. W.I.Fushchich and W.M.Shtelen, "Conformal symmetry and exact solutions 
of nonlinear field equations," Ukr. Fiz. Zhurn., 30, No.5, 787-790 (1985). 

99. W.I.Fushchich and W.M.Shtelen, "On non local transformations," Lett. Nuo­
vo Cim., 44, No.1, 40-42 (1985). 

100. W.I.Fushchich and W.M.Shtelen, "On reduction and exact solutions of the 
nonlinear Dirac equation," Teoret. i Mat. Fizika, 72, No.1, 35-44 (1987). 

101. W.l.Fushchich and W.M.Shtelen, and R.Z.Zhdanov, "Conform ally invariant 
generalization of the Dirac-Heiseberg equation and its exact solution," in: 
Group-Theoretic Methods in Physics (3-d International Seminar, Yurmala), 
Vol. 1, Nauka, Moscow, 1986, p. 497-501. 

102. W.I.Fushchich and W.M.Shtelen, and R.Z.Zhdanov, "On the new confor­
mally invariant equations for spinor fields and their exact solutions," Phys. 
lett. B, 159, No. 2-3,189-191 (198). 



References 417 

103. W.I.Fushchich and S.L.Slavutsky, "On symmetry of some equations of mo­
tion of ideal fluid," in: Investigations on Theory of Complex Variable Func­
tions with Applications to Mechanics of Continuous Medium, Nauk. Dumka, 
Kiev, 1986, p. 161-165. 

104. W.I.Fushchich and S.L.Slavutsky, "On nonlinear Galilei-invariant general­
ization of Lame equation," Dokl. AN SSSR, 287, No.2, 320-323 (1986). 

105. W.I.Fushchich and V.A.Tychinin, "On linearization of some nonlinear equa­
tions by virtue of nonlocal transformations," Preprint. Inst. Matematiki 
AN Ukr SSR, No. 82.33, Kiev (1982). 

106. W.I.Fushchich and V.A.Tychinin, and R.Z.Zhdanov, "Nonlocallinearization 
and exact solutions of some equations of Monge-Ampere and Dirac equa­
tion," Preprint. Inst. Matematiki AN Ukr SSR, No. 85.88, Kiev (1985). 

107. W.I.Fushchich and I.M.Tsifra, "On symmetry of nonlinear equations of elec­
trodynamics," Teoret. i Mat. Fizika, 64, No.1, 41-50 (1985). 

108. W.LFushchich and LM. Tsifra, "On reduction and solutions of nonlinear wave 
equations with broken symmetry," J. Phys. A: Math. and Gen., 20, No.2, 
45-47 (1987). 

109. W.I.Fushchich and R.Z.Zhdanov, "Exact solutions of nonlinear system of 
partial differential equations for vector and spinor fields," in: Group-Theore­
tic Investigations of Equations of Mathematical Physics, Inst. Matematiki 
AN Ukr SSR, Kiev, 1985 p. 20-30. 

110. L.A.Gazarkhi, "On new (with respect to velocity) integral of the generaliza­
tion three-body problem," Ukr. Mat. Zhurn., 8, No.1, 5-11 (1956). 

111. I.M.Gel'fand, R.A.Minlos, and Z.Ya.Shapiro, Representations of the Rota­
tion and Lorentz Groups, Fizmatigiz, Moscow (1958). 

112. L.E.Gendenshtein and I.V.Krive, "Supersymmetry in quantum mechanics," 
Uspekhi Fiz. Nauk, 146, No.4, 553-590 (1985). 

113. V.G.Golubev and E.A.Grebennikov, The Three-Body Problem in Celestial 
Mechanics, Izd. MGU, Moscow (1985). 

114. A.M.Grundland, J.Harnad, and P.Winternitz, "Symmetry reduction for non­
linear relativistically invariant equations," J.Math.Phys., 25, No.4, 791-806 
(1984). 

115. F.Giirsey, "On a conform-invariant spinor wave equation," Nuovo Cim., 3, 
No.5, 988-1006 (1956). 

116. B.K.Harrison and F.B.Estrabrook, "Geometric approach to invariance groups 
and solutions of partial differential system," J. Math. Phys., 12, No.4, 
653-666 (1971). 

117. F.Hausdorff, "Die simbolische exponentialformel in der gruppentheorie," 
Ber. Verh.Sachs.Wiss. Leipzig, Math.-Phys., 58, K1, 19-48 (1906). 

118. W.Heisenberg, Introduction to the Unified Field Theory of Elementary Par­
ticles, Intersciences Publishers, London (1966). 

119. W.Heisenberg, "On quantum theory of non-renormalized wave equations," 
Zs. Nuturforsch, 9a, 292-303 (1954). 



418 References 

120. W.J.Herley, "Nonrelativistic quantum mechanics for particles with arbitrary 
spin," Phys, Rev., 3, No.10, 2339-2347 (1971). 

121. E.Hopf, "The partial differential equation Ut + UU., = /-Lu.,.,," Comm. Pure 
Appl. Math., 3, 201-230 (1950). 

122. H.Hugoniot, "Sur la propagation du mouvement dens lez gaz parfaits," J. 
de l'ecole politechnique, 58, 1-125 (1889). 

123. N.Ch.lbragimov, Lie Groups in Some Problems of Mathematical Physics, 
Izd. NGU, Novosibirsk (1972). 

124. N.Ch.lbragimov, Group Transformations in Mathematical Physics, Nauka, 
Moscow (1983). 

125. V.G.lmshenenezky, Integration of First- and Second-Order Partial Differen­
tial Equations, Izd. Mosk. Mat. Ob., Moscow (1916). 

126. A.R.lts, "Reversion of hyperelliptic integrals and integration of nonlinear dif­
ferential equations," Vestnik Le;;'ingrad. Universiteta, No.7, 39-46 (1976). 

127. G.P.Jorjadze, A.K.Pogrebkov, and M.C.Polivanov, "Singular solutions of the 
equation Ou + ~m2 exp U = 0 and dynamics of singularities," Teoret. i Mat. 
Fizika, 40, No.3, 221-234 (1979). 

128. G.P.Jorjadze, A.K.Pogrebkov, and M.C.Polivanov, "Liouville field theory: 
1ST and Poisson bracket structure," J. Phys. A: Math. and Gen., 19, No.1, 
121-139 (1986). 

129. V.G.Kadyshevsky, "A new approach to the theory of electromagnetic inter­
actins," Fizika Elemenar. Chastits i Atom. Yadra, 11, No.1, 5-36 (1980). 

130. E.Kamke. Hand-Book on Ordinary Differential Equations, Nauka, Moscow 
(1976). 

131. E.Kartan, Integral Invariants, Gostenkhizdat, Moscow (1940). 
132. F.Kortel, "On some solutions of Giirsey's conformal-invariant spinor wave 

equation," Nuovo Ciro., 4, No. 12, 211-215 (1956). 
133. J.Kosmann-Schwartzbach, "Generalized symmetries of nonlinear differential 

equations," Lett. Math. Phys., No.3, 395-404 (1979). 
134. V.A.Kostelecky and M.M.Nieto, "Baker-Campbell-Hausdorff relations for 

supergroups," J. Phys., 27., No.5, 1419-1429 (1986). 
135. V.G.Kostenko, Integration of Some Partial Differential Equations with the 

Help of Group Method, Izdat. Lvovskoho Universiteta, Lvov (1959). 
136. S.Kumei and G.W.Bluman, "When nonlinear differential equations are equiv­

alent to linear differential equations," SIAM J. Appl. Math., 42, No.5, 
1157-1173 (1982). 

137. R. Courant , Partial Differential Equations, Mir, Moscow (1964). 
138. D.F.Kurdhelaidze. "Periodic solutions of nonlinear generalization of the Di­

rac equation," Zhurn. Eksperim. i Teoret. Fiziki, 34, No.6, 1587-1592 
(1958). 

139. M.Lakshmanan and P.Kaliappan, "Lie transformations, nonlinear evolution 
equations, and Painleve forms," J. Math. Phys., 24, No.4, 795-806 (1983). 

140. L.D.Landau and E.M.Lifshits, Hydrodynamics, Nauka, Moscow (1986). 
141. L.D.Landau and E.M.Lifshits, Theory of Elasticity, Nauka, Moscow (1987). 



References 419 

142. L.D.Landau and E.M.Lifshits, Electrodynamics of Continuous Medium, Nau­
ka, Moscow (1982). 

143. A.N.Leznov and M.V.Savel'ev, Group Methods in Integrating Nonlinear Dy­
namical Systems, Nauka, Moscow (1985). 

144. J.M.Levi-Leblond, "Nonrelativistic particles and wave equations," Comm. 
Math. Phys., 16, No.4, 884-893 (1975). 

145. G.Mack and A.Salam, "Finite-component field representation of conformal 
group," Ann. Phys., 53, No.1, 174-202 (1969). 

146. W. Magnus , "On the exponential solution of differential equations for a linear 
operator," Comm. Pure Appl. Math., 7, 649-673 (1954). 

147. LA.Malkin and V.LMan'ko, Dynamical Symmetries and Coherent States of 
Quantum Systems, Nauka, Moscow (1979). 

148. D.H.Mayer, "Vector and tensor fields on conformal space," J. Math. Phys. 
16, No.4, 884-893 (1975). 

149. P.du T.Merwe, "Space-time symmetries and nonlinear field theory," Nuovo 
Cim., 60A, No.4, 247-261 (1980). 

150. P.du T.Merwe, "Classical solutions of the conform ally invariant Giirsey equa­
tion," Phys. Lett. B, 106, No.6, 485-486 (1981). 

151. A.Messiah, Quantum Mechanics, Vols 1,2, Mir, Moscow (1979). 
152. A.V.Michailov, A.B.Shabat, and R.LYamilov, "Symmetry approach to clas­

sification of nonlinear equations, complete lists of integrable systems," Us­
pechi Mat. Nauk, 42, No.4, 3-53 (1987). 

153. W.Miller,Jr., Symmetry and Separation of Variables, Addison-Wesley Publ. 
Company (1977). 

154. Yu.A.Mitropolsky, N.N.Bogolubov,Jr.,A.K.Prikarpatsky, and V.G.Samoilen­
ko, Integrable Dynamical Systems: Spectral and Differential-Geometry As­
pects, Nauk. Dumka, Kiev (1987). 

155. Yu.A.Mitropolsky, LV.Revenko, and W.LFushchich, "On symmetry, integral 
of motion, and some exact solutions of the spatial three-body problem," 
Dokl. AN SSSR, 280, No.4, 799-904 (1985). 

156. Nonlinear Field Theory, Collection of Papers, ed. D.D.Ivanenko, Izdat. In­
ostr. Literat., Moscow (1959). 

157. U .Niederer, "The maximal kinematical invariance group of Schr6dinger equa­
tion," Relv. Phys. Acta., 45, No.5, 802-810 (1972). 

158. T.Nishitani and M.Thjiri, "On similarity solutions of the Boussinesq equa­
tion," Phys. Lett. A, 89, No.4, 379-380 (1982). 

159. P.Olver, Applications of Lie Groups to Differential Equations, Springer (1986). 
160. P.Olver and Ph.Rosenau, "The construction of special solutions to partial 

differential equations," Phys. Lett. A, 114, No.3, 107-112 (1986). 
161. L.V.Ovsyannikov, Group Analysis of Differential Equations, Nauka, Moscow 

(1978). 
162. L.V.Ovsyannikov, Lectures on Gas Dynamics, Nauka, Moscow (1981). 
163. J.Patera, P.Winternitz, and R.Zassenhaus, "Continuous subgroups of the 

fundamental groups of physics. 1. General method and the Poincare group," 



420 References 

J. Math. Phys., 16, No.8, 1597-1624 (1975). 
164. A.M.Perelomov, Generalized Coherent States and Applications, Nauka, Mos­

cow (1987). 
165. A.V.Pogorelov, The Multi-Dimensional Minkowsky Problem, Nauka, Mos-

cow (1971). 
166. L.S.Polak, Variational Principles of Mechanics, Fizmatgiz, Moscow (1960). 
167. E.M.Polishchuk, Vito Volterra, Nauka, Leningrad (1977). 
168. E.M.Polishchuk, Sophus Lie, Nauka, Leningrad (1983). 
169. P.Raczka,Jr., "On the class of simple solutions of the SU2 Yang-Mills equa­

tions," Nuovo Cim., 72A, No.3, 289-302 (1982). 
170. R.Rajaraman, An Introduction to Soliton and Instantons in quantum Field 

Theory, North-Holland Publ. Comp., Amsterdam (1982). 
171. B.Riman, "On spreading of air wave final amplitude," in: B.Riman, Collec­

tion of Works, Gostenkhizdat, Moscow (1948). 
172. G.Rosen, "Solutions of certain nonlinear wave equations," J. Math. Phys., 

45, No. 3-4. 
173. G.Rosen, "Conformal transformation matrix for fields," Ann. Phys. (New 

York), 77, No.2, 452-453 (1973). 

174. G.Rosen and G.Ullrich, "Invariance group of the equation iT+ (it· V)iT = 0," 
SIAM J. Appl. Math., 24, 286-288 (1973). 

175. B.L.Rozdestvensky and N.N .Yanenko, Systems of quasiIinear Equations and 
their Applications to Gas dynamics, Nauka, Moscow (1968). 

176. N .I.Serov, "Conformal symmetry of nonlinear wave equations," in: Algebraic­
Theoretic Studies in Mathematical Physics, Inst. Matematiki AN Ukr SSR, 
Kiev, 1981, p. 59-63. 

177. N.I.Serov, "Nonlinear Lame and Weyl wave equations," Ibid., p. 49-44. 
178. M.M.Serova, "Exact solutions of a second-order nonlinear partial differential 

equation," Ibid., p.29-34. 
179. M.M.Serova, "On exact solutions of the Darboux equation," Ibid., 42-44. 
180. M.M.Serova, "On exact solutions of the Boussinesq equation,' in: Algebraic­

Theoretic Studies in Mathematical Physics Problems, Inst. Matematiki AN 
Ukr SSR, Kiev, 1983, p.55-58. 

181. M.M.Serova, "On nonlinear heat equations invariant under the Galilei group," 
in: Group-Theoretic Investigations of Equations of Mathematical Physics, 
Inst. Matematiki AN Ukr SSR, Kiev, 1985, p. 119-123. 

182. F.Schwarz, "Symmetry ofSU(2) invariant Yang-Mills Theories," Lett. Math. 
Phys., 6, No.5, 355-359 (1982). 

183. W.M.Shtelen, "Group analysis of nonlinear systems of differential equa­
tions connected with the Schrodinger equation," Ukr Fiz. Zhurn., 26, No.2, 
323-326 (1981). 

184. W.M.Shtelen, "Group analysis of a parabolic system of differential equa­
tions," in: Algebraic-Theoretic Studies in Mathematical Physics, Inst Mat­
ematiki AN Ukr SSR, Kiev, 1981 p. 64-67. 



References 421 

185. M.Shtelen, "On a system of differential equations invariant under the Schro­
dinger group," Ibid., p. 104-107. 

186. W.M.Shtelen, "Some exact solutions of coupling nonlinear equations of wave 
mechanics," in: Mathematical Problems of Continuous Mechanics and Ther­
modynamics,lnst. Matematiki AN Ukr SSR, Kiev, 1982, p.100-107. 

187. W.M.Shtelen, "Contact transformations of the relativistic Hamilton-Jacobi 
equation," in: Algebraic-Theoretic Studies in Mathematical Physics Prob­
lems,lnst. Matematiki AN Ukr SSR, Kiev, 1983, p.62-65. 

188. W.M.Shtelen, "The formula of generating conformally-invariant solutions 
for field equations of arbitrary spin," in: Group-Theoretic Investgations of 
Equations of Mathematical Physics, Inst. Matematiki AN Ukr SSR, Kiev, 
1985, p. 60-66. 

189. W.M.Shtelen, "Non-Lie symmetry and nonlocal transformations," Preprint. 
Inst. Matematiki AN Ukr SSR, No. 87.6, Kiev (1987). 

190. M.A.Shubin, Pseudodi1ferential Operators and Spectral Tbeory, Nauka, Mos­
cow (1978). 

191. M.W.Shulga, "On exact and approximate solutions of a nonlinear wave equa­
tion," in: Methods of Nonlinear Mechanics and their Applications, Inst 
Matematiki AN Ukr SSR, Kiev, 1982, p. 149-155. 

192. M.W.Shulga, "Symmetry and some partial solutions of d'Alembert equations 
with nonlinear condition," in: Group-Theoretic Investigations of Equations 
of Mathematical Physics, Inst. Matematiki AN Ukr SSR, Kiev, 1985, p. 
36-38. 

193. Yu.D.Sokolov, "On trajectories of general collision of rectilinear three mate­
rial points interacting via forces depending on mutual distances," Dokl. AN 
SSSR, 33, No.2, 112-115 (1941). 

194. Yu.D.Sokolov, "On the case of integrability in the rectilinear three-body 
problem," Ibid., 46, No.3, 99-109 (1945). 

195. Yu.D.Sokolov, "On some partial solutions of the Boussinesq equation," Ukr 
Mat. Zhurn., 8, No.1, 55-58 (1956). 

196. K.P.Stanyukovitch, Unsettled Motion of Continuous Medium, Gostekhizdat, 
Moscow (1955). 

197. E.E.Stokes, "On a difficulty in the theory of sound," Phil. Mag., 33, No.3, 
349-356 (1848). 

198. L.A.Tachtadjan and L.D.Faddeev, Hamilton Approacb in TbeoryofSolitons, 
Nauka, Moscow (1986). 

199. D.R.Truax, "On the theory of one-parameter subgroups of supergroups," J. 
Math. Phys., 27, No.1, 354-364 (1986). 

200. EVessiot, "Sur l'integration des systems differentiel,qui admettent des groups 
continus de transformations," Acta Math. Zeitschr., 28, 307-349 (1904). 

201. V.P.Vizgin, "From the history of conformal symmetry," in: Historic-Mathe­
matic Investigations, Nauka, Moscow, 1974, vol. 19, p. 189-219. 

202. N.Ya.Vilenkin, Special Functions and Tbeory of Group Representations, 
Nauka, Moscow (1965). 



422 References 

203. V.S.Vladimirov, Equations of Mathematical Physics, Nauka, Moscow (1981). 
204. P.Voronetz in: Universit. Izvestiya, 28, No. 2 (1907). 
205. J.Wermer, Potential Theory, Springer-Verlag (1974). 
206. RM.Wilcox, "Exponential operators and parameter differentiation in quan­

tum physics," J. Math. Phys., 8, No.4, 962-892 (1967). 
207. G.B.Whitham, Linear and Nonlinear Waves, Mir, Moscow (1977). 
208. G.H.Weiss and A.A.Maradudin, "The Baker-Hausdorff formula and a prob­

lem in crystal physics," J. Math. Phys., 3, No.4, 771-777 (1962). 
209. V.E.Zacharovand A.B.Shabat, "Exact theory of two-dimensional self-focus­

ing and one-dimensional auto-modulation of waves in nonlinear mediums," 
Zhurn. Teoret. i Mat. Fiziki, 61, No.1, 118-134 (1971). 

210. V.E.Zacharov, S.V.Manakov, S.P.Novikov, and L.P.Pitoevsky, Theory of 
Solitons. Method of Inverse Problem (ed. S.P.Novikov), Nauka, Moscow 
(1980). 

211. RZ.Zhdanov, "On application of Lie-Backlund method to study of sym­
metry properties of Dirac equation," in: Group-Theoretic Investigations of 
Equations of Mathematical Physics, Inst. Matematiki AN Ukr SSR, Kiev, 
1985, p. 70-73. 

212. RZ.Zhdanov, "Theoretic-algebraic analysis and exact solutions of nonlinear 
spinor equations," Author's Abstract of Thesis, Inst. Matematiki AN Ukr 
SSR, Kiev (1987). 

Additional References 

1'. A.A.Belavin, A.M.Polyakov, A.S.Schawartz, and Yu.S.Tyupkin, "Pseudopar­
tide solutions of the Yang-Mills equations," Phys. Lett. B, 59, No.1, 85-87 
(1975). 

2'. H.Boerner, Representations of Groups, North-Holland, Amsterdam (1970). 
3*. A.V.Dorodnizin, I.V.Knyazeva, and S.RSvirshchevski, "Group properties of 

the heat equation with a source in two and three dimensions," Differential 
Uravneniya, 19, No.7, 1215-1224 (1983). 

4'. V.de Alfaro, S.Fubini, and G.Furlan, "A new classical solution of the Yang­
Mills field equations," Phys. Lett. B, 65, No.2, 163-166 (1976). 

5*. V.M.Fedorchuk, "On reduction and some exact solutions of Nonlinear Equa­
tions of Mathematical Physics," Inst. Matematiki AN Ukr SSR, Kiev, 1987, 
p.73-76. 

6*. I.M.Fedorchuk, "On some exact solutions of the relativistic Hamilton equa­
tions," Ibid., p. 76-79. 

7'. W.I.Fushchich, "How to extend the symmetry of differential equations," 
Ibid., p. 4-16. 

8 *. W.I.Fushchich and I.A.Egorchenko, "On symmetry properties of nonlinear 
complex wave equations," Dokl. AN SSSR, 298, No.2, 347-351 (1988). 



References 423 

9*. W.I.Fushchich,V.M.Fedorchuk, and I.M.Fedorchuk, "The subgroup struc­
ture of the generalized Poincare group and exact solutions of some nonlinear 
wave equations," Preprint. Inst Matematiki AN Ukr SSR, No. 86.27, Kiev 
(1986). 

10*. W.I.Fushchich and N.I.Serov, "On some exact solutions of the three-dimen­
sional nonlinear Schr6dinger equation," J. Phys. A, 20, No. 16, L929-L933 
(1987). 

11*. W.I.Fushchich and R.Z.Zhdanov, "On some exact solutions of the three­
dimensional nonlinear differential equations for spinor and vector fields," J. 
Phys. A: Math. and Gen., 20, No. 13,4173-4190 (1987). 

12*. W.I.Fushchich and R.Z.Zhdanov, "On generalization of the method of sepa­
ration of variables for systems of linear differential equations," in: Symmetry 
and Exact Solutions of Nonlinear Equations of Mathematical Physics, Inst. 
Matematiki AN Ukr SSR, Kiev, 1987, p. 17-22. 

13*. W.I.Fushchich and R.Z.Zhdanov, "On the reduction and some exact solution 
of the nonlinear Dirac and Dirac-Klein-Gordan equations," J. Phys. A: 
Math. and Gen., 21, No.1, L5-L9 (1988). 

14*. W.I.Fushchich and R.Z.Zhdanov, "Symmetry and some exact solutions of 
the nonlinear Dirac equation," Fizika Elementar. Chastits i Atom. Yadra, 
19, No.5, (1988). 

15*. A.M.Grundland and J.A.Thszynski, " Symmetry breaking and bifurcation 
solutions in the classical complex ljJ6 field theory," J. Phys. A: Math, and 
Gen., No 19, 6243-6258 (1987). 

16*. E.G.Kalnins, Separation of Variables for Riemannian Spaces of Constant 
Curvature, John Wiley and Sons, Inc., New York (1986). 

17*. B.G.Konopelchenko, Nonlinear Integrable Equations, in: Lecture Notes in 
Physics, 270, (1987), Springer-Verlag, Berlin. 

18*. Logunov A.A., Lecture notes on Relativity and Gravitation, The Modern 
Consideration of the Problem, Nauka, Moscow (1987). 

19*. Yu.A.Mitropolsky and M.W.Schulga, "Asymptotic and exact solutions of 
multidimensional equation of the Schr6dinger type," Ukr. Mat. Zhurn., 39, 
No.6, 744-751 (1987). 

20*. Yu.A.Mitropolsky and M.W.Schulga, "Asymptotic solutions of multidimen­
sional nonlinear wave equation," Dokl. AN SSR, 295, No.1, 30-33 (1987). 

21 *. C.Rogers, W.F.Shadwick, Backlund transformations and their Applications, 
Academic Press, New York (1982). 

22*. L.R.Ryder, Quantum Field Theory, Cambridge University Press, Cambridge 
(1985) 

23*. N .I.Serov, "On solution of Riccati equations" in: Algebraic-Theoretic Stud­
ies in Mathematical Physics Problems, Inst. Matematiki AN Ukr SSR, Kiev 
1983, p. 59-62. 

24*. W.M.Shtelen, "On a method of constructing exact solutions of multidimen­
sional linear differential equations," in: Symmetry and Exact Solutions of 



424 References 

Nonlinear Equations of Mathematical Physics, Inst. Matematiki AN Ukr 
SSR, Kiev 1987, p. 31-36. 

25*. P.Winternitz, A.M.Grundland, and J.A.Tuszynski, "Exact solutions of the 
multidimensional classical fjJ6 field equations obtained by symmetry reduc­
tion," J. Math. Phys., 28, No.9, 2194-2212 (1987). 

26*. J.Wei and E.Norman, "Lie algebraic solutions of linear differential equa­
tions," J. Math. Phys., 4, No.4, 575-581 (1963). 

27*. J.Wei and E.Norman, "On global representation of the solutions of linear 
differential equations as a product of exponentials," Proc. Amer. Math. Soc., 
15, No.2, 327-334 (1964). 

28 *. F. Wolf, "Lie algebraic solutions of linear Fokker-Planck equations," J. Math. 
Phys., No.2, 305-307 (1988). 

29*. RZ.Zhdanov, "On nonlinear spinor equation admitting infinite-dimensional 
symmetry group," in: Symmetry and Exact Solutions of Nonlinear Equa­
tions of Mathematical Physics, Inst. Matematiki AN Ukr SSR, Kiev, 1987, 
p. 44-47. 

30*. W.I.Fushchich and RZ.Zhdanov, "On some exact solutions of nonlinear 
d'Alembert and Hamilton equations," Preprint. Institute for Mathematics 
and Applications, University of Minnesota, 5p. (1988). 

31*. W.I.Fushchich and RZ.Zhdanov, "Symmetry and exact solutions of nonlin­
ear spinor equations," Phys. Reports, 172 No.4, 123-174 (1989). 

32*. W.I.Fushchich and Barannik L.F., "On continuous subgroups of the gener­
alized Schrodinger group," J. Math. Phycs., 30, Nl, (1989). 

33*. Jackiw R, "Introduction in scale symmetry," Physics Today, 25, Nl, 23-33 
(1972). 

34*. Kastrup H.A., "Position operators, gauge transformations and the conformal 
group," Phys. Rev., 143, No.4, 1021-1028 (1966). 

35*. Tajiri M., "Similarity reductions of the one and two dimensional nonlin­
ear Schr6dinger equation," J. of the Physical Society of Japan, 52, No.7, 
1908-1917 (1983). 

36*. Tajiri M., "On N-soliton solutions of coupled Higgs field equation," Ibid., 
52, No.7, 2277-2280 (1983). 

37*. Tajiri M., "N -soliton solutions of the two- and three-dimensional nonlinear 
Klein-Gordon equations," Ibid., 53, No.4, 1221-1228 (1984). 

38*. Gagnon Land P.Winternitz, "Lie symmetries of a generalized nonlinear 
Schrodinger equation. 1. The Symmetry group and its subgroups," J. Phys. 
A: Math. and Gen., 21, No.7, 1493-1511 (1988). 

39*. D.David, D.Levi, and P.Winternitz, "Backlund transformations and infinite­
dimensional symmetry group of the Kadomtsev-Petviashvili equation," Phys. 
Lett., B, 118, No.8, 380-384 (1986). 

40*. T.Cazenave and F.Weissler, "The Cauchy problem for the nonlinear Schr6-
dinger equation in H," Mannuscr. Math., 61, No.3, 477-494 (1988). 

41*. T.Cazenave, "Uniform estimates for solutions of nonlinear Klein-Gordon 
equations," J. Flmct. AnaL, 60, No.1, 36-55 (1985). 



References 425 

42*. W.I.Fushchich and I.A.Egorchenko, "Differential invariants of the Galilei 
group," Dokl. AN Ukr SSR, No.4 (1989). Sel. A. 29-32. 

43*. W.I.Fushchich and LA.Egorchenko, "Differential invariants of the Poincare 
group," Dokl. AN Ukr SSR, No.5 (1989), Ser. A. 46-53. 

44*. W.I.Fushchich, N.I.Serov, and V.I.Chopik, "Conditional invariance and non­
linear heat equations," Ibid., Ser. A., No.9, 17-20 (1988). 

45*. W.I.Fushchich and N.I.Serov, "Conditional invariance and exact solutions of 
nonlinear acoustic equation," Ibid., Ser. A., No. 10, 27-31 (1988). 

46*. Symmetry analysis and solutions of equations of mathematical physics, Kiev: 
Inst. of Mathematics (1988). 

47*. A.A.Samarsky, V.A.Galaktionov, S.P.Kurdumov, and A.P.Mikhailov, Regime 
with Sharpening in Quasilinear Parabolic Problems, Nauka, Moscow (1987). 

48*. R.K.Dodd, J.C.Eilbeck, J.D.Gibbon, and H.C.Morris, Solitons and Nonlin­
ear Wave Equations, Academic Press Inc., London (1984). 

49*. V.A.Marchenko, Nonlinear Equations and Operator Algebras, Naukova Dum­
ka, Kiev (1986). 

50*. V .P.Maslov, V .H.Danilov, and K.A.Volosov, Mathematical Analogue of Heat 
and Mass Conduction. Evolution of Dissipative Structures, Nauka, Moscow 
(1987). 

51 *. V.A.Yatsun, "0 (4)-invariant solutions of Yang-Mills theory with scalar field," 
Teoret. i Mat. Fizika, 68, No.3, 392-400 (1986). 

52*. V.A.Yatsun, "On quasi-self-dual fields in N = 4 supersymmetric Yang­
Mills," Lett. Math. Phys., 15, No.1, 7-11 (1988). 

53*. H.D.Doebner, J.D.Henning (Eds.) Differential Geometric Methods in The­
oretical Physics. Proceedings of the 15-th International Conference, 1987. 
Singapore, World Scientific. 

54*. E.A.Tagirov,I.T.Todorov, "A geometric approach to the solutions of con­
formal invariant nonlinear field equations," Acta Physica Austriaca, 51, No. 
2, 135-148 (1979). 

55*. J.Sniatycki, "Geometric quantization and quantum mechanics," Berlin, 
Springer-Verlag (1980). 

56*. N .I.Serov, "Conditional invariance and exact solutions of nonlinear heat 
equation," Ukr. Math. J., 42 No. 10, 1370-1376 (1990). 

57*. W.I.Fushchich and V.I.Chopik, "Conditional invariance of the nonlinear 
Schrodinger equation," Dokl. AN USSR (Ukraine), No.4, 30-33 (1990). 

58*. W.I.Fushchich and V.I.Chopik, and P.I.Mironyuk, "Conditional invariance 
and exact solutions of three-dimensional nonlinear acoustic equations," Ibid., 
No.9, 25-28 (1990). 

59*. W.I.Fushchich, "On a generalization of Lie's method," in: Theoretic-Al­
gebraic analysis of equations of mathematical physics, Kiev: Institute of 
Mathematics, 1990, p.4-11. 

60*. W.I.Fushchich, R.Z.Zhdanov, and I.V.Revenko, "Compatibility and solu­
tions of nonlinear d'Alembert and Hamilton equations," Preprint 90.30: In­
stitute of Mathematics, Kiev, 1990, p. 65. 



426 References 

61*. W.I.Fushchich and W.M.Shtelen, "Merons and Instantons as products of 
selfinteraction of the Dirac-Giirsey spinor field," J. Phys. A: Math. Gen. 23, 
No. 10, L.517-520 (1990). 

62*. W.l.Fushchich and W.M.Shtelen, "On approximate symmetry and approx­
imate solutions of nonlinear wave equation with a small parameter," Ibid., 
22, No. 16, L887-L890 (1989). 

63*. W.I.Fushchich, W.M.Shtelen, and S.L.Slavutsky, "Reduction and exact so­
lutions of the Navier-Stokes equations," Ibid., 24, No.5, 971-984 (1991). 

64*. W.I.Fushchich, W.M.Shtelen, and S.L.Spichak, "On the connection between 
solutions of Dirac and Maxwell equations, dual Poincare invariance and su­
peralgebra of invariance solutions of nonlinear Dirac equations," Ibid., 24, 
1683-1698 (1991). 

65*. W.M.Shtelen, "On connection between solutions of Dirac and Maxwell equa­
tions," In: Symmetry and solutions of equations of mathematical physics, 
Kiev, Institute of Mathematics, 110-113 (1989). 

66*. N.H.Ibragimov, "On invariance of Dirac equation," Dokl. AN USSR, 185, 
No.6, 1225-1228 (1969). 

67*. K.Ljoje, "Some remarks on variational formulations of physical fields," Fort­
schr. Phys., 36, No.1, 9-32 (1988). 

68*. W.l.Fushchich and R.M.Cherniha, "Galilei-invariant nonlinear equations of 
Schrodinger type and their exact solutions I," Ukrain. Math. J. 41, No. 10, 
1349-1357 (1989). 

69*. W.l.Fushchich and R.M.Cherniha, Id. II, Ibid., 41, No. 12, 1687-1694 (1989). 
70*. W.l.Fushchich and A.G.Nikitin, "On new symmetries and conservations laws 

of elastic wave equation," Dokl. AN USSR, 304, No.2, 333-335 (1989). 
71*. P.Sorba, "The Galilei group and its connected subgroups," J. Math. Phys., 

11, No.6, 941-953 (1976). 
72*. W.I.Fushchich, W.M.Shtelen, and R.E.Popovich, "On reduction of the Navier­

Stokes equations to linear heat equations," Dokl. AN Ukraine, No.2, 23-30 
(1992). 

73*. R.Z.Zhdanov, "Symmetry and exact solutions of nonlinear Galilei-invariant 
equations for spinor filed," Ukrain. Math. J., 43, No.4, 496-503 (1991). 

74*. S.P.Lloyd, "The infinitesimal group of the Navier-Stokes equations," Acta 
Mechanica, 38, No. 1-2, 85-98 (1981). 

75*. H.Bateman and A.Erdelyi, "Higher transcendental functions," vol. 3, Mc­
Graw-Hill: New York p. 299 (1955). 

76*. W.M.Shtelen and V.l.Stogny, "Symmetry properties of one- and two-dimen­
sional Fokker-Planck equations," J. Phys. A: Math. Gen., 22, L539-543 
(1989). 

77*. C.W.Gardiner, Handbook of Stochastic Methods, Berlin: Springer (1985). 
78*. M.Kimura, "Diffusion Models in population genetics," J. Appl. Probab., 1, 

No.2, 178-230 (1964). 
79*. M.Suzuki, "Decomposition formulas of exponential operators and Lie ex­

ponentials with some applications to quantum mechanics and statistical 



References 427 

physics," J. Math. Phys., 26, No.4, 601-612 (1985). 
80'. G.Cicogna and D .Vitali, "Generalized symmetries of Fokker-Plank-type equa­

tions," J. Phys. A: Math.Gen., 22, No. 11, L453-456 (1989). 
81*. W.M.Shtelen, "On group method of linearization of Burger's equation," 

Math. Phys. and Nonlinear Mechanics (Kiev), 11(45}, 89-91 (1989). 
82*. M.M.Serova and N .I.Serov, "Nonlinear Schrodinger equation for particle 

with variable mass invariant under the Galilei group," Depon. VINITI 03.11. 
1986, No. 7517-B86. 

83*. W.I.Fushchich and N .I.Serov, "Conditional symmetry and exact solutions of 
the Boussinesq equation," in: "Symmetry and exact solutions of equations 
of mathematical physics," Kiev: Institute of Mathematics, 95-102 (1989). 

84*. P.A.Clarkson and M.D.Kruskal, "New similarity reductions of the Boussi­
nesq equation," J. Math. Phys., 30, No. 10, 2201-2213(1989). 

85*. D.Levi and P.Winternitz., "Non-classical symmetry reduction: example of 
the Boussinesq equation," J. Phys. A: Math.Gen., 22, No. 15, 2915-2924 
(1989). 

86*. W.I.Fushchich and R.Z.Zhdanov, "On some new exact solutions of the non­
linear d'Alembert-Hamilton system," Phys. Lett. A, 141, No. 3-4, 113-115 
(1989) 

87*. W.I.Fushchich and A.G.Nikitin, "Symmetry of Equations of Quantum Me­
chanics," Moscow: Nauka, p. 400 (1990). 

88*. W.M.Shtelen, "On integrodifferential nonlinear equations for scalar field," 
In: Symmetry analysis and solutions of equations of mathematical physics," 
Kiev: Institute of Mathematics, 22-26 (1988). 

89*. W.M.Shtelen, "On solutions of the Schrodinger equation invariant under the 
Lorentz algebra," In: Theoretic-algebraic analysis of equations of mathemat­
ical physics, Kiev: Institute of Mathematics, 109-112 (1990). 

90*. W.I.Fushchich and N.I.Serov, "Conditional symmetry and reduction of non­
linear heat equation," Dokl. AN Ukrain.SSR, No.7, 24-28 (1990). 

91*. W.I.Fushchich, N.I.Serov, and T.K.Amerov, "Conditional invariance of the 
heat equation," Ibid., No. 11, 16-21 (1990). 

92*. W.I.Fushchich, N.I.Serov, and T.K.Amerov, "Conditional symmetry of gen­
eralized Korteweg-de Vries equation," Ibid., No. 12,20-23 (1991). 

93*. W.I.Fushchich and P.I.Mironyuk, "Conditional symmetry and exact solutions 
of nonlinear acoustic equations," Ibid., No.6, 12-16 (1991). 

94*. W.I.Fushchich, N.I.Serov, and V.K.Repeta, "Conditional symmetry and ex­
act solutions of nonlinear wave equation," No.5, 29-34 (1991). 

95*. W.I.Fushchich, N.I.Serov, and V.K.Repeta, "Exact solutions of one-dimen­
sional equations of gas dynamics and nonlinear acoustics," No.8, 15-20 
(1991). 

96*. W.I.Fushchich, N.I.Serov, and V.K.Repeta, "Non-Lie symmetry and exact 
solutions of one-dimensional equations of gas dynamics," No. 11, (1991). 

97*. R.Z.Zhdanov and A.Yu.Andreyzev, "On non-Lie reduction of Galilei-invar­
iant spinor equations," Ibid., No.7, 8-11 (1990). 



428 References 

98*. W.LFushchich and R.Z.Zhdanov, "Non-Lie ansatze and exact solutions of 
nonlinear spinor equation," Ukrain. Math. J., 42, No.7, 958-962 (1990). 

99*. M.M.Serova, "Conditional invariance of the Boussinesq equation under the 
Galilei algebra," in: Symmetry analysis and solutions of equations of math­
ematical physics, Kiev: Institute of Mathematics, 92-94 (1988). 

100*. W.l.Fushchich and N .LSerov, "On conditional invariance of d' Alembert, Li­
ouville, Born-Infeld, and Monge-Ampere equations under the conformal al­
gebra," Ibid., 98-102. 

101 *. M.M.Serova, "On some conditionally invariant solutions of equations of 
mathematical physics," Kiev: Institute of Mathematics, 71-73 (1989). 

102*. N.LSerov, "On some conditionally invariant solutions of the Born-Infeld 
equations," Ibid., 74-76. 

103*. V.LChopik, "Conditional invariance of the Schrodinger equation with a real 
nonlinearity," Ibid., 108-109. 

104*. T .K.Amerov, "On conditional invariance of nonlinear heat equation," in: 
Theoretic-algebraic anaylsis of equations of mathematical physics, Kiev: In­
stitute of Mathematics, 12-14 (1990). 

105*. V.K.Repeta, "On some conditionally invariant solutions of nonlinear wave 
equation," Ibid., 61-64. 

106*. V.l.Chopik and P.l.Mironyuk, "Conditional invariance and reduction of the 
two-dimensional Khohlov-Zabolotskaya equation," Ibid., 107-109. 

107*. N .1.Serov, "Conditional invariance of the nonlinear polywave equation under 
the conformal algebra," Ibid., 65-66. 

108*. W.I.Fushchich and N.I.Serov, "Conditional symmetry of nonlinear wave 
equation," Ukrain. Math. J., (1992). 

109*. W.I.Fushchich and I.A.Yegorchenko, "Non-Lie ansatze and conditional sym­
metry of nonlinear Schrodinger equation," Ibid., N12, 1620-1628 (1991). 

110*. W.I.Fushchich and I.A.Yegorchenko, "The symmetry and exact solutions of 
the nonlinear d'Alembert equation for complex fields," J. Phys. A: Math. 
Gen., 22, 2643-2652 (1989). 

111 *. W.I.Fushchich and W.M.Shtelen, "Are Maxwell's equations invariant under 
the Galilei transformations?" Dokl. AN Ukrain.SSR, No.3, 23-27 (1991). 

112*. W.I.Fushchich, A.S.Galizin, and A.S.Polubinsky, "New mathematical model 
of diffusion processes with final rate," Ibid., No.8, 22-27 (1988). 

113*. LO.Parasyuk and W.I.Fushchich, "Qualitative analysis of bounded solutions 
of nonlinear three-dimensional Schrodinger equation," Ukrain. Math. J., 42, 
No. 10, 1344-1349 (1990). 

114*. W.I.Fushchich and V.V.Kornyak, "Computer algebra applications for de­
termining Lie and Lie-Backlund symmetries of differential equations," J. 
Symbolic Computation, 7,611-619 (1989). 

115*. W.I.Fushchich and Yu.N.Segeda, "On new invariance algebra of the free 
Sch6dinger equation," Dokl. AN USSR, 232, No.4, 800-801 (1977). 

116*. W.LFushchich and I.O.Parasyuk, "Qualitative analysis of families of con­
strained solutions of the multidimensional nonlinear Schr6dinger equation," 



References 429 

Ukrain. Math. J., 43, No.6, 821-829 (1991). 
117*. Yu.A.Mitropolsky and M.W.Shulga, "Approximate symmetry of the nonlin­

ear heat equation," Ibid., 43, No.6, 833-837 (1991). 
118*. W.I.Fushchich, V.A.Tychinin, and N.I.Serov, "Formula of generation of so­

lutions of the Korteweg-de Vries equation," Ukrain. Math. J., No.5, (1992). 
119*. W.I.Fushchich and V.A.Tychinin, "Exact solutions and principle of superpo­

sition for nonlinear wave equation," Dokl. AN Ukrain.SSR, A, No.5, 32-36 
(1990). 

120*. C.Rogers and W.F.Ames, Nonlinear Boundary Value Problems in Science 
and Engineering, Acad. Press Boston (1989). 

121*. P.L.Sachdev, Nonlinear Diffusive Waves, Cambridge University Press (1987). 
122*. W.I.Fushchich, RZ.Zhdanov, and I.A.Yegorchenko, "On the reduction of 

the nonlinear multi-dimensional wave equations and compatibility of the 
d'Alembert-Hamilton system," J.Math.Ana!'App!., 161, No.2, 352-360 (1991). 

123*. W.H.Steeb and J.A.Louw, "Parametrically driven Sine-Gordon equation and 
Painleve test," Phys.Lett., A113, 61-62 (1985). 

124*. RSechadri and T.Y.Na, Group Invariance in Engineering Boundary Value 
Problems, Springer-Verlag, New York, 1985. 

125*. D.David, N.Kamran, D.Levi, and P.Winternitz, "Symmetry reduction for 
the Kadomtsev-Petviashvili equation using a loop algebra," J.Math.Phys., 
271225-1237 (1986). 

126*. W.H.Steeband and N.Euler, Nonlinear Evolution Equations and Painleve 
Test, World Scientific Pub!. Co., Singapore (1988). 

127*. W.I.Fushchich, N.I.Serov, and T.K.Amerov, "On nonlocal ansatze for a non­
linear one-dimensional heat equation," Dokl. AN Ukraine, No.1, 26-30 
(1992). 

128*. I.A.Yegorchenko and A.I.Vorobieva, "Conditional symmetry and exact solu­
tions of the Klein-Gordon-Fock equation," Ibid., No.1, 19-22 (1992). 

129*. W.I.Fushchich, "Conditional symmetry of equations of nonlinear mathemat­
ical physics," Ukrain. Math. J., No. 11, 1456-1470 (1991). 

130*. W.I.Fushchich, RZ.Zhdanov, and I.V.Revenko, "The general solution of 
coupled nonlinear wave and eikonal equations," Ibid. No. 11, 1471-1487 
(1991). 

131*. G.W.Bluman and J.D.Cole, "The general similarity solution of the heat 
equation," J. Math. Mechan., 18, No. 11, 1025-1042 (1969). 

132*. G.M.Webb, "Lie symmetries of coupled nonlinear Burgers-heat equation sys­
tem," J. Phys. Math.: Math. Gen., 23, No. 17, 3885-3894 (1990). 

133*. G.Rosen, "Nonlinear heat equation in solid H2 ," Phys. Rev. B, 19, No.4, 
2398-2399, (1979). 

134*. G.W.Bluman and S.Kumei, "On the remarkable nonlinear diffusion equation 

00 [a(u + b)-2 0U ] - ou = 0," J. Math. Phys., 21, No.5, 1019-1023 (1980). 
x ox ot 

135 *. J .RKing, "Some non-local transformations between nonlinear diffusion equa­
tion," J. Phys. A: Math. Gen. 23, 5441-5464 (1990). 



430 References 

136*. W.I.Fushchich and R.Z.Zhdanov, Nonlinear Spinor Equation: Symmetry 
and Exact Solutions, Naukova Dumka, Kiev (1992). 

137*. W.I.Fushchich and R.Z.Zhdanov, "On the non-Lie reduction of the nonlinear 
Dirac equation," J. Math. Phys., 32, No. 11,3315-3318 (1991). 

138*. R.Z.Zhdanovand W.I.Fushchich, "On non-Lie symmetry of a Galilei invari­
ant equation for particle with spin s = 1/2," Teoret. i Mat. Fizika, 89, No. 
3,413-419 (1991). 

139*. W.I.Fushchich, L.F.Barannik, and A.F.Barannik, Subgroup Analysis of the 
Galilei and Poincare Groups and Reduction of Nonlinear Equation, Naukova 
Dumka, Kiev (1991). 

140*. W.I.Fushchich, "The symmetry and exact solutions of multi-dimensional 
nonlinear spinor equations," Proceedings of the annual seminar of the Cana­
dian Math. Soc.: Lie theory, differential equations and representation the­
ory, 161-170 (1989). 

141'. A.F.Barannik, V.A.Marchenko, and W.I.Fushchich, "On reduction and ex­
act solutions of the nonlinear Schrodinger equation," Teoret. i Mat. Fizika, 
87, No.2, 220-233 (1991). 

142*. M.Torrisi and M.V.Lalicata, "Some similarity solutions for hyperelastic half 
space with finite deformations," Inter. Jour. Non-linear Mechanics, 26, No. 
1,15-23 (1991). 

143*. W.I.Fushchich, "New nonlinear equations for electromagnetic field having 
the velocity different from c," Dokl. AN Ukraine, No.4, 16-19 (1992). 

144*. J.Beckers, L.Gagnon, V.Hussin, and P.Winternitz, "Nonlinear differential 
equations and Lie superalgebras," Lett. Math. Phys., 13, No.2, 113-120 
(1987). 

145*. F.Magri, "Equivalence transformations for nonlinear evolution equations," 
J. Math. Phys., 18, No.7, 1405-1411 (1977). 



Acoustic nonlinear equations 333, 
345 

anstatz xiv, 16, 18, 56 
conform ally invariant - 87 
E(l, 3)-inequivalent-for scalar 

field 150, 151 
G(1,3)-inequivalent-205 
G( 1,3)-inequivalent--eodimen­

sion 1 for spinor field 255 
G(1,3)-inequivalent-codimen­

sion 1 for the Navier-Stokes 
field 261 

pel, 2)-inequivalent-for scalar 
field 20, 21 

P(1,3 )-inequivalent-for spinor 
field 58; in covariant form 

66 
P(1,3)-inequivalent-for vector 

field 69 
P(l, 3)-inequivalent-for spin or 

field 71 
Sch(1,3)-inequivalent-20l 
Sch(1,3)-inequivalent-for a 

complex scalar field 177, 
182 

approximate Galilei invariance 355 
approximate symmetry 360 

Backlund transformations 278 
basis elements of 

AE(1,3) for vector field 250 
AC(1,3) for field of arbitrary 

spin 79 
AE(1, n) for scalar field 147, 

148, 349 
AG(l, n) for scalar field 164, 

165 

Index 

AG(1,3) for field of arbitrary 
spin 200,208-212,216,217 

AG(1,3) for spinor field 254 
AG(1,3) for Navier-Stokes 

field 260 
AP(l, n) for scalar field 1, 4 
AP(l, n) for vector field 52 
AP(1,3) for spinor field 57 
ASch(1,3) for field of arbitrary 

spin 200 
ASch(1,3) for scalar field 163, 

167 
ASch(1,3) for spinor field 228 

Bernoulli equation 45, 153, 161 
Bernoulli numbers 301 
Bessel equation 68, 138, 269 
-functions 68, 77, 138, 269, 358 
bispinor densities 92 
-(Fierz-Pauli) identities 93 
Born-Infeld equation 121, 332 
Boussinquesq equation 188, 340, 

347 
Burger's equation 278-280 

Campbell-Baker-Hausdorf (CBH) 
formula 300, 368, 373 

characteristic function 8 
classical electrodynamics 117 
commutant series 382 
conditional symmetry xvi, xvii, 

326 
Y-conditional invariance 328 

conformal degree 79,80-operator 
10, 89-scalar field; 89-spinor field; 
52-vector field; 79-arbitrary spin 
field; 130-Yang-Mills field 

431 



432 

conformal symmetry (invariance) 
xi, 6, 10, 13, 14, 27, 78 

conformal transformations xvi, 27, 
78, 83(field of arbitrary spin); 84 
(spin or f.); 85 (scalar f.); 85 
(vector f.); 85, 86 (tensor f.); 130 
(Yang-Mills f.) 

contact symmetry 7-10 
-of eikonal equations 9, 10 
-of Hamilton-Jacobi equations 186 
-transformations 7-9, 186, 187 
Darboux equation 231 

nonlinear-25, 158 
Dirac equation xi, 55, 68, 146, 

289,306,310,357 
massless-89, 141 
nonlinear-55, 70, 348 

Dirac-Giirsey equation 56, 80, 
93, 96, 135 

Dirac-Heisenberg equation 56 
generalized-93, 95 

Dirac-Heisenberg-Thirring 
equation 112 

Dirac matrices 55 
differential invariants of 

AP(l, n) 387; AP(l, n) 387; 
AC(I,n) 388;AG(1,n) 389; 

AG(1, n) 389; ASch(l, n) 389 
dual Poincare invariance 141, 145, 

146 
dual spacetime symmetry 307,356 

Eikonal equations xi, 3, 6, 10, 
35,80,332,346 

elliptic functions 28, 34, 126, 135, 
138, 364 

Emden-Fowler equation 22, 23, 178 
Euler eq. 46 
Euler-Lagrange-Born-Infeld (ELBI) 

eq. 5, 40, 282, 332, 347 
nonrelativistic counterpart 

of-188 
Equation(s) 

Index 

Abel of second kind 140 
d'Alembert-Hamilton xvii, 17, 

67, 344, 347, 361, 362, 393 
accoustic 333, 345 
Bernoulli 45, 153, 161 
Bessel 68, 138, 269 
Born-Infeld 121, 332 
Boussinesq 188, 340, 347 
Burger's 278-280 
classical electrodynamics 117 
continuity 80 
Darboux 231, 25, 158 (nonlinear) 
Dirac xi, 55, 68, 146, 298, 306, 

310, 357 
massless-89, 141 
nonlinear-55, 70, 348 

Dirac-Giirsey 56, 80, 93, 96, 135 
generalized-80, 96 

Dirac-Heisenberg 56 
generalized 93, 95 

Dirac-Heisenberg-Thirring 112 
eikonal xi, 3, 5, 10, 35, 80, 346 
Emden-Fowler 22, 23, 178 
Euler 46 
Euler-Langrage-Born-Infeld 

(ELBI) 5, 40, 187, 282, 332, 
347 

nonrelativistic-188 
Fokker-Planck 193, 383 
gas dynamics 229, 338, 348 
-for isochoric process 241 
-for polytropic process 235 
Hagen-Herley 211 

nonlinear generalization 215 
Hamilton xi, 3, 5, 35, 80 
Hamilton-Jacobi xi, 164, 165, 

182, 249, 274, 330, 337, 338 
heat x, 163, 172, 181, 194, 195, 

197, 275, 278, 328, 358, 385 
nonlinear 163, 328-331, 347 

Helmholtz 110 
integrodifferential 319 
Kadomtsev-Petviashvili 347 
Khohlov-Zabolotskaya 345 



Index 

Killing 6, 54 
Klein-Gordan 356 
Korteweg-de Vries 283, 286 

generalized 347 
Kramers 195 
Lagrange-Euler 18, 59, 150 
Lame 128, 250, 335 
Laplace 78,274,330,338 
Legendre 26 
Levi-Leblond 210, 215, 225, 258 
Lie 8, 186, 299 
linear xiii, xiv, 88, 297,328 
Liouville 3, 28, 280, 344 
Maurer-Cartan 379,380 
Maxwell x, xi, xvi, 80, 90, 91, 

117, 141, 298, 353 
-for vector potential 80, 90, 

126, 131 
Monge-Ampere xi, 5,47, 174, 

187,282,344 
Navier-Stokes 260, 339 
Ornstein-Uhlenbeck 193 
Penleve 34 
Poisson 141 
polywave 10,80 
Proca (Galilei invariant) 210 
poseudodifferential 14 

quantum electrodynamics 
102,111 

two-dimensional-112, 115 
quasirelativistic 348 
Riccati 152, 154, 155, 159, 

283,284 
Schrodinger 167, 199, 358 

nonlinear 168-170, 176, 348 
Van der Pol 323 
wave x, 10, 89, 142, 181, 252, 

362 
nonlinear-xv, xvii, 1,3, 16, 

21,32,80,96,133,134,277, 
345,346,348,360,366 
with interaction 51 

Weyl 80,91 
Whittaker 269-272 

433 

Yang-Mills 96, 129 
extended group: Euclidean 25, 147; 

Galilei 200; Poincare 16, 70 

Fierz-Pauli identities 93 
Fokker-Planck equation 193,383 
''fusion'' method 56 

Galilei algebra 164, 165 (scalar 
representation); 200, 208-212, 216, 
217 (arbitrary spin representation); 
254 (spinor representation) 

Galilei invariant PDEs 163, 215; 
254 (for spinor field) 

Galilei generalization of Dirac 
equation 223 

Galilei relativistic principle 48, 120, 
169 

Galilei transformations 202, 213 
Galilei non local transformations 

307 (for Dirac equation); 355 (for 
Maxwell eq.); 351 (for 

quasirelativistic eq.) 
gas dynamics equations 229,337, 

347 
-for isochoric process 241 
-for polytropic process 235 
gauge group SU(2} 130 
gauge transformations for SU(2} 

Yang-Mills field 131 
generating solution xv, 18, 19, 64 

(by Poincare transformations); 27, 
83-86, 131 (by conformal 
transform.); 202 (by Schrodinger 
group transform.); 273 (for the 
Navier-Stokes field); 283 (nonlocal 
for KdV equation) 

Hagen-Herleyequation 211; 215 
(nonlinear generalization) 

Hamilton eq., xi, 3, 5, 35, 80 
Hamilton-Jacobi eq. xi, 164, 165, 

182,249,274,330,337,338 
Hausdorff formula 301, 306, 308, 



434 

310,350 
-continuous analog 382 
Hausdorff operator 301 
heat equation x, 163, 172, 181, 

194,195,197,275,278,328,358, 
385; nonlinear 163, 328-331, 

347 
Heisenberg ansatz 56, 67, 98 
Helmoltz equation 110 
hodograph transformation 278 
Hopf-Cole transformation 278 
t 'Hooft-Corrigan-Fairlie-Wilczek 

ansatz 96, 133, 134 

Ideal 383 
infinitesimal operator (IFO) xii, 

xiii, 2 
infinite-dimensional invariance 

group of one-dimensional gas 
dynamics eq. 231 

integral Fourier transformation 14, 
358 

integrodifferential equation 319 
invariance condition xii-xiv, 

326-328 
invariant variables of P(1, 2) 20; 

P(1,3) 58, 66; P(1, 3) 71; Sch(1,3) 
182; G(l, 3) 261, 262; G(I,3) 255; 
E(I,3) 151 

inversion 78 
inverse scattering method x, xvii 

Jacobi elliptic functions 28, 34, 
126, 135, 138, 364 

Jacobi identity 376 

Kadomtsev-Petviashvili eq. 347 
Kelvin transformation 78 
Khohlov-Zabolotskaya eq. 345 
Killing eq. 6, 54 
kink 128 
Klein-Gordon eq. 356 
Korteweg - de Vries eq. 283-286; 

generalized 347 
Kramers eq. 195 
Krilov-Bogolubov-Mitropolski 

method 324 

Lagrange-Euler eq. 18, 59, 150 
Lame eq. 128, 250, 335 
Lame functions 128, 342 
Laplace eq. 78,274,330,338 
Legendre eq. 26 

Index 

Levi-Leblond eq. 210, 215, 225, 258 
Lie algebra vii, 376 
Lie algorithm (method) x-xiv 
Lie equations 8, 186, 299 
Lie's theorems 376-381 
Lie-Backlund symmetry 312, 328 
linear PDEs xiii, xiv, 88, 297, 328 
Liouville eq. 3, 28, 280, 344 

Markovian processes 193 
Maurer-Cartan equations 379, 380 
maximal invariance group (algebra) 

in Lie's sense xi, xiii; 189-191 of 
Boussinesq eq.; 278 of Burger's eq.; 
144 of Dirac massless eq.; of Dirac 
eq. 57, 306; of eikonal eq. 6, 10; 
of ELBI eq. 41; of Fokker-Planck 
eq. 193; of gas dynamics eq. 235, 
241; of Hamilton-Jacobi eq. 183; of 
heat eq. 163, 278; of Kramers eq. 
195; of Lame eq. 250; of Liouville 
eq. 29, 30; of Maxwell eq. xvi, 327; 
of Monge-Ampere eq. 47; of 
Navier-Stokes eq. 263; of 
Ornstein-Uhlenbeck eq. 193; of 
quasirelativistic eq. 349; of 
Schrodinger eq. 167; of wave eq. 10 

Maxwell equations x, xi, xvi, 80, 
90,91, 117, 141, 298, 353 

-for vector potential 80, 90, 126, 
131 

meron 26, 134 
Minkowsky problem 47 



Index 

Monge-Ampere eq. xi 5 47 174 , , , , 
187, 282, 344 

Monge transformations 282, 283 

Navier-Stokes equations 260, 339 
non-Abelian solutions 136 
non-Lie ansatz 274, 328, 340 
non-Lie method xi, 250, 298,310 
nonlocal linearization 277 
nonlocal transformations 278, 297, 

307,350,353-357 

Operator of full differentiation (total 
derivative operator) xii 

Ornshtein-Uhlenbeck equation 193 

Pade approximants 363 
Pauli matrices 55 
Penleve eq. 34 
Poincare algebra 2, 369 
Poincare group xi, 64 
-transformations 64 
Poisson eq. 141 
polywave eq. 10, 80 
Proca Galilei invariant eq. 210 
projective Galilean transformations 

169 
projective transformations 199 

202, 213 ' 
prolongation of operator xii, 2 
pseudodifferential equation 14 
pseudodifferentialoperator 14, 358 

quantum electrodynamics equation 
102,111 

two-dimensional-112, 115 
quasirelativistic equation 348 

Rayleigh process 193 
Riccati equation 152 154 155 

159, 283, 284 ' , , 

Riemannian invarints 230-231 

435 

Separation of variables xv, xvi, 110 
scale transformations 15 91 199 , , , 

202 
Schrodinger algebra 200 
SchrOdinger equation 167, 199, 357 

nonlinear-168-170, 176, 348 
Schrodinger group 199, 200, 202 
solitary waves 128 
solvable Lie algebra 383 
splitting conditions 17, 57 
structure constants 376 
suba,!.gebras of AP(1,3) 58; of 

AP(l, 3) ~1, 368; of AG(1,3) 205, 
255; of AG(l, 3) 261, 262; of 
ASch(1,3) 181, 201 

superalgebra 145, 252, 385 
supergroup 253, 386 
symmetry anaylsis vii 

three-body problem 286 
topological index 135 
total derivative operator xii 

ungenerative solutions xv, 19, 88, 
94, 95, 104, 204, 226 

unitary field theory 56 

Van der Pol equation 323 

wave equation x, 10, 89, 142, 181, 
252,362 

nonlinear-xv, xvii, 1, 3, 16, 21, 
32,80,96,133,134,277,345, 
346,348,360,366 

-with interaction 51 
Weyl eq. 80 
Weyl field 91 
Whittaker eq. 269-272 

Yang-Mills equations 80, 96, 129 



<<

  /ASCII85EncodePages false

  /AllowTransparency false

  /AutoPositionEPSFiles true

  /AutoRotatePages /None

  /Binding /Left

  /CalGrayProfile (Gray Gamma 2.2)

  /CalRGBProfile (sRGB IEC61966-2.1)

  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)

  /sRGBProfile (sRGB IEC61966-2.1)

  /CannotEmbedFontPolicy /Error

  /CompatibilityLevel 1.4

  /CompressObjects /Off

  /CompressPages true

  /ConvertImagesToIndexed true

  /PassThroughJPEGImages true

  /CreateJobTicket false

  /DefaultRenderingIntent /Perceptual

  /DetectBlends true

  /DetectCurves 0.1000

  /ColorConversionStrategy /sRGB

  /DoThumbnails true

  /EmbedAllFonts true

  /EmbedOpenType false

  /ParseICCProfilesInComments true

  /EmbedJobOptions false

  /DSCReportingLevel 0

  /EmitDSCWarnings false

  /EndPage -1

  /ImageMemory 1048576

  /LockDistillerParams true

  /MaxSubsetPct 100

  /Optimize true

  /OPM 1

  /ParseDSCComments true

  /ParseDSCCommentsForDocInfo true

  /PreserveCopyPage true

  /PreserveDICMYKValues true

  /PreserveEPSInfo true

  /PreserveFlatness true

  /PreserveHalftoneInfo false

  /PreserveOPIComments false

  /PreserveOverprintSettings true

  /StartPage 1

  /SubsetFonts false

  /TransferFunctionInfo /Apply

  /UCRandBGInfo /Preserve

  /UsePrologue false

  /ColorSettingsFile ()

  /AlwaysEmbed [ true

  ]

  /NeverEmbed [ true

  ]

  /AntiAliasColorImages false

  /CropColorImages true

  /ColorImageMinResolution 150

  /ColorImageMinResolutionPolicy /Warning

  /DownsampleColorImages true

  /ColorImageDownsampleType /Bicubic

  /ColorImageResolution 150

  /ColorImageDepth -1

  /ColorImageMinDownsampleDepth 1

  /ColorImageDownsampleThreshold 1.50000

  /EncodeColorImages true

  /ColorImageFilter /DCTEncode

  /AutoFilterColorImages true

  /ColorImageAutoFilterStrategy /JPEG

  /ColorACSImageDict <<

    /QFactor 0.40

    /HSamples [1 1 1 1] /VSamples [1 1 1 1]

  >>

  /ColorImageDict <<

    /QFactor 0.76

    /HSamples [2 1 1 2] /VSamples [2 1 1 2]

  >>

  /JPEG2000ColorACSImageDict <<

    /TileWidth 256

    /TileHeight 256

    /Quality 15

  >>

  /JPEG2000ColorImageDict <<

    /TileWidth 256

    /TileHeight 256

    /Quality 15

  >>

  /AntiAliasGrayImages false

  /CropGrayImages true

  /GrayImageMinResolution 150

  /GrayImageMinResolutionPolicy /Warning

  /DownsampleGrayImages true

  /GrayImageDownsampleType /Bicubic

  /GrayImageResolution 150

  /GrayImageDepth -1

  /GrayImageMinDownsampleDepth 2

  /GrayImageDownsampleThreshold 1.50000

  /EncodeGrayImages true

  /GrayImageFilter /DCTEncode

  /AutoFilterGrayImages true

  /GrayImageAutoFilterStrategy /JPEG

  /GrayACSImageDict <<

    /QFactor 0.40

    /HSamples [1 1 1 1] /VSamples [1 1 1 1]

  >>

  /GrayImageDict <<

    /QFactor 0.76

    /HSamples [2 1 1 2] /VSamples [2 1 1 2]

  >>

  /JPEG2000GrayACSImageDict <<

    /TileWidth 256

    /TileHeight 256

    /Quality 15

  >>

  /JPEG2000GrayImageDict <<

    /TileWidth 256

    /TileHeight 256

    /Quality 15

  >>

  /AntiAliasMonoImages false

  /CropMonoImages true

  /MonoImageMinResolution 1200

  /MonoImageMinResolutionPolicy /Warning

  /DownsampleMonoImages true

  /MonoImageDownsampleType /Bicubic

  /MonoImageResolution 600

  /MonoImageDepth -1

  /MonoImageDownsampleThreshold 1.50000

  /EncodeMonoImages true

  /MonoImageFilter /CCITTFaxEncode

  /MonoImageDict <<

    /K -1

  >>

  /AllowPSXObjects false

  /CheckCompliance [

    /PDFA1B:2005

  ]

  /PDFX1aCheck false

  /PDFX3Check false

  /PDFXCompliantPDFOnly false

  /PDFXNoTrimBoxError true

  /PDFXTrimBoxToMediaBoxOffset [

    0.00000

    0.00000

    0.00000

    0.00000

  ]

  /PDFXSetBleedBoxToMediaBox true

  /PDFXBleedBoxToTrimBoxOffset [

    0.00000

    0.00000

    0.00000

    0.00000

  ]

  /PDFXOutputIntentProfile (sRGB IEC61966-2.1)

  /PDFXOutputConditionIdentifier ()

  /PDFXOutputCondition ()

  /PDFXRegistryName ()

  /PDFXTrapped /False



  /CreateJDFFile false

  /Description <<

    /ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>

    /BGR <FEFF04180437043F043E043B043704320430043904420435002004420435043704380020043D0430044104420440043E0439043A0438002C00200437043000200434043000200441044A0437043404300432043004420435002000410064006F00620065002000500044004600200434043E043A0443043C0435043D04420438002C0020043F043E04340445043E0434044F044904380020043704300020043D04300434043504360434043D043E00200440043004370433043B0435043604340430043D0435002004380020043F04350447043004420430043D04350020043D04300020043104380437043D0435044100200434043E043A0443043C0435043D04420438002E00200421044A04370434043004340435043D043804420435002000500044004600200434043E043A0443043C0435043D044204380020043C043E0433043004420020043404300020044104350020043E0442043204300440044F0442002004410020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E0030002004380020043F043E002D043D043E043204380020043204350440044104380438002E>

    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>

    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>

    /CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>

    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>

    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>

    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>

    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e400740074006500690064002c0020006500740020006c0075007500610020005000440046002d0064006f006b0075006d0065006e00740065002c0020006d0069007300200073006f00620069007600610064002000e4007200690064006f006b0075006d0065006e00740069006400650020007500730061006c006400750073007600e400e4007200730065006b0073002000760061006100740061006d006900730065006b00730020006a00610020007000720069006e00740069006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e0074006500200073006100610062002000610076006100640061002000760061006900640020004100630072006f0062006100740020006a0061002000410064006f00620065002000520065006100640065007200200036002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e>

    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>

    /GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>

    /HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>

    /HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>

    /HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>

    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)

    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>

    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>

    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d0069002000730075006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c002000740069006e006b0061006d0075007300200076006500720073006c006f00200064006f006b0075006d0065006e00740061006d00730020006b006f006b0079006200690161006b006100690020007000650072017e0069016b007201170074006900200069007200200073007000610075007300640069006e00740069002e002000530075006b00750072007400750073002000500044004600200064006f006b0075006d0065006e007400750073002000670061006c0069006d006100200061007400690064006100720079007400690020007300750020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200036002e00300020006200650069002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>

    /LVI <FEFF004c006900650074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020007000690065006d01130072006f00740069002000640072006f01610061006900200075007a01460113006d0075006d006100200064006f006b0075006d0065006e0074007500200073006b00610074012b01610061006e0061006900200075006e0020006400720075006b010101610061006e00610069002e00200049007a0076006500690064006f0074006f0073002000500044004600200064006f006b0075006d0065006e00740075007300200076006100720020006100740076011300720074002c00200069007a006d0061006e0074006f006a006f0074002000700072006f006700720061006d006d00750020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200036002e003000200076006100690020006a00610075006e0101006b0075002000760065007200730069006a0075002e>

    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)

    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>

    /POL <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>

    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>

    /RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>

    /RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>

    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200073006c00fa017e006900610020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f007600200076006f00200066006f0072006d00e100740065002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300fa002000760068006f0064006e00e90020006e0061002000730070006f013e00610068006c0069007600e90020007a006f006200720061007a006f00760061006e006900650020006100200074006c0061010d0020006f006200630068006f0064006e00fd0063006800200064006f006b0075006d0065006e0074006f0076002e002000200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e0074007900200076006f00200066006f0072006d00e10074006500200050004400460020006a00650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d00650020004100630072006f0062006100740020006100200076002000700072006f006700720061006d0065002000410064006f006200650020005200650061006400650072002c0020007600650072007a0069006900200036002e003000200061006c00650062006f0020006e006f007601610065006a002e>

    /SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>

    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>

    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>

    /TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>

    /UKR <FEFF04120438043A043E0440043804410442043E043204430439044204350020044604560020043F043004400430043C043504420440043800200434043B044F0020044104420432043E04400435043D043D044F00200434043E043A0443043C0435043D044204560432002000410064006F006200650020005000440046002C0020043F044004380437043D043004470435043D0438044500200434043B044F0020043D0430043404560439043D043E0433043E0020043F0435044004350433043B044F04340443002004560020043404400443043A0443002004340456043B043E04320438044500200434043E043A0443043C0435043D044204560432002E0020042104420432043E04400435043D04560020005000440046002D0434043E043A0443043C0435043D044204380020043C043E0436043D04300020043204560434043A04400438043204300442043800200437043000200434043E043F043E043C043E0433043E044E0020043F0440043E043304400430043C04380020004100630072006F00620061007400200456002000410064006F00620065002000520065006100640065007200200036002E00300020044204300020043F04560437043D04560448043804450020043204350440044104560439002E>

    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200039002000280039002e0034002e00350032003600330029002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003100200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>

  >>

>> setdistillerparams

<<

  /HWResolution [2400 2400]

  /PageSize [595.276 841.890]

>> setpagedevice





