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Abstract. Consider the (almost surely) unique Radon partition of a set of n random

Gaussian vectors in Rn−2; choose one of the two parts of this partition uniformly at

random, and for 0 ≤ k ≤ n, let pk denote the probability that it has size k. In this

paper, we prove strong unimodality results for the distribution (p0, . . . , pn).

1. Introduction

In 1921, Radon proved [29] that any set X of n points in Rn−2 can be partitioned —

such a partition is called a Radon partition of X — into two sets whose convex hulls

intersect, and that if the points are in general position (as will be the case in what

follows), then this partition is unique. Radon’s theorem is a foundational result in

convex geometry [2, 15, 16], and was, for instance, used by Radon to give one of the

early proofs of Helly’s theorem.

In this paper, we explore the behaviour of the Radon partition of a random set of

n points in Rn−2, specifically, of a set of n independent Gaussian vectors. For such a

random set X and for 0 ≤ k ≤ n, let pk = p
(n)
k denote the probability that a randomly

chosen part of its (almost surely) unique Radon partition has k elements, and note

that p0 = pn = 0. Our goal in this paper is to understand this probability distribution

pn = (p0, . . . , pn), and to demonstrate in particular that pn has some strong unimodality

properties.

The motivation to study this distribution pn is related to Sylvester’s ‘four-point

question’ from 1864 that asks for the probability that four random planar points are in

convex position. For Gaussian planar vectors, the answer — (p2)
(4) in our notation —

was given by Maehara [24]. The distribution pn arises naturally when studying higher-

dimensional analogues of Sylvester’s question, and the problem of understanding this

distribution was recently raised by Frick, Newman, and Pegden [17] and by White [38]

in precisely this context. While an exact description of the distribution pn seems

out of reach, we shall nevertheless establish a number of nontrivial properties of this

distribution.
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Main results. Let X = {X1, . . . ,Xn} ⊂ Rn−2 be a set of n independent standard

normal random vectors. Note that these points are in general position almost surely,

so they almost surely admit a unique Radon partition; we denote this partition by

{An,Bn}. From these two sets, we choose one uniformly at random, which we call Sn,

and we write Sn = | Sn |. For n ≥ 3 and 0 ≤ k ≤ n, let

pk = p
(n)
k = P[Sn = k] (1.1)

be the probability that a randomly chosen part of the Radon partition of X has size k.

Writing [n] for the set {1, . . . , n}, our main result is the following theorem.

Theorem 1.1 (Ultra log-concavity). For each n ≥ 3, the distribution pn = (p0, . . . , pn)

is ultra log-concave, i.e., we have(
pk(
n
k

))2

≥ pk+1(
n

k+1

) pk−1(
n

k−1

)
for each k ∈ [n− 1].

The following consequence of Theorem 1.1 establishes a conjecture of White [38]

asserting that the more balanced a partition is, the more likely it is to occur as the

Radon partition of a Gaussian random set of points.

Corollary 1.2 (Unimodality). For each n ≥ 3, the distribution pn = (p0, . . . , pn) is

unimodal, i.e.,

p0 ≤ p1 ≤ · · · ≤ p⌊n
2
⌋ = p⌈n

2
⌉ ≥ · · · ≥ pn−1 ≥ pn.

We prove Theorem 1.1 by reducing it to a problem involving the log-concavity of

sequences arising from the behaviour of percentiles of normal random variables. This is

a problem of some independent interest and we shall say more about it below.

Log-concavity of Youden’s demon sequence. Let Y1, . . . , Yn be a set of n inde-

pendent standard normal random variables, and let Y = (Y1 + · · ·+ Yn)/n denote their

sample mean. For k ∈ [n], we write

qk = q
(n)
k = P

[
{Y1, . . . , Yk ≤ Y ≤ Yk+1, . . . , Yn}

]
(1.2)

for the probability that the sample mean is greater than the first k samples and less

than the last n − k samples. The determination of these probabilities — this is the

problem of Youden’s demon — has been the subject of extensive work in mathematical

statistics; see [39, 22, 14, 17], for examples.

We shall deduce our main result, Theorem 1.1, from the following result about

Youden’s demon problem.
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Theorem 1.3 (Log-concavity). For each n ≥ 3, the distribution qn = (q0, . . . , qn) is

log-concave, i.e., we have

q2k ≥ qk+1qk−1 (1.3)

for each k ∈ [n− 1].

We note that the assumption that Y1, . . . , Yn are normally distributed is essential

here (as we shall see in Section 6). The reduction of Theorem 1.1 to Theorem 1.3 (see

Lemma 5.1) more or less follows from the work of Frick, Newman, and Pegden [17] and

White [38] who, in turn, rely on a general result by Baryshnikov and Vitale [6].

Let us also note that the assumption of normality cannot be dropped from Theo-

rem 1.3; we shall exhibit an i.i.d.collection of non-normal random variables for which

the corresponding sequence q0, . . . , qn is not unimodal, and therefore not log-concave.

Conditional associations. We will prove Theorem 1.3 as a consequence of a more

general phenomenon about conditional associations, but to state the precise result

driving this, we need some notation.

Two events A and B in a probability space are said to be positively associated if

P[A ∩B] ≥ P[A]P[B], and we write A ↑ B to denote positive association. Analogously,

we say that two real-valued random variables X and Y are positively associated if

{X ≥ s} ↑ {Y ≥ t}

for all s, t ∈ R, or equivalently if

E[f(X)g(Y )] ≥ E[f(X)]E[g(Y )]

for all increasing functions f, g : R → R; again, we write X ↑ Y to denote positive

association (though we note that this differs slightly from the usage of this terminology

in [20]). Finally, for a collection of events C, we say that X and Y are positively

associated given C if X ↑ Y conditional on any event in C, i.e., if

P [X ≥ s, Y ≥ t |C] ≥ P [X ≥ s |C]P [Y ≥ t |C]

for all s, t ∈ R and C ∈ C.
A sequence of random variables Z1, . . . , Zm is jointly normal if there exist independent

normal random variables Y1, . . . , Yn such that each Zi is a linear combination of the

Yj ’s. An important property that we will use throughout this paper is that for any pair

of random variables X, Y that is jointly normal, X is independent of Y if and only if

Cov(X, Y ) = E[XY ]− E[X]E[Y ] = 0; see e.g. [8], for a proof.

We shall study jointly normal random variables Z1, . . . , Zm with the following prop-

erties:

(A) E[Zi] = 0 for all i ∈ [m], E[ZiZj] ≤ 0 for all distinct i, j ∈ [m], and

(B) E[Zi(Z1 + · · ·+ Zm)] ≥ 0 for all i ∈ [m].
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Note that (A) says that the covariance matrix of Z1, . . . , Zm is a Stieltjes matrix (see [21],

for more details on this subject), while (B) tells us that each Zi has nonnegative

covariance with the sample mean Z. We call such a collection of random variables a

repulsive–cooperative Gaussian ensemble.

With the convention that −∞ ≤ a ≤ b ≤ ∞ whenever we refer to a closed in-

terval [a, b], we have the following theorem about conditional associations of repul-

sive–cooperative Gaussian ensembles.

Theorem 1.4. Let Z1, . . . , Zm be a repulsive–cooperative Gaussian ensemble, and let C
be the collection of events of the form⋂

i∈[m]

{Zi ∈ [ai, bi]} . (1.4)

Then, for all i ∈ [m], Z and Zi are positively associated given C.

Let us note that the positive association of Z and Zi without conditioning is a

consequence of (B); see [28] for a proof. However, conditioning on C does not in general

preserve positive associations (as we shall see in Section 6), so we need a more involved

argument that exploits (A).

Organisation. Further background that provides additional motivation for the ques-

tions studied in this paper is provided in Section 2. We prove Theorem 1.4 in Section 3.

We then use Theorem 1.4 to prove Theorem 1.3 in Section 4. Theorem 1.1 and Corol-

lary 1.2 are then deduced from Theorem 1.3 in Section 5. In Section 6, we demonstrate

that Theorem 1.3 requires the normality assumption, and that the assumptions in

Theorem 1.4 are necessary as well. Finally, in Section 7, we discuss several problems,

results, and empirical findings on related topics.

2. Background

In this section, we provide some background and historical context for the various

problems discussed in Section 1.

Around Radon’s theorem. Recall that Radon’s theorem states that any set of n

points in Rd, where n ≥ d + 2, can be partitioned into two sets whose convex hulls

intersect. This theorem was first proved by Radon [29] in 1921, and it has since become

a cornerstone of convex geometry. Radon’s theorem was used by Radon to give a

proof of Helly’s theorem that asserts that if a finite family of convex sets in Rd (with

at least d + 1 members) has the property that every d + 1 sets in the family have a

point in common, then there is a point in common to all sets in the family. In 1966,

Tverberg [35] published a far-reaching extension of Radon’s theorem conjectured a few

years earlier by Birch.
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Theorem 2.1. Any (r− 1)(d+ 1) + 1 points in Rd can be partitioned into r sets whose

convex hulls intersect.

Any partition that satisfies the conditions of Theorem 2.1 is referred to as a Tverberg

partition of order r. It would be interesting to investigate analogues of our results for

Tverberg partitions in place of Radon partitions, a topic about which we will say more

later in Section 7. For more background on these results, see [2, 15, 16, 31, 5, 4].

Around Sylvester’s four-point question. In 1864, Sylvester asked for the probability

that four random points in the plane are in convex position [34]. He proposed that the

answer is 1/4 if the points are “taken at random in an indefinite plane”, and also asked

what happens when the points are taken at random from a set K ⊂ R2. When the

points are taken at random from the Gaussian distribution, then this probability is equal

to p
(4)
2 (as defined in (1.1)), and understanding the distribution of the Radon partition

of n random points in Rn−2 is a natural higher-dimensional extension of Sylvester’s

problem. For more on Sylvester’s four-point problem, involving extensions both to more

points and to higher dimensions, see [34, 27, 1, 36].

For four Gaussian points in the plane, Sylvester’s problem has a nice answer going

back to Maehara [24] (see also [7]).

Theorem 2.2. The probability that four random Gaussian points in R2 are in convex

position is
6

π
arcsin(

1

3
) ≈ 0.649.

The study of Radon partitions of a set of higher-dimensional Gaussian vectors is a

natural extension of Sylvester’s question that was recently studied by Frick, Newman,

and Pegden [17] and by White [38]. For more historical context and relevant background,

see White’s thesis [38] and the references therein.

Around unimodality and log-concavity. Unimodality is a very natural property

that mathematicians perceive in a number of places, leading to a surge of conjectures

about settings where this property may arise. In trying to demonstrate unimodality, it

is quite natural to (attempt to) demonstrate log-concavity instead, since it is the more

robust of the two properties. For instance, the convolution of two log-concave sequences

remains log-concave, whereas unimodality is not preserved under such operations;

see [23], for example. In this vein, our proof (Corollary 1.2) of White’s conjecture

through Theorem 1.1 adheres to this general approach.

We point the reader to the surveys [10, 11, 33] for an overview of classical unimodality

and log-concavity results. It is worth mentioning that more recently, Huh and his

collaborators have advanced an algebraic-geometric approach that has resolved a number

of longstanding conjectures about log-concavity; see [19] for a survey, and [13] for a
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more combinatorial perspective on this direction. However, our proof of Theorem 1.1

relies on a different approach, and is inspired by the work such as [25, 9, 20] that link

log-concavity with negative association.

Around central limit theorems. One consequence of Theorem 1.1 is that the scaling

limit of the distributions pn = (p0, . . . , pn) as n → ∞, if it exists, must be a log-concave

distribution. It is therefore natural to inquire what this limiting distribution is; this is

addressed by the following central limit theorem.

Theorem 2.3 (Central limit theorem). As n → ∞, we have

Sn − n/2

σ
√
n

−−→
dist

N (0, 1),

where Sn is sampled from pn, and σ2 = 1/4− 1/(2π).

It is possible to prove Theorem 2.3 by reducing the problem to an analogous central

limit theorem for Youden’s demon, a version of which was established by Dmitrienko

and Govindarajulu [14] using the Bahadur representation of quantiles (see [18], for

example). However, it is possible to prove this in a more elementary fashion; to keep the

exposition self-contained, we give a proof of Theorem 2.3 using the method of moments

in Appendix A.

3. Conditional associations

Our goal in this section is to prove Theorem 1.4. We start with the following standard

lemma; we include the proof for completeness.

Lemma 3.1. Let W be a real-valued random variable, and let [a, b] and [c, d] be intervals

of R such that a < c and b < d. Let U and V be random variables such that

U is equal in distribution to W conditioned on W ∈ [a, b], and

V is equal in distribution to W conditioned on W ∈ [c, d].
(3.1)

Then there exists a coupling of U and V such that U ≤ V . That is, there exists a

probability space Ω, a probability measure µ : Ω → [0, 1], and measurable functions

U, V : Ω → R such that U and V satisfy (3.1) and U(ω) ≤ V (ω) for all ω ∈ Ω.

Proof. The lemma is straightforward if b ≤ c, so we assume that b > c. It suffices to

show, for all s ∈ R, that

P [W ≥ s | W ∈ [a, b]] ≤ P [W ≥ s | W ∈ [c, d]] .

Let W ′ be the random variable W conditioned on W ∈ [a, b]. Notice that the events

{W ′ ≥ s} and {W ′ ≥ c} are positively associated. Indeed, we clearly have

P [W ′ ≥ s,W ′ ≥ c] = P [W ′ ≥ max{s, c}] ≥ P [W ′ ≥ s]P [W ′ ≥ c] . (3.2)
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This implies that

P [W ≥ s | W ∈ [c, b]] = P [W ′ ≥ s | W ′ ≥ c]

≥ P [W ′ ≥ s] = P [W ≥ s | W ∈ [a, b]] .
(3.3)

Now let W ′′ be the random variable W conditioned on W ∈ [c, d]. As before, the events

{W ′′ ≥ s} and {W ′′ > b} are positively associated, whence the events {W ′′ ≥ s} and

{W ′′ ≤ b} are negatively associated. It then follows that

P [W ≥ s | W ∈ [c, b]] = P [W ′′ ≥ s | W ′′ ≤ b]

≤ P [W ′′ ≥ s] = P [W ≥ s | W ∈ [c, d]] .
(3.4)

The lemma now follows by combining (3.3) and (3.4). □

Let Z1, . . . , Zm be a repulsive-cooperative Gaussian ensemble (as defined by (A) and

(B)) with sample mean Z. Let f : [−∞,∞]2m+1 → R be the function defined by

f(s, a1, b1, . . . , am, bm) = P

Z ≥ −s
∣∣∣ ⋂

i∈[m]

{Zi ∈ [ai, bi]}

 . (3.5)

We shall use Lemma 3.1 to prove the following lemma that will in turn imply Theo-

rem 1.4.

Lemma 3.2. Let Z1, . . . , Zm be a repulsive–cooperative Gaussian ensemble. Then f is

an increasing function, i.e.

f(s, a1, b1, . . . , am, bm) ≤ f(t, c1, d1, . . . , cm, dm)

whenever s ≤ t, and ai ≤ ci and bi ≤ di for all i ∈ [m].

Proof. We prove the claim by induction on m. First, let m = 1, and let s, t, a1,

b1, c1 and d1 be real numbers satisfying s ≤ t, a1 ≤ c1 and b1 ≤ d1. Let U be the

random variable Z1 conditioned on Z1 ∈ [a1, b1], and let V be the random variable Z1

conditioned on Z1 ∈ [c1, d1]. We then have

f(s, a1, b1) = P [U ≥ −s] ≤ P [V ≥ −s] ≤ P [V ≥ −t] = f(t, c1, d1),

where the first inequality follows from Lemma 3.1.

Now, let m ≥ 2. It is clear that f is increasing in the first variable s. By symmetry,

it therefore suffices to show that

f(s, a1, b1, . . . , am−1, bm−1, am, bm) ≤ f(s, a1, b1, . . . , am−1, bm−1, cm, dm),

whenever am ≤ cm and bm ≤ dm.

Let Z ′
1, . . . , Z

′
m−1 be jointly normal random variables given by

Z ′
i = Zi + αiZm, (3.6)
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where αi is the nonnegative real number given by

αi = −E[ZiZm]

E[Z2
m]

;

note that αi is nonnegative because Z1, . . . , Zm satisfy (A). It follows that E[Z ′
iZm] = 0

for i ∈ [m − 1], so Z ′
1, . . . , Z

′
m−1 are independent of Zm. Also, note that the sample

mean Z ′ of Z ′
1, . . . , Z

′
m−1 satisfies

Z ′ = m
m−1

Z − m
m−1

βZm, (3.7)

where β is the real number

β =
E[Zm(Z1 + · · ·+ Zm)]

mE[Z2
m]

,

which is again nonnegative because Z1, . . . , Zm satisfy (B).

Now, for distinct i, j ∈ [m− 1], we have

E[Z ′
iZ

′
j] = E[ZiZj] + αi E[ZjZm] + αj E[ZiZm] + αiαj E[Z2

m]

= E[ZiZj]−
E[ZiZm]E[ZjZm]

E[Z2
m]

≤ 0,

where the last inequality is because Z1, . . . , Zm satisfy (A). Hence Z ′
1, . . . , Z

′
m−1 sat-

isfy (A). Next, for i ∈ [m− 1], we have

E[Z ′
i(Z

′
1 + · · ·+ Z ′

m−1)] = E[Z ′
i(Z1 + · · ·+ Zm−1)]

= E[Zi(Z1 + · · ·+ Zm−1)]−
E[ZiZm]E[Zm(Z1 + · · ·+ Zm−1)]

E[Z2
m]

= E[Zi(Z1 + · · ·+ Zm)]−
E[ZiZm]E[Zm(Z1 + · · ·+ Zm)]

E[Z2
m]

≥ 0,

where the last inequality holds because Z1, . . . , Zm satisfy (A) and (B). It follows that

Z ′
1, . . . , Z

′
m−1 satisfy (B) as well, so Z ′

1, . . . , Z
′
m−1 constitute a repulsive-cooperative

Gaussian ensemble as well.

Recall that f(s, a1, b1, . . . , am−1, bm−1, am, bm) is equal to

P

Z ≥ −s
∣∣∣ ⋂

i∈[m−1]

{Zi ∈ [ai, bi]} ∩ {Zm ∈ [am, bm]}

 .

From (3.6) and (3.7), this is equal to

P

Z̄ ′ ≥ −m
m−1

(s+ βZm)
∣∣∣ ⋂

i∈[m−1]

{Z ′
i ∈ [ai + αiZm, bi + αiZm]} ∩ {Zm ∈ [am, bm]}

 .
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By the same argument, f(s, a1, b1, . . . , am−1, bm−1, cm, dm) is equal to

P

Z̄ ′ ≥ −m
m−1

(s+ βZm)
∣∣∣ ⋂

i∈[m−1]

{Z ′
i ∈ [ai + αiZm, bi + αiZm]} ∩ {Zm ∈ [cm, dm]}

 .

Now, let W be the random variable defined by

W = Zm conditioned on
⋂

i∈[m−1]

{Z ′
i ∈ [ai + αiZm, bi + αiZm]},

and let U and V be the random variables given by

U is equal in distribution to W conditioned on W ∈ [am, bm], and

V is equal in distribution to W conditioned on W ∈ [cm, dm].
(3.8)

It then follows from Lemma 3.1 that there exists a coupling of U and V such that

U ≤ V , that is, there exists a probability space Ω, a probability measure µ : Ω → R, and
measurable functions U, V : Ω → R such that U, V satisfy (3.8), and U(ω) ≤ V (ω) for

all ω ∈ Ω. By the law of total probability, we see that f(s, a1, b1, . . . , am−1, bm−1, am, bm)

is equal to∫
Ω

P

Z̄ ′ ≥ −m
m−1

(s+ βU(ω))
∣∣∣ ⋂

i∈[m−1]

{Z ′
i ∈ [ai + αiU(ω), bi + αiU(ω)]}

 dµ(ω).

Now, let g : [−∞,∞]2m−1 → R be the function defined by

g(s, a1, b1, . . . , am−1, bm−1) = P

Z̄ ′ ≥ −s
∣∣∣ ⋂

i∈[m−1]

{Z ′
i ∈ [ai, bi]}

 ,

and note that g is an increasing function by the induction hypothesis. It follows that

f(s, a1, b1, . . . , am−1, bm−1, am, bm) is equal to∫
Ω

g
(

m
m−1

(s+ βU(ω)), (ai + αiU(ω), bi + αiU(ω))i∈[m−1]

)
dµ(ω). (3.9)

Similarly, f(s, a1, b1, . . . , am−1, bm−1, cm, dm) is equal to∫
Ω

g
(

m
m−1

(s+ βV (ω)), (ai + αiV (ω), bi + αiV (ω))i∈[m−1]

)
dµ(ω). (3.10)

Since g is an increasing function and U(ω) ≤ V (ω) by the chosen coupling, we conclude

that

f(s, a1, b1, . . . , am−1, bm−1, am, bm) ≤ f(s, a1, b1, . . . , am−1, bm−1, cm, dm),

completing the proof. □

With Lemma 3.2 in hand, we are now ready to prove Theorem 1.4.
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Proof of Theorem 1.4. We assume without loss of generality that i = 1. It suffices to

show, for any s, t ∈ R, that

P
[
Z ≥ s | {Z1 ≥ t} ∩ C

]
≥ P

[
Z ≥ s |C

]
,

where C is any event of the form ⋂
i∈[m]

{Zi ∈ [ai, bi]}.

With f defined as in (3.5), we see that

P
[
Z ≥ s | {Z1 ≥ t} ∩ C

]
= f(−s,max{t, a1}, b1, a2, b2, . . . , am, bm), and

P
[
Z ≥ s |C

]
= f(−s, a1, b1, . . . , am, bm);

the claim now follows from Lemma 3.2, i.e., the fact that f is an increasing function. □

4. Log-concavity for Youden’s demon

Our goal in this section is to prove Theorem 1.3. We start with the following lemma,

which is a direct consequence of Theorem 1.4. Let Z1, . . . , Zm be a sequence of jointly

normal random variables and Z be the corresponding sample mean. Writing

rk(Z1, . . . , Zm) = P
[
Z ≥ 0 | {Z1, . . . , Zk ≥ 0, Zk+1, . . . , Zm ≤ 0}

]
,

we have the following lemma.

Lemma 4.1. Let Z1, . . . , Zm be a repulsive–cooperative Gaussian ensemble. Then, for

all k ∈ {0, . . . ,m− 1}, we have

rk+1(Z1, . . . , Zm) ≥ rk(Z1, . . . , Zm).

Notice that the statement of Lemma 4.1 is essentially trivial if Z1, . . . , Zm are

independent. However, we only know that these random variables have negative

covariances (from (A)), so extra arguments are needed.

Proof of Lemma 4.1. Let C be the event

C = {Z1, . . . , Zk ≥ 0, Zk+2, . . . , Zm ≤ 0}.

Note that this event is of a form that is admissible in Theorem 1.4; indeed, in the

language of Theorem 1.4, we may take [ai, bi] = [0,∞] for i ∈ [k], [ak+1, bk+1] = [−∞,∞],

and [ai, bi] = [−∞, 0] for i ∈ {k + 2, . . . ,m}.
Now, by Theorem 1.4, we know that Z and Zk+1 are positively associated given C.

Consequently, we have

rk(Z1, . . . , Zm) = P
[
Z ≥ 0 | {Zk+1 ≤ 0} ∩ C

]
≤ P

[
Z ≥ 0 |C

]
≤ P

[
Z ≥ 0 | {Zk+1 ≥ 0} ∩ C

]
= rk+1(Z1, . . . , Zm),
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and the result follows. □

We are now ready to prove Theorem 1.3.

Proof of Theorem 1.3. Let Y1, . . . , Yn be a set of independent standard normal random

variables, and let 1 ≤ k ≤ n− 1. We need to show that

q2k ≥ qk+1qk−1,

where qk = P[Y1, . . . , Yk ≤ Y ≤ Yk+1, . . . , Yn], and q0 = qn = 0. We may assume that

2 ≤ k ≤ n− 2, as otherwise, the right hand side of the bound above is 0 and there is

nothing to prove. Let m = n−1, and let Z1, . . . , Zm be jointly normal random variables

defined by

Zi =

{
Y − Yi if 1 ≤ i ≤ k,

Y − Yi+1 if k + 1 ≤ i ≤ m.

Direct calculation shows that

E[Z2
i ] = 1− 1

n
,

E[ZiZj] = − 1

n
, and

E[Zi(Z1 + · · ·+ Zm)] =
1

n
;

it follows that Z1, . . . , Zm is a repulsive–cooperative Gaussian ensemble.

Since

Z1 + · · ·+ Zm = Yk+1 − Y ,

we have

qk = P
[
{Yk+1 ≥ Y } ∩ {Y1, . . . , Yk ≤ Y ≤ Yk+2, . . . , Yn}

]
= P [{Z1 + · · ·+ Zm≥ 0} ∩ {Z1, . . . , Zk ≥ 0 ≥ Zk+1, . . . , Zm}] .

By the same reasoning,

qk+1 = P
[
Z1 + · · ·+ Zm≤ 0, Z1, . . . , Zk ≥ 0, Zk+1, . . . , Zm ≤ 0

]
.

It then follows that
qk

qk + qk+1

= P [Z1 + · · ·+ Zm ≥ 0 |Z1, . . . , Zk ≥ 0 ≥ Zk+1, . . . , Zm]

= rk(Z1, . . . , Zm).

Now, let Z ′
1, . . . , Z

′
m be random variables defined by

Z ′
i :=

{
Y − Yi if 1 ≤ i ≤ k − 1,

Y − Yi+1 if k ≤ i ≤ m.

11



Note that (Z ′
1, . . . , Z

′
m) and (Z1, . . . , Zm) are identically distributed, and as before, we

have
qk−1

qk−1 + qk
= P

[
Z ′

1 + · · ·+ Z ′
m ≥ 0 |Z ′

1, . . . , Z
′
k−1 ≥ 0 ≥ Z ′

k, . . . , Z
′
m

]
= rk−1(Z

′
1, . . . , Z

′
m).

Lemma 4.1 then tells us that
qk

qk + qk+1

= rk(Z1, . . . , Zm) ≥ rk−1(Z1, . . . , Zm) = rk−1(Z
′
1, . . . , Z

′
m) =

qk−1

qk−1 + qk
,

and it is easy to check that the inequality above is equivalent to Theorem 1.3, completing

the proof. □

5. Ultra log-concavity for Radon partitions

For n ≥ 3, recall that Sn is a uniformly random part of the (almost surely) unique

Radon partition of X = {X1, . . . ,Xn} ⊂ Rn−2, a set of n independent standard normal

random vectors. For a set Y1, . . . , Yn of independent standard normal random variables,

let Pn ⊆ [n] be defined by

Pn = {i ∈ [n] | Yi ≤ Y };
i.e., the Pn is the (random) set of indices i for which Yi is less than the sample mean.

The next lemma follows from an argument analogous to those in [6, 17], but we include

a proof for completeness.

Lemma 5.1. The random variables Sn and Pn are equal in distribution.

Proof. Let K be the subset of the unit sphere Sn−1 defined by

K =
{
x ∈ Sn−1 : 1 ·x = 0

}
,

where 1 = (1, . . . , 1) ∈ Rn, and let µ be the uniform probability measure on K. Note

that this measure is invariant under the action of the group G ≤ SO(n) given by

G = {A ∈ SO(n) : 1 ·A ∈ {1,−1}} ,

where SO(n) is the special orthogonal group. It is easily seen that the action of G on

K is transitive, so µ is the unique probability measure on K that is invariant under the

action of G.

We now express the law of Sn in terms of µ. Let V = (V1, . . . , Vn) ∈ K be a vector

that satisfies

V1X1+ · · ·+ VnXn = 0.

Note that distinct i, j ∈ [n] belong to the same part of the Radon partition ofX1, . . . ,Xn

if and only if Vi and Vj have the same sign. Also note that V is unique up to a sign

change almost surely since X1, . . . ,Xn are in general position almost surely. From

12



the two vectors V and −V, we choose one uniformly at random, and we denote this

random vector by W = (W1, . . . ,Wn). It then follows from the construction that

Sn = {i ∈ [n] | Wi ≥ 0}. (5.1)

Now, note that the measure induced by (X1, . . . ,Xn) is invariant under the action of

SO(n) as X1, . . . ,Xn are independent standard normal random vectors. It then follows

that the measure induced by W is also invariant under the action of G. Therefore, we

conclude that W is distributed according to µ.

Next, we express the law of Pn in terms of µ. Let V′ = (V ′
1 , . . . , V

′
n) ∈ Rn be the

random vector given by

V ′
i = Y − Yi

for i ∈ [n], and let W′ = (W ′
1, . . . ,W

′
n) be the vector in K given by

W′ =
1√

V′ ·V′ V
′ .

It then follows from the construction that

Pn = {i ∈ [n] : V ′
i ≥ 0} = {i ∈ [n] : W ′

i ≥ 0}. (5.2)

Since the measure induced by (Y1, . . . , Yn) is invariant under the action of SO(n),

it follows that the measure induced by W′ is unique under the action of G. We

conclude that W′ is distributed according to µ as well, and the lemma now follows

from comparing (5.1) and (5.2). □

We may now deduce Theorem 1.1 from Theorem 1.3 and Lemma 5.1.

Proof of Theorem 1.1 . It follows from Lemma 5.1 that, for k ∈ {0, . . . , n}, we have

pk = P[| Sn | = k] = P[| Pn | = k]

=

(
n

k

)
P[Y1, . . . , Yk ≤ Y , Yk+1, . . . , Yn ≥ Y ] =

(
n

k

)
qk,

where qk is as in (1.2). The result now follows from Theorem 1.3. □

Unimodality is of course a straightforward consequence of Theorem 1.1.

Proof of Corollary 1.2. It is clear that (p0, . . . , pn) is a sequence of non-negative integers

with no internal zeroes. It is ultra log-concave by Theorem 1.1, whence it is log-concave

as well. This in turn implies that the sequence is unimodal, i.e., that p0 ≤ · · · ≤ pℓ ≥
· · · ≥ pn for some ℓ ∈ {0, . . . , n}. On the other hand, we also know that pk = pn−k for

all k ∈ {0, . . . , n} by the symmetry in the construction of Sn; the corollary follows. □
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6. Necessity of assumptions

In this section, we shall show that the assumptions of Theorems 1.3 and 1.4 are

necessary.

First, we show that the conclusions of Theorem 1.3 need not hold without the

assumption of normality. Below, we construct independent and identically distributed

non-normal random variables that do not satisfy the conclusion of Theorem 1.3.

Let A1, . . . , An be i.i.d.random variables with law given by

P[Ai = x] =

{
1
n

x ∈ {−1, 1}, and

1− 2
n

x = 0.

Let B1, . . . , Bn be i.i.d.random variables which are uniform on the interval [− 1
en
, 1
en
],

and are independent of A1, . . . , An. For i ∈ [n], let

Yi = Ai +Bi;

Yi is essentially Ai, but with a small perturbation given by Bi to ensure that all these

variables are almost surely distinct.

On one hand, we have

q1(Y1, . . . , Yn) = P
[
Y1 ≤ Y ≤ Y2, . . . , Yn

]
≥ P

[
A1 = −1, A2 = · · · = An = 0

]
=

1

n

(
1− 2

n

)n−1 ≈ e−2

n
.

On the other hand, we have

q⌊n/2⌋(Y1, . . . , Yn) = P
[
Y1, . . . , Y⌊n/2⌋ ≤ Y ≤ Y⌊n/2⌋+1, . . . , Yn

]
,

= (⌊n/2⌋)!(⌈n/2⌉)!P
[
Y1 ≤ · · · ≤ Y⌊n/2⌋ ≤ Y ≤ Y⌊n/2⌋+1 ≤ · · · ≤ Yn

]
≤ (⌊n/2⌋)!(⌈n/2⌉)!P

[
Y1 ≤ · · · ≤ Y⌊n/2⌋ ≤ Y⌊n/2⌋+1 ≤ · · · ≤ Yn

]
=

1(
n

⌊n/2⌋

) ≈
√

nπ/2

2n
.

where the second equality holds because the Yi are almost surely distinct.Hence, we

have q1 > q⌊n/2⌋ for sufficiently large n, so the conclusion of Theorem 1.3 does not hold

for these random variables.

Next, we justify the assumptions that Theorem 1.4 relies on. Pitt [28] showed that,

for jointly normal random variables Z1, . . . , Zm with mean 0, positive correlations

E[ZiZj] ≥ 0 for all i, j ∈ [m] imply positive associations Zi ↑ Zj for all i, j ∈ [m].

In particular, if condition (B) is met, then Z ↑ Zi for all i ∈ [m]. Given this, it is

then natural to ask if condition (B) alone is already sufficient to imply the conditional
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positive associations guaranteed by Theorem 1.4. However, the example below shows

that (B) alone is not sufficient.

Let Y1 and Y2 be i.i.d.standard normal random variables, and set Z1 = 2Y1 − Y2,

Z2 = Y1 + 2Y2, and Z3 = Y1. The covariance matrix Σ = (E
[
ZiZj

]
)i,j∈[m] of Z1, Z2 and

Z3 is given by

Σ =

5 0 2

0 5 1

2 1 1

 .

All entries of Σ are nonnegative, and in particular (B) is satisfied. Now, let C be the

event {Z3 ∈ [0, ε]} for some ε < 1/3. Then we have

P
[
{Z ≥ 1/3} ∩ {Z1 ≥ 1} |C

]
= P [1− 4Y1 ≤ Y2 ≤ 2Y1 − 1 |Y1 ∈ [0, ε]] = 0.

On the other hand,

P
[
{Z ≥ 1/3} |C

]
P [Z1 ≥ 1 |C] > 0,

telling us that the conditional positive association of Z and Z1 given C does not hold.

7. Conclusion

Here, we discuss a number of directions for further research related to the results of

this paper.

Random points in a prescribed set. The Gaussian model adopted in this paper is

convenient for the analytic and empirical study of high-dimensional extensions for the

Sylvester four-point question. However, it would be quite interesting to investigate the

arguably more common setting for Sylvester’s question.

Problem 7.1. Extend Theorem 1.1 (or its weaker corollaries) to the model of points

drawn uniformly at random from a fixed d-dimensional convex set K .

It would also be interesting to prove a central limit theorem (like Theorem 2.3) for

this model.

Radon partitions of larger sets. For fixed integers d, n ∈ N, consider the probabilities
p′k(n, d) that, for a sequence of n random Gaussian points X1, . . . ,Xn in Rd, we have

Conv{X1, . . . ,Xk} ∩ Conv{Xk+1, . . . ,Xn} ̸= ∅.

Note that, when n = d+ 2, we have

pk =
p′k(n, d)

2
(
n
k

) ,

for each k ∈ {0, . . . , n}, where pk = p
(n)
k is as defined in (1.1).
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We conjecture the following generalization of Theorem 1.1.

Conjecture 7.2. For all n ≥ d+ 2,

(1) p′1(n, d) ≤ p′2(n, d) ≤ · · · ≤ p′⌊n/2⌋(n, d), and moreover,

(2) the sequence (p′1(n, d), . . . , p
′
n(n, d)) is log-concave.

The first claim in Conjecture 7.2 was proposed in [38], and it is supported by extensive

computational evidence. Theorem 1.1 establishes Conjecture 7.2 when n = d+2, lending

further support for the conjecture.

These probabilities p′k(n, d) also admit the following interpretation in terms of

Youden’s demon problem: suppose one has r Gaussian vectors in Rn, where r = n−d−1.

Then p′k(n, d) is the probability that these vectors positively span a vector V ∈ Rn

such that the first k coordinates of V are all at least the mean of its entries, and the

last n− k coordinates are all at most the mean. The equivalence between these two

interpretations of p′k(n, d) follows from the same argument as in Lemma 5.1.

Counting Tverberg partitions. Recall that Tverberg’s theorem asserts that any

(d+1)(r−1)+1 points in Rd can be partitioned into r sets whose convex hulls intersect;

such a partition is called a Tverberg partition of order r. A long-standing conjecture due

to Sierksma [32] on the minimal number of Tverberg partitions asserts the following.

Conjecture 7.3. The minimum number m(d, r) of (unordered) Tverberg partitions of

a set of (d+ 1)(r − 1) + 1 points in Rd is ((r − 1)!)d.

We note that there are quite a few different configurations for which this minimum is

attained; see [37, 12], for example.

We can also ask about configurations with the maximum number of Tverberg par-

titions, though now, we need to assume that the points are generic. We raise the

following two closely related problems.

Problem 7.4. What is the maximum number M(d, r) of Tverberg partitions of a

generic set of (d+ 1)(r− 1) + 1 points in Rd? What is the maximum number P (d, r) of

partitions of a generic set of d(r − 1) + 1 points in Rd into r parts whose positive hulls

have a point in common?

Let us note that for d(r − 1) + 1 points in Rd, it is not always the case that there

exists a partition of this set into r parts — such a partition is called a conic Tverberg

partition — whose positive hulls share a point. It is, however, equivalent to Tverberg’s

theorem that such a partition exists if the points are contained in an open half space;

see e.g. [31] for a proof.

One may analyse Gaussian random sets to establish reasonable lower bounds for

P (d, r) as follows.
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Theorem 7.5. For fixed r ∈ N and large d, we have

P (d, r) ≳
(r/2)m

r!
,

where m = d(r − 1) + 1.

Proof. Let N(d, r) denote the number of (unordered) partitions {J1, . . . , Jr} of [m]

into r parts such that 1 ≤ |Jk| ≤ d for all k ∈ [d]. Note that, for large d, N(d, r) is

asymptotically about rm/r!, i.e., the number of ways to partition a set of size m into r

unordered parts, also known as the Stirling number of the second kind.

Let X1, . . . ,Xm be be independent Gaussian vectors in Rd. We claim that, almost

surely, for every such partition J1, . . . , Jr, there are signs si ∈ {−1, 1} and real numbers

λi > 0 (i ∈ [m]) such that

Conv{λis(i)Xi : i ∈ J1} ∩ · · · ∩ Conv{λis(i)Xi : i ∈ Jr} ̸= ∅. (7.1)

Indeed, the linear span ⟨{Xi : i ∈ Jk}⟩ has codimension d − |Jk|, the sum of these

codimensions is rd−
∑

|Jk| = d− 1 < d, so the intersection of all these linear spans is

at least one-dimensional, and therefore nonempty. Pick a unit vector in this intersection

(uniformly at random), and then obtain si and λi > 0 for i ∈ Jk by writing this vector

as a linear combination of {Xi : i ∈ Jk}.
Next, the probability for (7.1) to hold is the same for all choices of signs. Indeed,

this follows from the fact that the normal distribution is invariant under sign-flips. It

follows that the expected number of partitions where (7.1) holds with the all-one signs

is at least N(d, r)/2m, and of course, in such a case, the positive hulls of the parts of

such a partition intersect. We conclude that P (d, r) ≥ N(d, r)/2m. When d is large,

N(d, r) is asymptotically rm/r!, and the claim follows. □

The argument above actually shows that P (d, r) ≳ (rm/r!) · (1/Z), where Z is the

probability that d(r − 1) + 1 Gaussian points in Rd admit a conic Tverberg partition;

estimating Z is a problem of independent interest and it seems possible that Z behaves

like 2−d+o(1) for large d.

Finally, it seems reasonable to expect that P (d + 1, r) ≲ M(d, r), though we do

not have a proper proof of such a relationship. Nevertheless, our belief is guided by

the following intuition. Let X1, . . . ,Xm ∈ Rd+1 be a set of m = (d + 1)(r − 1) + 1

points with the maximum number P (d+1, r) of conic Tverberg partitions, and suppose

that the origin is not contained in the convex hull of X1, . . . ,Xm. Then there exists a

hyperplane such that all these points lie on the right of this hyperplane. Projecting

X1, . . . ,Xm onto this hyperplane gives us a d-dimensional set X′
1, · · · ,X′

m, and note

that any conic Tverberg r-partition of X1, . . . ,Xm corresponds to a Tverberg r-partition

of X′
1, . . . ,X

′
m. This implies that P (d+1, r) ≤ M(d, r) provided there exists a set with
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the right number of conic Tverberg partitions that does not contain the origin in its

convex hull.

If it is in fact the case that P (d + 1, r) ≲ M(d, r), then this would imply that

M(d, r) ≳ (r/2)m/r!, where m = (d+1)(r−1)+1, which should be contrasted with the

bound of m(d, r) ≲ (r/e)m implied by Sierksma’s Conjecture (and Stirling’s formula).

Figure 7.1. Eleven types of configurations for Tverberg partitions; the

line segments between configurations correspond to Bárány’s operations

from [3].

In the context of counting Tverberg partitions, some numerical results are worth

mentioning. We used simulation with Gaussian random points to study the possible
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Tverberg partitions of order three for seven points in generic position in the plane. The

(potentially exhaustive) list of eleven configurations that we found is summarised in

Figure 7.1. In these simulations, the minimum number of Tverberg partitions that we

encountered was four (in agreement with Sierksma’s conjecture), and the maximum

was seven (as seen by the vertices of a regular 7-gon).

Reay’s Conjecture. Micha Perles [26] proposed using the probabilistic method to

show that, for fixed r ∈ N and d large enough, every set of 2d+ 2 points in Rd can be

partitioned into r sets — such a partition is called a Reay partition — whose convex

hulls pairwise intersect. If true, this would refute a conjecture of Reay [30]. Some

modest evidence for such a claim comes from simulations in [38] which suggest that for

six random Gaussian points in the plane, the probability that a Reay partition exists is

≈ 0.427.
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Appendix A. On the central limit theorem for Radon partitions

We shall now sketch how one may prove Theorem 2.3 by computing the moment

sequence of Sn.

Let Y1, . . . , Yn be i.i.d. standard normal random variables, and let Y = Y1+...+Yn

n
be

their sample mean.For i ∈ [n], define Di by

Di = 1{Yi≤Y } − 1{Yi≥Y } = 21{Yi≤Y } − 1.

For k ≥ 1, recall that the double factorial of k is given by k!! =
∏⌈k/2⌉−1

i=0 (k − 2i), and

note that (2k − 1)!! = (2k)!/(k!2k).

We start with the following lemma.

Lemma A.1. For fixed ℓ ≥ 1, as n → ∞, we have

E[D1 · · ·Dℓ] =

{(−2
πn

)ℓ/2
(ℓ− 1)!! +O(n−ℓ/2−1) if ℓ is even, and

0 if ℓ is odd.

Proof. The case where ℓ is odd follows from the fact that the tuple (D1, . . . , Dℓ) has

the same distribution as (−D1, . . . ,−Dℓ). It suffices then to consider the case where ℓ

is even.

Let Z1, . . . Zℓ be jointly normal random variables given by

Zi = Y − Yi
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for each i ∈ [ℓ]. Note that these random variables satisfy

E[Z2
i ] = 1− 1

n

for all i ∈ [ℓ], and

E[ZiZj] = − 1

n
for any distinct i, j ∈ [ℓ]. It is now easy to verify that the entries of Q, the inverse of

the covariance matrix of Z1, . . . , Zℓ, are given by

Qij =

{
1 + 1

n−ℓ
if i = j, and

1
n−ℓ

otherwise.

for all i, j ∈ [ℓ].

It then follows that

E[D1 · · ·Dℓ] = E

[
ℓ∏

i=1

sign(Zi)

]

=

∫
[−∞,∞]ℓ

f(z1, . . . , zn)
∞∑
s=0

1

s!

(
−1

n− ℓ

)s
(∑

i̸=j

zizj

)s

dz1 · · · dzℓ,

where

f(z1, . . . , zn) =
1

(2π)ℓ/2
√

1− (ℓ/n)

ℓ∏
i=1

(
sign(zi) exp

(
−1

2
(1 +

1

n− ℓ
)z2i

))
.

A standard calculation shows that∫
[−∞,∞]ℓ

f(z1, . . . , zn)
∑
s>ℓ/2

1

s!

(
−1

n− ℓ

)s
(∑

i̸=j

zizj

)s

dz1 · · · dzℓ = O(n−ℓ/2−1).

Also note that for any a1, . . . , aℓ such that aj = 0 for some j ∈ [ℓ], the symmetry of the

normal distribution around zero tells us that∫
[−∞,∞]ℓ

f(z1, . . . , zn)z
a1
1 · · · zaℓℓ dz1 · · · dzℓ = 0.

In particular, this tells us that∫
[−∞,∞]ℓ

f(z1, . . . , zn)
∑
s<ℓ/2

1

s!

(
−1

n− ℓ

)s
(∑

i̸=j

zizj

)s

dz1 · · · dzℓ = 0.

Finally, the integral∫
[−∞,∞]ℓ

f(z1, . . . , zn)
1

(ℓ/2)!

(
−1

n− ℓ

)ℓ/2
(∑

i̸=j

zizj

)ℓ/2

dz1 · · · dzℓ
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evaluates to(
2

π

)ℓ/2
(ℓ− 1)!!√
1− (ℓ/n)

(
−1

n− ℓ

)ℓ/2(
1 +

1

n− ℓ

)−ℓ

=

(
−2

πn

)ℓ/2

(ℓ− 1)!! +O(n−ℓ/2−1),

proving the lemma. □

The following is an easy consequence of Lemma A.1.

Corollary A.2. For fixed ℓ ≥ 1, as n → ∞, we have

E

[(
D1 + · · ·+Dn√

n

)ℓ
]
=

{
(ℓ− 1)!!

(
1− 2

π

)ℓ/2
if ℓ is even, and,

0 if ℓ is odd.
□

We now have all the estimates required to prove Theorem 2.3.

Proof of Theorem 2.3. It follows from Lemma 5.1 that

Sn −
n

2
=

n∑
i=1

(
1{Yi≤Y } −

1

2

)
=

1

2

n∑
i=1

Di,

where the Di are as defined above. It follows from Corollary A.2 that

D1 + . . .+Dn√
n

−−→
dist

N
(
0, 1− 2

π

)
.

The theorem now follows by combining these two observations. □
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