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Abstract. In this paper we continue our study of finding the curvature flow

of complete hypersurfaces in hyperbolic space with a prescribed asymptotic
boundary at infinity. Our main results are proved by deriving a priori global

gradient estimates and C2 estimates.

1. Introduction

In this paper, we continue our study of the modified curvature flow problem

in hyperbolic space Hn+1. Consider a complete Weingarten hypersurface in Hn+1

with a prescribed asymptotic boundary Γ at infinity, whose principal curvatures

satisfy f(κ[Σ0]) ≤ σ (e.g. we can choose a constant mean curvature graph as found

in [NS96]), and is given by an embedding X(0) : Ω → Hn+1, where Ω ⊂ ∂∞Hn+1.

We consider the evolution of such an embedding to produce a family of embeddings

X : Ω× [0, T )→ Hn+1 satisfying the following equations

(1.1)


Ẋ = (f(κ[Σ])− σ)νH in Ω× [0, T ),

X = Γ on ∂Ω× [0, T ),

X(0) = Σ0 in Ω× {0},

where κ[Σ(t)] = (κ1, · · · , κn) denotes the hyperbolic principal curvatures of Σ(t),

σ ∈ (0, 1) is a constant, and νH denotes the outward unit normal of Σ(t) with

respect to the hyperbolic metric.

In this paper we shall use the half-space model

Hn+1 = {(x, xn+1) ∈ Rn+1 : xn+1 > 0}

equipped with the hyperbolic metric

(1.2) ds2 =

∑n+1
i=1 dx

2
i

x2
n+1

.

One identifies the hyperplane {xn+1 = 0} = Rn × {0} ⊂ Rn+1 as the infinity of

Hn+1, denoted by ∂∞Hn+1. For convenience we say Σ has compact asymptotic

boundary if ∂Σ ⊂ ∂∞Hn+1 is compact with respect to the Euclidean metric in Rn.
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We assume the function f satisfies the following fundamental structure condi-

tions:

(1.3) fi(λ) ≡ ∂f(λ)

∂λi
> 0 in K, 1 ≤ i ≤ n,

(1.4) f is a concave function in K,

and

(1.5) f > 0 in K, f = 0 on ∂K,

where K ⊂ Rn is an open symmetric convex cone such that

(1.6) K+
n := {λ ∈ Rn : each component λi > 0} ⊂ K.

In addition, we shall assume that f is normalized

(1.7) f(1, · · · , 1) = 1

and satisfies the more technical assumptions

(1.8) f is homogeneous of degree one

and

(1.9) lim
R→+∞

f(λ1, · · · , λn−1, λn +R) ≥ 1 + ε0 uniformly in Bδ0(1)

for some fixed ε0 > 0 and δ0 > 0, where Bδ0(1) is the ball centered at 1 =

(1, · · · , 1) ∈ Rn.
As we can see in [GS08], an example of a function satisfying all of these assump-

tions above is given by f = (Hk/Hl)
1
k−l , 0 ≤ l < k, defined in K, where Hl is the

normalized l−th elementary symmetric polynomial.(e.g, H0 = 1, H1 = H, Hn = K

the extrinsic Gauss curvature.)

Since f is symmetric, from (1.4), (1.7) and (1.8) we have

(1.10) f(λ) ≤ f(1) +
∑

fi(1)(λi − 1) =
∑

fi(1)λi =
1

n

∑
λi in K

and

(1.11)
∑

fi(λ) = f(λ) +
∑

fi(λ)(1− λi) ≥ f(1) = 1 in K.

In this paper, we always assume the initial surface Σ0 to be connected and

orientable, Σ(t) = {(x, u(x, t))|x ∈ Ω, xn+1 = u, 0 ≤ t < T} to be the flowing

surfaces, and the position vector X = (x, u(x, t)) satisfies the flow equation (1.1).

If Σ is a complete hypersurface in Hn+1 with compact asymptotic boundary at

infinity, then the normal vector field of Σ is always chosen to be the one pointing

to the unique unbounded region in Rn+1
+ /Σ. In this case, both the Euclidean and

hyperbolic principal curvature of Σ are calculated with respect to this normal field.

We shall take Γ = ∂Ω, where Ω ⊂ Rn is a smooth domain and let Γε denote

its vertical lift. We seek a family of hypersurfaces Σ(t) as the graph of a function
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u(x, t) with boundary Γ satisfying equation (1.1). Then the coordinate vector fields

and upper unit normal are given by

Xi = ei + uien+1, νH = uν = u
−uiei + en+1

w
,

where through out this paper w =
√

1 + |∇u|2 and en+1 is the unit vector in the

positive xn+1 direction in Rn+1.

Notice that 〈
Ẋ, νH

〉
H

= f − σ,

which is equivalent to 〈
∂

∂t
(x, u(x, t)), νH

〉
H

= f − σ.

Thus the height function u satisfies equation

(1.12) ut = (f − σ)uw.

Therefore problem (1.1) can be represented as the Dirichlet problem for a fully

nonlinear second order parabolic equation

(1.13)


ut = uw(f − σ) in Ω× [0, T ) ,

u(x, t) = 0 on ∂Ω× [0, T ) ,

u(x, 0) = u0 in Ω× {0} .

In this paper, we shall focus on proving the long time existence of the modified

general curvature flow (MGCF) of a complete embeded hypersurface with initial

surface Σ0 = {(x, u0(x)), x ∈ Ω} satisfying f(κ[Σ0]) ≤ σ and 1/w(u0) > σ. These

additional assumptions will be needed in the proof of Proposition 4.3. (Note that

for constant mean curvature graph the latter assumption is trivial.) Following the

literature we define the class of admissible functions :

A(ΩT ) = {u ∈ C2,1(ΩT ) : κ[u] ∈ K}.

Condition (1.3) implies that equation (1.13) is parabolic for admissible solutions.

Our goal is to show that the Dirichlet problem (1.13) admits smooth admissible

solutions for all 0 < σ < 1. Due to the special nature of the problem we saw in

[GS08], there are substantial technical difficulties to overcome and we have not

yet succeeded in finding the solutions for all σ ∈ (0, 1). However, we succeed in

improving the result in [GS08] by extending the range of allowable σ from (0.3704, 1)

to (0.1460, 1).

Theorem 1.1. Let Γ = ∂Ω × {0} ⊂ Rn+1 where Ω is a bounded smooth domain

in Rn. Suppose that the Euclidean mean curvature H∂Ω ≥ 0 and σ ∈ (0, 1) satisfies

σ > σ0, where σ0 is the unique zero in (0, 1) of

(1.14) φ(a) :=
4

3
a− 1

27
a3 − 1

27
(a2 + 3)3/2.

(Numerical calculations show 0.14596 < σ0 < 0.14597.)
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Let Σ0 = {(x, u0(x))|x ∈ Ω)} be the initial surface satisfying f(κ[Σ0]) ≤ σ and

σ < 1√
1+|∇u0|2

in Ω. Under conditions (1.3)–(1.9), there exists a solution Σ(t),

t ∈ [0,∞), to the MGCF (1.1) with uniformly bounded principal curvatures

(1.15) |κ[Σ(t)]| ≤ C on Σ(t), ∀t ∈ [0,∞).

Moreover, Σ(t) = {(x, u(x, t)) | (x, t) ∈ Ω × [0,∞)} is the flowing surfaces of

the unique admissible solution u(x, t) ∈ C∞(Ω × (0,∞)) ∩ W 2,1
p (Ω × [0,∞)) of

the Dirichlet problem (1.13), where p > 4. Furthermore, for any fixed t ∈ [0,∞),

u2(x, t) ∈ C∞(Ω) ∩ C1+1(Ω) and

(1.16)
√

1 + |Du|2 ≤ C in Ω,

(1.17) u|D2u| ≤ C in Ω.

In addition, as t → ∞, u(x, t) converges uniformly to a function ũ(x) ∈ C∞(Ω) ∩
C1(Ω) such that Σ∞ = {(x, ũ(x)) | x ∈ Ω} is a unique complete surface satisfies

f(κ[Σ∞]) = σ in Hn+1.

Equation (1.13) is degenerate when u = 0. It is therefore very natural to approx-

imate the boundary condition u = 0 on ∂Ω× [0, T ) by u = ε on ∂Ω× [0, T ), for

ε > 0 sufficiently small. So the problem becomes

(1.18)


ut = uw(f − σ) in Ω× [0, T ),

u(x, t) = ε on ∂Ω× [0, T ),

u(x, 0) = uε0 = u0 + ε in Ω× {0},

where Σε0 = {(x, uε0)|x ∈ Ω} satisfies f(κ[Σε0]) ≤ σ and 1
w(uε0) > σ, ∀x ∈ Ω.

Theorem 1.2. Let Ω be a bounded smooth domain in Rn with H∂Ω ≥ 0 and suppose

f satisfies (1.3)–(1.9). Then for any σ ∈ (0, 1) and ε > 0 sufficiently small, there

exists a unique admissible solution uε ∈ C∞(Ω × (0,∞)) of the Dirichlet Problem

(1.18). Moreover, uε satisfies the a priori estimates

(1.19)
√

1 + |Duε|2 ≤ C in Ω× [0,∞),

(1.20) uε|D2uε| ≤ C on ∂Ω× [0,∞),

and

(1.21) uε|D2uε| ≤ C(ε, t) in Ω× [0,∞).

In particular, C(ε, t) depends exponentially on time t.

Remark 1.3. The a priori estimates (1.19) and (1.20) will be proved in section 4

and 5, while (1.21) can be derived by combining Theorem 3.1 and Lemma 6.2 with

the standard maximum principle for parabolic equations.
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The paper is organized as follows. In Section 2 we establish some basic identities

for hypersurface in Hn+1. In Section 3 we state the short time existence theorem and

derive evolution equations for some geometric quantities. In Section 4 we use the

mean convex condition on the boundary to establish a sharp global gradient bound

for u. In Section 5 we show the boundary second derivative estimates. In Section 6

we prove a maximum principle for the maximal hyperbolic principal curvature by

using radial graphs (this idea is from [GSZ09]). Finally in Section 7 we prove that

as t→∞, Σ(t) converges uniformly to a hypersurface Σ̃ satisfies f(κ[Σ̃]) = σ.

2. Formulas for hyperbolic principal curvatures

2.1. Formulas on hypersurfaces. We will compare the induced hyperbolic and

Euclidean metrics and derive some basic identities on a hypersurface.

Let Σ be a hypersurface in Hn+1. We shall use g and ∇ to denote the induced

hyperbolic metric and Levi-Civita connections on Σ, respectively. Since Σ also can

be viewed as a submanifold of Rn+1, we shall usually identify a geodesic quantity

with respect to the Euclidean metric by adding a ’tilde’ over the corresponding

hyperbolic quantity. For instance, g̃ denotes the induced metric on Σ from Rn+1,

and ∇̃ is its Levi-Civita connection.

Let (z1, · · · , zn) be local coordinates and

τi =
∂

∂zi
, i = 1, · · · , n.

The hyperbolic and Euclidean metrics of Σ are given by

(2.1) gij = 〈τi, τj〉H , g̃ij = τi · τj = u2gij ,

while the second fundamental forms are

(2.2)
hij = 〈Dτiτj , νH〉H = −〈DτiνH , τj〉H ,

h̃ij = ν · D̃τiτj = −τj · D̃τiν,

where D and D̃ denote the Levi-Civita connection of Hn+1 and Rn+1, respectively.

The following relations are well known (see equation(1.7),(1.8) of [GS08] ):

(2.3) hij =
1

u
h̃ij +

νn+1

u2
g̃ij .

(2.4) κi = uκ̃i + νn+1, i = 1, · · · , n,

where νn+1 = ν · en+1.

The Christoffel symbols are related by formula

(2.5) Γkij = Γ̃kij −
1

u
(uiδkj + ujδik − g̃klulg̃ij).

It follows that for v ∈ C2(Σ)

(2.6) ∇ijv = vij − Γkijvk = ∇̃ijv +
1

u
(uivj + ujvi − g̃klulvkg̃ij)



6 LING XIAO

where and in the sequel (if no additional explanations)

vi =
∂v

∂xi
, vij =

∂2v

∂xi∂xj
, etc.

In particular,

(2.7) ∇iju = ∇̃iju+
2uiuj
u
− 1

u
g̃klukulg̃ij .

Moreover in Rn+1,

(2.8) g̃klukul = |∇̃u|2 = 1− (νn+1)2

(2.9) ∇̃iju = h̃ijν
n+1.

We note that all formulas listed above still hold for general local frame τ1, · · · , τn.
In particular, if τ1, · · · , τn are orthonormal in the hyperbolic metric, then gij = δij

and g̃ij = u2δij .

We now consider equation (1.1) on Σ. For K as in section 1, let A be the vector

space of n× n matrices and

AK = {A = {aij} ∈ A : λ(A) ∈ K} ,

where λ(A) = (λ1, · · · , λn) denotes the eigenvalues of A. Let F be the function

defined by

(2.10) F (A) = f(λ(A)), A ∈ AK

and denote

(2.11) F ij(A) =
∂F

∂aij
(A), F ij,kl(A) =

∂2F

∂aij∂akl
(A).

Since F (A) depends only on the eigenvalues of A, if A is symmetric then so is the

matrix
{
F ij(A)

}
. Moreover,

F ij(A) = fiδij

when A is diagonal, and

(2.12) F ij(A)aij =
∑

fi(λ(A))λi = F (A),

(2.13) F ij(A)aikajk =
∑

fi(λ(A))λ2
i .

Equation (1.13) can therefore be rewritten in a local frame τ1, · · · , τn in the form

(2.14)


ut = uw(F (A[Σ])− σ) (x, t) ∈ Ω× [0, T ),

u(x, t) = 0 (x, t) ∈ ∂Ω× [0, T ),

u(x, 0) = u0 (x, t) ∈ Ω× {0},

where A[Σ] =
{
gikhkj

}
.
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2.2. Vertical graphs. Suppose Σ is locally represented as the graph of a function

u ∈ C2(Ω), u > 0, in a domain Ω ⊂ Rn :

Σ = {(x, u(x)) ∈ Rn+1 : x ∈ Ω}.

In this case we take ν to be the upward (Euclidean) unit normal vector field to Σ :

ν =

(
−Du
w
,

1

w

)
, w =

√
1 + |Du|2.

The Euclidean metric and second fundamental form of Σ are given respectively by

g̃ij = δij + uiuj ,

and

h̃ij =
uij
w
.

As shown in [CNS86], the Euclidean principal curvature κ̃[Σ] are the eigenvalues of

symmetric matrix Ã[u] = [ãij ] :

(2.15) ãij :=
1

w
γikuklγ

lj ,

where

γij = δij −
uiuj

w(1 + w)
.

Note that the matrix {γij} is invertible with the inverse

γij = δij +
uiuj

1 + w

which is the square root of {g̃ij}, i.e., γikγkj = g̃ij . From (2.4) we see that the

hyperbolic principal curvatures κ[u] of Σ are eigenvalues of the matrix A[u] =

{aij [u]} :

(2.16) aij :=
1

w

(
δij + uγikuklγ

lj
)
.

When Σ is a vertical graph we can also define F (A[Σ]) = F (A[u]).

2.3. Radial graphs. Let ∇′ denote the covariant derivative on the standard unit

sphere Sn in Rn+1 and y = en+1 · z for z ∈ Sn ⊂ Rn+1. Let τ1, · · · , τn be a local

frame of smooth vector fields on the upper hemisphere Sn+ and denote τi · τj = σij .

Suppose that locally Σ is a radial graph over the upper hemisphere Sn+ ⊂ Rn+1,

i.e., it is locally represented as

(2.17) X = evz, z ∈ Sn+ ⊂ Rn+1.

The Euclidean metric, outward unit normal vector and second fundamental form

of Σ are

(2.18) g̃ij = e2v(σij +∇′iv∇′jv),

(2.19) ν =
z−∇′v

w
, w = (1 + |∇′v|2)1/2,
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and

(2.20) h̃ij =
ev

w
(∇′ijv −∇′iv∇′jv − σij)

respectively. Therefore the Euclidean principal curvatures are the eigenvalues of

the matrix

(2.21) ãij =
e−v

w

(
γik∇′klvγlj − σij

)
,

where

γij = σij − vivj

w(1 + w)

and vi = σik∇′kv. Note that the height function is u = yev. We see that the

hyperbolic principal curvatures are the eigenvalues of matrix As[v] = {asij [v]} :

(2.22) asij [v] :=
1

w

(
yγik∇′klvγlj − e · ∇′vσij

)
.

In this case we can define F (A[Σ]) = F (As[v]).

3. Short time existence and Evolution equations

3.1. Short time existence. In order to prove a global existence for the Dirichlet

problem (1.18), we first need a short time existence theorem. Though this theorem

is standard, for completeness we state it as follows:

Theorem 3.1. Let G(D2u,Du, u) be a nonlinear operator that is smooth with

respect to D2u,Du and u. Suppose that G is defined for a function u belonging to

an open set Λ ⊂ C2(Ω) and G is elliptic for any u ∈ Λ, i.e., Gij > 0, then the

initial value problem

(3.1)


ut = G(D2u,Du, u) in Ω× [0, T ∗),

u(x, 0) = u0 in Ω× {0},

u(x, t) = 0 on ∂Ω× [0, T ∗),

has a unique smooth solution u when T ∗ = ε > 0 small enough, except for the

corner, where u0 ∈ Λ be of class C∞(Ω).

3.2. Evolution equations for some geometric quantities. For the reader’s

convenience, we now compute the evolution equations for some affine geometric

quantities that were first derived in [LX11]. In this section we shall write Fij =

∇̃ijF, uij = ∇̃iju, F ij = g̃ilFlj , etc.

Lemma 3.2. (Evolution of the metrics). The metric gij and g̃ij of Σ(t) satisfies

the evolution equations
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(3.2) ġij = −2u−2g̃ij(F − σ)w − 2u−1(F − σ)h̃ij ,

and

(3.3) ˙̃gij = −2(F − σ)uh̃ij .

Proof. Since g̃ij = τi · τj ,
∂

∂t
g̃ij = 2

〈
D̃τiẊ, D̃τjX

〉
= 2

〈
D̃τi [(F − σ)uν], τj

〉
= 2(F − σ)u

〈
D̃τiν, τj

〉
= −2(F − σ)uh̃ij .

From equation (2.1) we get

∂

∂t
gij = −2u−3g̃ijut + u−2 ˙̃gij

= −2u−3g̃ij(F − σ)uw − 2u−2(F − σ)uh̃ij

= −2u−2g̃ij(F − σ)w − 2u−1(F − σ)h̃ij .

�

Lemma 3.3. (Evolution of the normal). The normal vector evolves according to

(3.4) ν̇ = −g̃ij [(F − σ)u]iτj ,

moreover,

(3.5) ν̇n+1 = −g̃ij [(F − σ)u]iuj .

Proof. Since ν is the unit normal vector of Σ, we have ν̇ ∈ T (Σ). Furthermore,

differentiating

〈ν, τi〉 =
〈
ν, D̃τiX

〉
= 0,

with respect to t we deduce

〈ν̇, τi〉 = −
〈
ν, D̃τi [(F − σ)uν]

〉
= −〈ν, [(F − σ)u]iν〉

= −[(F − σ)u]i.

So we have

ν̇ = −g̃ij [(F − σ)u]iτj ,

and (3.5) follows directly from

ν̇n+1 = 〈ν̇, e〉 = −g̃ij [(F − σ)u]iuj .

�
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Lemma 3.4. (Evolution of the second fundamental form). The second fundamental

form evolves according to

(3.6)
˙̃
hli = [(F − σ)u]li + u(F − σ)h̃ki h̃

l
k,

(3.7)
˙̃
hij = [(F − σ)u]ij − u(F − σ)h̃ki h̃kj ,

and

(3.8)
ḣij =

1

u
{[(F − σ)u]ij − u(F − σ)h̃ki h̃kj} −

h̃ij
u
w(F − σ)

− {g̃kl[u(F − σ)]kul}
g̃ij
u2
− 2

(F − σ)νn+1

u
h̃ij − 2

g̃ij
u2

(F − σ).

Proof. Differentiating (3.4) with respect to τi we get

∂

∂t
νi = −g̃kl[(F − σ)u]kiτl − g̃kl[(F − σ)u]kD̃τiτl.

On the other hand, in view of the Weingarten Equation

νi = −g̃klh̃liτk ⇒ ν̇i = − ˙̃
hki τk − h̃ki D̃τkẊ,

where h̃ki = g̃klh̃li is mixed tensor. Multiplying by τj we get

− ˙̃
hki g̃kj − h̃ki

〈
D̃τkẊ, τj

〉
= −g̃kl[(F − σ)u]kig̃lj − g̃kl[(F − σ)u]k

〈
D̃τiτl, τj

〉
.

Thus

˙̃
hki g̃kj = g̃kl[(F − σ)u]kig̃lj − h̃ki u(F − σ)

〈
D̃τkν, τj

〉
+ g̃kl[(F − σ)u]k

〈
D̃τiτl, τj

〉
= [(F − σ)u]ij + u(F − σ)h̃ki h̃kj + g̃kl[(F − σ)u]k

〈
D̃τiτl, τj

〉
.

Multiplying by g̃jl we get (3.6).

Moreover, since h̃ij = h̃lig̃lj , by equation (3.3) and (3.6) we have

˙̃
hij =

˙̃
hlig̃lj + h̃li ˙̃glj

= [(F − σ)u]lig̃lj + u(F − σ)h̃ki h̃
l
kg̃lj + h̃li[−2(F − σ)uh̃lj ]

= [(F − σ)u]ij − u(F − σ)h̃ki h̃kj .

Finally, by differentiating (2.3) with respect to t, we get

(3.9)

∂

∂t
hij =

1

u
˙̃
hij −

h̃ij
u2
ut +

g̃ij
u2
ν̇n+1 +

νn+1

u2
˙̃gij − 2

νn+1g̃ij
u3

ut

=
1

u
{[(F − σ)u]ij − u(F − σ)h̃ki h̃kj} −

h̃ij
u
w(F − σ)

+
g̃ij
u2
{−g̃kl[u(F − σ)]kul}+

νn+1

u2
[−2(F − σ)uh̃ij ]− 2

νn+1g̃ij
u3

uw(F − σ)

=
1

u
{[(F − σ)u]ij − u(F − σ)h̃ki h̃kj} −

h̃ij
u
w(F − σ)

− {g̃kl[u(F − σ)]kul}
g̃ij
u2
− 2

(F − σ)νn+1

u
h̃ij − 2

g̃ij
u2

(F − σ).

�
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Lemma 3.5. (Evolution of F). The term F evolves according to the equation

(3.10)
Ft =

1

u
F ij [(F − σ)u]ij + (F − σ)

[∑
fsκ

2
s − 2νn+1F + (νn+1)2

∑
fs

]
+ w(F − σ)

(
F − νn+1

∑
fs

)
− [(F − σ)u]iu

i
∑

fs.

Proof. We consider F with respect to the mixed tensor hji . From equation (2.3),

(3.5), and (3.6) we conclude

(3.11)

Ft = F ij(hji )t = F ij
(
uh̃ji + νn+1δij

)
t

= uF ij [(F − σ)u]ji + u2(F − σ)F ij h̃ki h̃
j
k

+ uw(F − σ)F ij h̃ji − [(F − σ)u]iu
i
∑

fs

=
1

u
F ij [(F − σ)u]ij + (F − σ)

[∑
fsκ

2
s − 2νn+1F + (νn+1)2

∑
fs

]
+ w(F − σ)

(
F − νn+1

∑
fs

)
− [(F − σ)u]iu

i
∑

fs.

�

4. Gradient estimates

In this section we will show that the angle between the upward unit normal and

en+1 axis is bounded above upon approaching the boundary. We will also prove

Proposition 4.3 which gives us a global gradient bound for the solution.

The following lemma is similar to Theorem 3.1 of [GS10].

Lemma 4.1. For ε > 0 sufficiently small,

(4.1)
σ − νn+1

u
<

√
1− σ2

r1
+
ε(1 + σ)

r2
1

on ∂Ω× [0, T ),

where r1 is the maximal radii of exterior sphere to ∂Ω.

Proof. Applying Theorem 3.1 and letting T be small enough, we first assume r1 <

∞. For a fixed point x0 ∈ Γε, let e1 be the outward unit normal vector to Γε at x0.

Let B1 be the ball in Rn+1 of radius R1 centered at a = (x0 + r1e1, R1σ) where R1

satisfies R2
1 = r2

1 + (ε−R1σ)2.

Note that B1 ∩ P (ε) = {x ∈ Rn+1|xn+1 = ε} is an n-ball of radius r1, which is

externally tangent to Γε. By Lemma 3.3 of [LX10], we know that B1 ∩Σ(t) = ∅ for

any t ∈ [0, T ). Hence, at x0 we have

νn+1 > −u− σR1

R1
.

By an easy computation we also know that,

R1 ≥
r2
1√

(1− σ2)r2
1 + (1 + σ)ε

.

Therefore (4.1) is proved. In the case that r1 = ∞, then in the above argument

one can replace r1 by any r > 0 and let r →∞. �
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Now consider the approximation problem

(4.2)


G(D2u,Du, u, ut) =

1

uw
ut − F (A[u]) = −σ in ΩT ,

u(x, t) = ε on ∂ΩT ,

u(x, 0) = u0 + ε in Ω× {0}.

where A[u] = {aij [u]} is given by (2.16). Let

(4.3) L = Gt∂t +Gsr∂s∂r +Gs∂s +Gu

be the linearized operator of G at u, where

Gt =
∂G

∂ut
, Gsr =

∂G

∂usr
, Gs =

∂G

∂us
, andGu =

∂G

∂u
.

We shall give exact formulas for Gt, Gsr, Gs and Gu in section 5.

By Lemma 4.1 we obtain a boundary gradient estimate

(4.4) |Du(x, t)| ≤ C on ∂ΩT .

Similar to Lemma 5.1 of [LX11], we have

Lemma 4.2. If the initial surface Σ0 satisfies f(κ[Σ0]) ≤ σ, then f(κ[Σ(t)]) ≤
σ, ∀(x, t) ∈ Ω× (0, T ).

Proof. By Lemma 3.5 we have

(4.5)

∂F

∂t
− F ij∇ijF

= (F − σ)
[∑

fsκ
2
s − νn+1F + (νn+1)2

∑
fs + wF − 2

∑
fs

]
.

Now consider the function F̃ = e−λt(F − σ),

(4.6)

∂F̃

∂t
− F ij∇ijF̃

= F̃
[∑

fsκ
2
s − νn+1F + (νn+1)2

∑
fs + wF − 2

∑
fs − λ

]
.

If F̃ achieved its positive maximum at an interior point (x0, t0) ∈ ΩT , then at this

point we would have

∂F̃

∂t
− F ij∇ijF̃

= F̃
[∑

fsκ
2
s − νn+1F + (νn+1)2

∑
fs + wF − 2

∑
fs − λ

]
≥ 0.

Choosing λ big enough leads to a contradiction. �

Next we shall appeal to Theorem 3.1 and show that the linearized operator L
(defined in (4.3)) satisfies the maximum principle. Moreover, we can get an uniform

C1 estimate for the admissible solution.
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Proposition 4.3. Let u(x, t) ∈ C2,1(ΩT ) be an admissible solution of equation

(4.2). Suppose the initial surface Σ0 = {(x, u0(x)), x ∈ Ω}, satisfies f(κ[Σ0]) ≤ σ

and 1
w(u0(x)) > σ. Moreover, suppose H∂Ω ≥ 0, then Gu ≥ 0, f(κ[Σ(t)]) ≤ σ and

w ≤ 1
σ on ΩT .

Proof. From

(4.7)

Gu :=
∂G

∂u
= − 1

wu2
ut −

1

w
F ijγikuklγ

lj

= − (F − σ)

u
− F ij

(
aij
u
− 1

uw
δij

)
= −2F

u
+
σ

u
+

1

wu

∑
F ii

≥ 1

u
(−2F + σ +

1

w
),

and the hypotheses on Σ0 we can see that Gu|t=0 > 0. Thus when t close to

0, the linearized operator L satisfies the maximum principle. But Luk = 0 (see

Lemma 5.4) so each derivative uk achieves its maximum on ∂Ωt∗ , where 0 < t∗ < T

sufficiently small. In particular, w obtains its maximum on ∂Ωt∗ . By assumption

we know that w(u0) < 1
σ , so we only need to assume that w achieves its maximum

on ∂Ω× (0, t∗).

Let (0, t0) ∈ ∂Ω × (0, t∗) be the point where w assumes its maximum. Choose

coordinates (x1, · · · , xn) at 0 with xn the inner normal direction for ∂Ω. Then at

(0, t0), we have

uα = 0, 1 ≤ α < n, un > 0, unn ≤ 0,∑
uαα = −un(n− 1)H∂Ω ≤ 0.

Moreover, by equation (1.10), the hyperbolic mean curvature of graph(u) ≥ F.

Therefore by implying Theorem 3.1 we have

n

ε
(σ − 1

w
) ≤ 1

w

(∑
α<n

uαα +
unn
w2

)
≤ −(n− 1)

un
w
H∂Ω ≤ 0.

Hence 1
w ≥ σ on ∂Ω× (0, t∗).

Applying Lemma 4.2 we know F ≤ σ for all t ∈ [0, T ). Thus Gu ≥ 0 so L satisfies

the maximum principle. Consequently, the estimates must continue to hold as we

increase t∗ up to T. �

5. C2 boundary estimates

In this section, we establish boundary estimates for second spatial derivatives of

the admissible solutions to the Dirichlet problem (1.18). According to (2.16) we
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can rewrite equation (1.18) as follows:

(5.1)


1

uw
ut − F

(
1

w
(δij + uγisusrγ

rj)

)
= −σ in ΩT ,

u(x, t) = ε on ∂Ω× [0, T ),

u(x, 0) = u0 + ε in Ω× {0}.

As before we denote

(5.2) G(D2u,Du, u, ut) =
1

uw
ut − F (A[u]).

Theorem 5.1. Suppose f satisfies equation(1.3)-(1.9). If ε is sufficiently small,

(5.3) u|D2u| ≤ C on ∂Ω× [0, T ),

where C is independent of ε and t.

Before we begin our proof note that

(5.4) Gsr :=
∂G

∂usr
= − u

w
F ijγirγsj ,

(5.5) Gsrusr = −F +
1

w

∑
F ii,

(5.6) Gu =
∂G

∂u
=

1

u
(−2F + σ +

1

w

∑
F ii),

(5.7) Gt :=
∂G

∂ut
=

1

uw

and similar to [GS04] equation (2.21) (see also [GS08] equation (5.3)) we have

(5.8)

Gs :=
∂G

∂us

= −utus
uw3

+
us
w2

F +
2

w
F ijaik

(
wukγ

sj + ujγ
ks

1 + w

)
− 2

w2
F ijuiγ

sj

= − (F − σ)

w2
us +

us
w2

F +
2

w
F ijaik

(
wukγ

sj + ujγ
ks

1 + w

)
− 2

w2
F ijuiγ

sj

=
us
w2

σ +
2

w
F ijaik

(
wukγ

sj + ujγ
ks

1 + w

)
− 2

w2
F ijuiγ

sj .

Thus

(5.9) Gsus =
w2 − 1

w2
σ +

2

w2
F ijaikukuj −

2

w3
F ijuiuj

and

(5.10)
∑
|Gs| ≤ σ

w
+

2

w

(∑
F ii +

∑
fi|κi|

)
.

Now let L′ denote the partial linearized operator of G at u:

L′ = L −Gu = Gt∂t +Gsr∂s∂r +Gs∂s.
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By equation (5.5), (5.7) and (5.9) we get

(5.11)
L′u = Gtut +Gsrusr +Gsus

=
1

uw
uw(F − σ)− F +

1

w

∑
F ii +

(
1− 1

w2

)
σ +

2

w2
F ijaikukuj −

2

w3
F ijuiuj

= − 1

w2
σ +

1

w

∑
F ii +

2

w2
F ijaikukuj −

2

w3
F ijuiuj ,

hence

(5.12)

L 1

u
= Gt

(
−ut
u2

)
+Gsr∂s

(
−ur
u2

)
+Gs

(
−us
u2

)
+Gu

(
1

u

)
= − 1

u2

(
Gtut +Gsrusr +Gsus

)
+ 2Gsr

urus
u3

+Gu
1

u

= − 1

u2

(
− 1

w2
σ +

1

w

∑
F ii +

2

w2
F ijaikukuj −

2

w3
F ijuiuj

)
+ 2Gsr

urus
u3

+
1

u

(
−2

F

u
+
σ

u
+

1

uw

∑
F ii
)

=
1 + w2

u2w2
σ − 2

F

u2
− 2

u2w2
F ijaikukuj .

Lemma 5.2. Suppose that f satisfies (1.3), (1.4), (1.7) and (1.8). Then

(5.13) L
(

1− ε

u

)
≥ ε

u2w
(1− σ)

∑
fi +

2ε

u2w2
F ijaikukuj in ΩT .

Proof. By equation (5.12) and Proposition 4.3

(5.14)

L
(

1− ε

u

)
= L′

(
1− ε

u

)
+Gu

(
1− ε

u

)
≥ L′

(
1− ε

u

)
= −εL′

(
1

u

)
= −ε (L −Gu)

1

u

≥ ε

u2w
(1− σ)

∑
fi +

2ε

u2w2
F ijaikukuj .

�

Recall that for symmetric matrix A = A[u] we can uniquely define the symmetric

matrices

|A| = {AAT } 1
2 , A+ =

1

2
(|A|+A), A− =

1

2
(|A| −A)

which all commute and satisfy A+A− = 0. Moreover, F = F ij commutes with |A|,
A± and so all are simultaneously diagonalizable. Write A± = {a±ij} and define

(5.15) L = L+
2

w2
F ija−ikuk∂j .

Corollary 5.3. Suppose that f satisfies (1.3), (1.4), (1.7) and (1.8). Then

(5.16) L
(

1− ε

u

)
≥ ε(1− σ)

u2w

∑
fi.

Finally we need to point out that, similar to [CNS84], [GSZ09] and [GS08] we

can prove
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Lemma 5.4. Suppose that f satisfies (1.3), (1.4), (1.7) and (1.8). Then

(5.17) L(xiuj − xjui) = 0

and

(5.18) Lui = 0,

where 1 ≤ i, j ≤ n.

Proof. Without loss of generality we may assume i = 2, j = 1. Let R(θ) be the

orthogonal n × n matrix with entries r11 = r22 = cos θ, r12 = −r21 = − sin θ, and

rkl = δkl otherwise. Let y = Rx and v(y, t) = u(x, t). Since rotations in x1, · · · , xn
are hyperbolic isometries, v(y, t) satisfies

(5.19) G(D2v(y, t), Dv(y, t), v(y, t), vt(y, t)) = −σ,

where

(5.20)
v(y, t) = u(RT y, t), vt(y, t) = ut(R

T y, t),

Dv(y, t) = RDu(RT y, t), D2v(y) = R(D2u(RT y, t))RT .

Differentiating (5.19) with respect to θ and evaluating at θ = 0, we obtain

(5.21) Gtv̇t +Gsrv̇sr +Gsv̇s +Guv̇ = 0.

Using (5.20) and the definition of R, a straight forward calculation gives us that

L(v̇) = L(x2u1 − x1u2) = 0.

The statement L(ui) = 0 follows from letting yi = xi − θ and yj = xj when

j 6= i. �

Proof of Theorem 5.1. Consider an arbitrary point on ∂Ω, which we may assume

to be the origin of Rn, and choose the coordinates so that the positive xn axis is

the interior normal to ∂Ω at the origin. There exists a uniform constant r > 0 such

that ∂Ω ∩Br(0) can be represented as a graph

xn =
1

2

∑
α,β<n

Bαβxαxβ +O(|x′|3) = ρ(x′), x′ = (x1, · · · , xn−1).

Since u ≡ ε, on ∂Ω× [0, T ), i.e., u(x′, ρ(x′)) ≡ ε for ∀t ∈ [0, T ), we have

(5.22) uα + unBαβxβ = 0, ∀(x, t) ∈ {∂Ω ∩Br(0)} × [0, T ),

and

(5.23) uαβ(0, t) + un(0, t)ραβ = 0, ∀t ∈ [0, T )

where α, β < n. As in [CNS84], let Tα = ∂α +
∑
β<nBαβ(xβ∂n − xn∂β). Using

Proposition 4.3 and (5.22), for fixed α < n, 0 < ε < r small enough, we have

(5.24) |Tαu|+
1

2

∑
l<n

u2
l ≤ C in {Ω ∩Bε(0)} × [0, T ),
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and

(5.25) |Tαu|+
1

2

∑
l<n

u2
l ≤ C|x|2 on {∂Ω ∩Bε(0)} × [0, T ),

where C is independent of ε and T. Moreover by Lemma 5.4

(5.26) LTαu = 0.

Now define

φ = ±Tαu+
1

2

∑
l<n

u2
l −

C

ε2
|x|2,

where C is chosen to be large enough (and independent of ε and T ) so that φ ≤ 0

on ∂(Ω ∩Bε(0))× [0, T ). Since u0 ∈ C2(Ω) is given, from Taylor’s theorem we can

assume in Ω×Bδ(0), δ > ε > 0 is small, there exists a1, b1, b2 and c1 > 0 so that

u0(x) ≥ ε+ a1xn, |Tαu0| ≤ b1xn + b2|x|2 and |u0l| ≤ c1|x|.

Therefore, we can choose a constant C1 > 0 such that

(5.27) φ− C1

(
1− ε

u

)
≤ 0 on {Ω ∩Bε(0)} × {0},

here and in the future, all C and Ci (i = 1, 2, · · · ) denote constants independent of

ε and t.

Lemma 5.5.

(5.28) Lφ ≤
∑
l<n

Gsrulsulr +
C

ε

(∑
fi +

∑
fi|κi|

)
in {Ω ∩Bε(0)} × [0, T ).

Proof. By Lemma 5.4, equation (5.17), and equation (5.18) we have

(5.29)
Lφ = ±LTαu+ ulLul +Gsrulsulr −

C

ε2
L(|x|2)

= Gsrulsulr +
C

ε2
L(−|x|2).

Since

(5.30)
L(−|x|2) = −Gsr∂s∂r|x|2 −Gs∂s|x|2 −Gu|x|2

≤
∣∣∣2∑Gss + 2

∑
xsG

s + |x|2Gu
∣∣∣

≤ 2
∣∣∣∑Gss

∣∣∣+ 2ε|Gs|+ ε2|Gu|

≤ 2Cε

w

∑
fi + 2ε

(
σ

w
+

2

w
(
∑

fi +
∑

fi|κi|)
)

+ Cε
(∑

fi +
∑

fi|κi|
)

where we applied lemma 2.1 of [GS08] and Lemma 3.3 of [LX10].

Combining (5.29) and (5.30) we obtain (5.28). �

Following Ivochkina, Lin and Trudinger [ILT96] we have
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Proposition 5.6. At each point in {Ω ∩ Bε(0)} × [0, T ) there is an index r such

that

(5.31)
∑
l<n

Gsrulsulr ≤ −c0u
∑
i6=r

fiκ̃
2
i ≤

c0
2u

 2

w2

∑
fi −

∑
i 6=r

fiκ
2
i

 .

Proof. Let P be an orthogonal matrix that simultaneously diagonalizes {F ij} and

Ã = {ãij} = { 1
wγ

ikuklγ
lj}, where γij = δij − uiuj

w(1+w) .

Note that wãijγjl = γikukl and so we have

(5.32)

∑
l<n

Gsrulsulr = −uwF ij ãiqãjpγqlγpl

= −uw
∑
l<n

fiκ̃
2
iPpiγplPqiγql

= −uw
∑
l<n

fiκ̃
2
i b

2
li,

where B = {brs} = {Pirγis} and det(B) = det(BT ) = w.

Suppose for some i, say i = 1, we have∑
l<n

b2l1 < θ2.

Expanding detB by cofactors along the first column gives

1 ≤ w = detB = b11C
11 + · · ·+ bn−11C

1n−1 + bn1 detM ≤ c1θ + c2 detM,

where c1,c2 are independent of ε and T, and

M =

 b12 · · · bn−12

...
. . .

...
b1n · · · bn−1n

 .
Therefore, detM ≥ 1−c1θ

c2
. Now expanding detM by cofactor along row r ≥ 2 gives

detM ≤ c3
(∑

l<n b
2
lr

)1/2
, where c3 is independent of ε and T. Hence

(5.33)
∑
l<n

b2lr ≥
(

1− c1θ
c2c3

)2

.

Choosing θ < 1
2c1

we conclude that for some r∑
l<n

Gsrulsulr ≤ −c0u
∑
i 6=r

fiκ̃
2
i .

Finally (5.31) follows from equation (2.4). �

Proposition 5.7. Let L be defined by (5.15). Then

(5.34) Lφ ≤ C2

(
1

ε

∑
fi −Gijφiφj

)
for a controlled constant C2 independent of ε and t.
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Proof. By Lemma 5.5 and Proposition 5.6,

(5.35)

Lφ = Lφ+
2

w2
F ija−ikuk∂jφ

≤
∑
l<n

Gsrulsulr +
C

ε
(
∑

fi +
∑

fi|κi|) +
2

w2
F ija−ikukφj

≤ c0
uw2

∑
fi −

c0
2u

∑
i 6=r

fiκ
2
i +

C

ε
(
∑

fi +
∑

fi|κi|) +
2

w2
F ija−ikukφj .

Implying the generalized Schwarz inequality,

(5.36)

2

w2

∣∣F ija−ikukφj∣∣ ≤ 2
(
uF ijφiφj

) 1
2

(
1

u
F ija−ila

−
kj

ukul
w2

) 1
2

≤ c0
8nu

∑
κi<0

fiκ
2
i − CGijφiφj ,

where we have used Lemma 2.1 of [GS08] to compare uF ijφiφj to −Gijφiφj . More-

over,

(5.37)
∑

fi|κi| =
∑
κi>0

fiκi −
∑
κi<0

fiκi = F + 2
∑
κi<0

fi|κi|.

Hence we get equation (5.34) with C2 independent of ε and t. �

Let h =
(
eC2φ − 1

)
− A

(
1− ε

u

)
, with C2 defined as before and A to be deter-

mined later. From equation (5.27) we know that when A is chosen large enough

(5.38) h ≤ 0 on ∂{(Ω ∩Bε(0))× [0, T )}.

Moreover, by Proposition 5.7 and Corollary 5.3 we get

(5.39) Lh ≤ 0 in (Ω ∩Bε(0))× [0, T ).

Therefore by the maximum principle we conclude that h ≤ 0 in (Ω∩Bε(0))× [0, T ).

Since h(0, t) = 0, we have that hn(0, t) ≤ 0 for all t ∈ [0, T ) which gives

(5.40) |uαn(0, t)| ≤ A

C2ε
un(0, t) for all t ∈ [0, T ).

Finally, |unn(0, t)| can be estimated as in [LX11] section 6 using the hypothesis

(1.9). For completeness we include the argument here. For any t ∈ [0, T ), we may

assume [uαβ(0, t)] to be diagonal. Note also that uα(0, t) = 0 for α < n. We have

at (x, t) = (0, t)

A[u] =
1

w


1 + uu11 0 · · · uu1n

w
0 1 + uu22 · · · uu2n

w
...

...
. . .

...
uun1

w
uun2

w · · · 1 + uunn
w2

 .
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By Lemma 1.2 in [CNS85], if εunn(0) is very large, the eigenvalues λ1, · · · , λn of

A[u] are given by

(5.41)

λα =
1

w
(1 + εuαα(0)) + o(1), α < n

λn =
εunn(0)

w3

(
1 +O

(
1

εunn(0)

))
.

If εunn ≥ R where R is a uniform constant, then by (1.8), (1.9) and Proposition

4.3 we have

σ ≥ 1

w
F (wA[u])(0) ≥ (σ − Cε)

(
1 +

ε0
2

)
> σ

which is a contradiction. Therefore

|unn(0)| ≤ R

ε

and the proof is completed. �

6. C2 global estimates

In this section we will prove a maximum principle for the largest hyperbolic

principal curvature κmax(x, t) of solutions of equation (1.1).

As before, we denote the metric in Hn+1 by gij and denote the hyperbolic second

fundamental form by hij . Now consider function

(6.1) ϕ = max
(x,t)∈ΩT

κmax(x, t)

νn+1 − a
,

where infΩT
νn+1 > a.

Theorem 6.1. Suppose f satisfies (1.3)-(1.8) and σ ∈ (0, 1) satisfies σ > σ0,

where σ0 is the unique zero in (0, 1) of

(6.2) φ(a) :=
4

3
a− 1

27
a3 − 1

27
(a2 + 3)

3
2 .

Let u ∈ C4,2(Ω× [0, T )) be an admissible solution of (1.18) such that νn+1(x, t) =
1
w ≥ σ, for all (x, t) ∈ ΩT . Then at an interior maximum of ϕ, there is a constant

C (independent of ε and t), such that

(6.3) κmax ≤ C.

Numerical calculations show 0.14596 < σ0 < 0.14597.

We begin the proof of Theorem 6.1 which is long and computational.

Assume ϕ achieves its maximum at an interior point (x0, t0). We may rewrite

Σ(t0) locally near X0 = (x0, u(x0, t0)) as a radial graph X = ev(z,t)z, (z, t) ∈
Sn+ × (0, T ), such that ν(X0) = z0, and we may also choose the local coordinates

around z0 ∈ Sn+ such that at (z0, t0)

g̃ij = δij and
∂g̃ij
∂θk

= 0.
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By a standard calculation, we also know that v(z, t) satisfies

vt = yw(f − σ).

Moreover, we can also assume h̃ij is diagnalized at (z0, t0). At last, since dilation is

an isometry for radial graph in hyperbolic space, without loss of generality we may

assume v(z0, t0) = 0 Therefore at (z0, t0) we have

(6.4) gij =
g̃ij
u2

=
δij
y2

and gij = u2g̃ij = y2δij ,

(6.5) hij =
1

u
h̃ij +

νn+1

u2
g̃ij =

h̃ij
y

+
δij
y
.

Differentiating (2.18) with respect to θk we get

(6.6)

∂g̃ij
∂θk

=
∂[e2v(σij + vivj)]

∂θk

= 2e2vvk(σij + vivj) + e2v

(
∂σij
∂θk

+ vikvj + vivjk

)
= 0.

Since ν(X0) = z0, we conclude that at (z0, t0)

∂σij
∂θk

= 0

which implies

Γ′kij = 0.

Thus

(6.7) ∇′ijv = vij = ∇̃ijv,

where ∇̃ij denotes the covariant differentiations in the metric g̃ with respect to the

local coordinates on Σ(t0).

Recall that by Lemma 3.2 we have

∂g̃ij
∂t

= −2(F − σ)uh̃ij .

On the other hand

(6.8)

∂g̃ij
∂t

= 2e2vvt(σij + vivj) + e2v (σ̇ij + v̇ivj + viv̇j)

= 2g̃ijyw(F − σ) + e2v (σ̇ij + v̇ivj + viv̇j) .

Therefore at (z0, t0)

(6.9) σ̇ij = −2y(F − σ)h̃ij − 2y(F − σ)δij .
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Combining equation (2.20) and (6.9) we get

(6.10)

∂h̃ij
∂t

= h̃ijy(F − σ) +∇′ij [yw(F − σ)] + 2(F − σ)yh̃ij + 2y(F − σ)δij

= 3h̃ijy(F − σ) +∇′ij [yw(F − σ)] + 2y(F − σ)δij

= 3h̃ijy(F − σ) + {y∇′ijF + y(F − σ)vlivlj

− (F − σ)yδij + yiFj + yjFi}+ 2y(F − σ)δij

= 3h̃ijy(F − σ) + y∇′ijF + y(F − σ)vlivlj + yiFj + yjFi + y(F − σ)δij .

We can always assume at (z0, t0) κmax = g11h11, thus we only need to compute

ḣ11 at this point. From now on, all calculations are done at (z0, t0) if no additional

explanations.

Lemma 6.2. At (z0, t0),

(6.11)

∂

∂t
h1

1 − y2F ii∇iih1
1 = 3(F − σ)κ2

1 + y2F ij,klhji;1h
l
k;1

− (F − σ) +
(
κ1

∑
fiκ

2
i + κ1

∑
fi − F − κ2

1F
)
.

Proof. Differentiating equation (6.5) with respect to t we get

(6.12) ḣij =
1

u
˙̃
hij −

h̃ij
u2
u̇+

˙νn+1

u2
g̃ij +

νn+1

u2
˙̃gij − 2

νn+1

u3
g̃ij u̇.

Since

(6.13) u̇ =
∂evy

∂t
= evyvt = y2(F − σ)

and

(6.14)

ν̇n+1 =
∂

∂t

{
y −∇′v · ∇′y

w

}
= −∇′[yw(F − σ)] · ∇′y

= −(F − σ)(1− y2)− y∇′F · ∇′y,
we obtain

(6.15)

ḣ11 =
1

y

[
3h̃11y(F − σ) + y∇′11F + y(F − σ)vl1vl1 + 2y1F1 + y(F − σ)

]
− h̃11(F − σ)− (F − σ)(1− y2)

y2
− y∇′F · ∇′y

y2

− 2(F − σ)h̃11 − 2(F − σ)

= ∇′11F + (F − σ)v2
l1 +

2

y
y1F1 −

(F − σ)

y2
− 1

y
∇′F · ∇′y

= ∇′11F + (F − σ)(h̃11 + 1)2 +
2

y
y1F1 −

(F − σ)

y2
− 1

y
∇′F · ∇′y.

Here we used h̃ij = vij − δij at (z0, t0).

By equation (2.1), (3.3) and (6.13) at the point (z0, t0) we get

(6.16) ġij = −2(F − σ)hij .
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On the other hand
∂

∂t

(
gikgij

)
=

∂

∂t
δkj = 0,

hence

(6.17) ġik = 2y4(F − σ)hki.

Finally we have

(6.18)

∂h1
1

∂t
=

∂

∂t

(
g1khk1

)
= ġ1khk1 + g1kḣk1

= 2y4(F − σ)h2
k1 + y2ḣ11

= 2y4(F − σ)h2
1k + y2

[
∇′11F + (F − σ)(h̃11 + 1)2 +

2

y
y1F1

− (F − σ)

y2
− 1

y
∇′F · ∇′y

]
.

By (2.6) at (z0, t0) we get

(6.19) ∇ijf = ∇̃ijf +
1

y

(
yifj + yjfi −

∑
ylflδij

)
.

Therefore we can rewrite equation (6.18) as

(6.20)
∂h1

1

∂t
= 3(F − σ)κ2

1 + y2∇11F − (F − σ).

Moreover

(6.21)

∇11F = F iihii;11 + F ij,klhji;1h
l
k;1

= F ii∇11

(
gikhki

)
+ F ij,klhji;1h

l
k;1

= y2F ii∇11hii + F ij,klhji;1h
l
k;1.

Thus

(6.22)
∂h1

1

∂t
= 3(F − σ)κ2

1 + y4F ii∇11hii + y2F ij,klhji;1h
l
k;1 − (F − σ).

Next let’s recall the following well-known fundamental equations for a hypersur-

face Σ in Hn+1 :
Coddazzi equation: ∇ihjk = ∇jhki = ∇khij ,

Gauss equation: Rijkl = (hikhjl − hilhjk)− (gikgjl − gilgjk),

Ricci equation: ∇l∇khij −∇k∇lhij = hipg
pqRqjkl + hjpg

pqRqikl.

So we have

(6.23)

∇11hii −∇iih11 = ∇1∇ih1i −∇i∇1h1i

= h1pg
pqRqii1 + hipg

pqRq1i1

= κ1R1ii1 + κiRi1i1

and

(6.24) R1ii1 = −h11hii +
1

y4
, Ri1i1 = hiih11 −

1

y4
.

Substituting equation (6.24) into (6.23) and combining with equation (6.22) we

obtain (6.11). �
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Lemma 6.3. At (z0, t0),

(6.25)
ν̇n+1 − y2F ii∇iiνn+1 = −(F − σ)(1− y2)− (1− y2)

∑
fi(κi − y)

+ y
∑

fi(κi − y2)− 2y
∑

fiyiν
n+1
i .

Proof. By differentiating νn+1 we get

(6.26)

νn+1
i =

(
y −∇′v · ∇′y

w

)
i

=
yi − vliyl − vlyli

w
− y −∇′v · ∇′y

w2
wi

= yi − vliyl = −h̃iiyi

and

(6.27)

νn+1
ij =

yij − vlijyl − vliylj − vljyli − vlylij
w

− y −∇′v · ∇′y
w2

wij − wi
(
y −∇′v · ∇′y

w2

)
j

= −yδij − vlijyl + yvliδlj + yvljδli − yvlivlj
= −yl∇̃lh̃ij − yh̃lih̃lj .

Then

(6.28)

∇ijνn+1 = ∇̃ijνn+1 +
1

y

(
yiν

n+1
j + yjν

n+1
i

)
− 1

y

∑
ylν

n+1
l δij

= −yl∇lh̃ij − yh̃lih̃lj +
1

y

(
yiν

n+1
j + yjν

n+1
i

)
− 1

y

∑
ylν

n+1
l δij .

Moreover, differentiating F with respect to τl,

(6.29)
∇lF = F ij

(
hji

)
l

= F ij
(
uh̃ji + νn+1δij

)
l

= F ij
{
ylh̃ij + y∇lh̃ij + νn+1

l δij

}
.

Combining equations (6.14), (6.28) and (6.29) we have

ν̇n+1 − y2F ii∇iiνn+1

= −(F − σ)(1− y2)− y(1− y2)
∑

fi

(
κi
y
− 1

)
− y2

∑
F iiyl∇̃lh̃ii − y

∑
νn+1
l yl

∑
fi

+ y2
∑

F iiyl∇̃lh̃ii + y3
∑

F iih̃2
ii − 2y

∑
F iiyiν

n+1
i + y

∑
νn+1
l yl

∑
fi

= −(F − σ)(1− y2)− (1− y2)
∑

fi(κi − y) + y
∑

fi(κi − y)2 − 2y
∑

fiyiν
n+1
i .

�

From the assumption that ϕ achieves its maximum at (z0, t0), we have

∂ϕ

∂t
− y2F ii∇iiϕ ≥ 0 at (z0, t0),
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therefore,

(6.30)

0 ≤ ḣ1
1 − y2F ii∇iih1

1 −
h1

1

νn+1 − a
(
ν̇n+1 − y2F ii∇iiνn+1

)
= 3(F − σ)κ2

1 + y2F ij,klhji;1h
l
k;1 − (F − σ) + κ1

∑
fiκ

2
i + κ1

∑
fi − F − κ2

1F

− κ1

y − a

{
−(F − σ)(1− y2)− (1− y2)F + y(1− y2)

∑
fi + y

∑
fiκ

2
i

−2y2F + y3
∑

fi − 2y
∑

fiyiν
n+1
i

}
=

[
3κ2

1 − 1 +
κ1(1− y2)

y − a

]
(F − σ) + y2F ij,klhji;1h

l
k;1

− aκ1

y − a

(∑
fiκ

2
i +

∑
fi

)
+

[
−1− κ2

1 +
κ1(1 + y2)

y − a

]
F

+
2yκ1

y − a
∑

fiyiν
n+1
i .

Here we have used Lemma 6.2 and Lemma 6.3. According to Andrews [A94] and

Gerhardt [G96] (see also [GSZ09] equation (5.38))

F ij,klhji;1h
l
k;1 ≤

∑
i6=j

fi − fj
κi − κj

(
hji;1

)2

≤ 2
∑
i≥2

fi − f1

κi − κ1

(
h1
i;1

)2
and

h1
i;1 = ∇1

(
g1khki

)
= y2h1i;1 = y2h11;i =

κ1

y − a
νn+1
i ,

we get

(6.31) F ij,klhji;1h
l
k;1 ≤

2κ2
1

(y − a)2

∑
i≥2

fi − f1

κi − κ1

(
νn+1
i

)2
.

Therefore

(6.32)

0 ≤
[
3κ2

1 − 1 +
κ1(1− y2)

y − a

]
(F − σ) +

2y2κ2
1

(y − a)2

∑
i≥2

fi − f1

κi − κ1

(
νn+1
i

)2
− aκ1

y − a

(∑
fiκ

2
i +

∑
fi

)
+

[
−1− κ2

1 +
κ1(1 + y2)

y − a

]
F +

2yκ1

y − a
∑

fiyiν
n+1
i .

Following the idea of [GSZ09] and [GS08] let

I = {i : κi − y ≤ −θκ1},

J = {i : −θκ1 < κi − y < 0, fi < θ−1f1},

L = {i : −θκ1 < κi − y < 0, fi ≥ θ−1f1},

where θ ∈ (0, 1) is to be determined later. Then we have

(6.33)

−1

y − a
∑
i∈I

(κi − νn+1)2fi ≤
θκ1

y − a
∑
i∈I

fi(κi − νn+1)

≤ θκ1

y − a
∑
i∈I

fiy
2
i (κi − νn+1),
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where we have used
∑
y2
i = 1 − y2 (see [GSZ09] equation (5.19)). Now providing

θκ1a > 2 and applying equation (6.26) we get

(6.34)

− κ1a

y − a
∑
i∈I

fi(κi − νn+1)2 ≤ +
2κ1

y − a
∑
i∈I

fiy
2
i (κi − νn+1)

= − 2yκ1

y − a
∑
i∈I

fiyiν
n+1
i .

(6.35)
∑
i∈J

fiy
2
i (νn+1 − κi) ≤ θκ1

∑
i∈J

θ−1f1y
2
i ≤ f1κ1,

provided aκ1 > 2,

(6.36)
−aκ1

y − a
f1κ

2
1 +

2yκ1

y − a
∑
i∈J

fiyiν
n+1
i < 0.

Finally, when i ∈ L,
(6.37)
2yκ1

y − a
∑
i∈L

fiyiν
n+1
i − 2y2κ2

1

(y − a)2

∑
i∈L

fi − f1

κ1 − κi
(
νn+1
i

)2
≤ −2κ1

y − a

[∑
i∈L

fiy
2
i (κi − νn+1) +

1

y − a
∑
i∈L

1− θ
1 + θ

fiy
2
i (κi − νn+1)2

]

=
−2κ1

y − a
∑
i∈L

fiy
2
i

[
(κi − y) +

1− θ
(y − a)(1 + θ)

(κi − y)2

]

=
−2κ1

y − a
∑
i∈L

fiy
2
i

{
1− θ

(y − a)(1 + θ)

[
(κi − y) +

(y − a)(1 + θ)

2(1− θ)

]2

− (y − a)(1 + θ)

4(1− θ)

}

≤ κ1(1 + θ)(1− y2)

2(1− θ)
∑
i∈L

fi.

Combining (6.32), (6.34), (6.36), and (6.37) we obtain

(6.38)

0 ≤
[
(2κ2

1 − 2)(y − a) + 2κ1

]
(F − σ)−

[
(κ2

1 + 1)(y − a)− κ1(1 + y2)
]
σ

+

[
(1− θ)(1− y2)(y − a)

2(1− θ)
− a
]
κ1

∑
i∈L

fi,

where the coefficient of −κ1

∑
i∈L fi is

(6.39) φθ(y) = a− (1 + θ)(1− y2)(y − a)

2(1− θ)
and we want φθ(y) > 0 on (a, 1). Since

(6.40)
φ0(y) = a− 1

2
(1− y2)(y − a)

>
4

3
a− 1

27
a3 − 1

27
(a2 + 3)

3
2 := φ(a).

For a ∈ (0, 1) it is easy to check that φ′(a) > 0, φ(0) < 0, φ(1) > 0. Let σ0 be

the unique zero of φ(a) in (0, 1). Numerical calculation show that 0.14596 < σ0 <

0.14597.
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Now following [GS08], assume that 2ε0 := σ − σ0 > 0 and choose a = σ0 + ε0,

then φθ(y) > 0 on (a, 1) if θ > 0 is chosen sufficiently small. By Proposition 4.3,

y−a ≥ σ−a ≥ ε at (z0, t0). So, by (6.38) (assuming κ1 >
2
aθ ) we obtain ε0κ

2
1 ≤ 2κ1.

Hence

κ1 ≤ 2 max

{
1

aθ
,

1

ε0

}
= 4 max

{
1

θ(σ + σ0)
,

1

σ − σ0

}
.

So

max
(x,t)∈Ω̄T

κmax ≤
κ1(z0, t0)

ε0
≤ 8 max

{
1

θ(σ2 − σ2
0)
,

1

(σ − σ0)2

}
,

completing the proof of Theorem 6.1.

7. Convergence to a stationary solution

Let us go back to our original equation (1.12), which is a scalar parabolic

differential equation defined on the cylinder ΩT = Ω × [0, T ) with initial value

u(0) = u0 ∈ C∞(Ω). In view of the a priori estimates, which we have estimated in

the preceding sections, we know that

(7.1)
√

1 + |Du|2 ≤ 1

σ
.

and when σ > σ0 (0.14596 < σ0 < 0.14597) there is a constant C independent of ε

and t such that

(7.2) u|D2u| ≤ C.

Thus we have

(7.3) F is uniformly elliptic in u.

Moreover, since F is concave, we have uniform C2+α(Ω) estimates for u2(t), ∀t > 0.

Therefore, the flow exists for all t ≥ 0.

By integrating equation (1.12) with respect to t, we get

(7.4) u(x, t)− u(x, 0) =

∫ t

0

(F − σ)uw

which implies

(7.5)

∣∣∣∣∫ ∞
0

(F − σ)uw

∣∣∣∣ <∞ ∀x ∈ Ω.

Hence, for any x ∈ Ω there is a sequence tk →∞ such that (F − σ)u(x)→ 0.

On the other hand, due to our assumptions on our initial surface, u(x, ·) is

monotone decreasing and therefore

(7.6) lim
t→∞

u(x, t) = ũ(x)

exists, and is of class C∞(Ω). So ũ(x) is a stationary solution of our problem.
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