582 PS3 Solutions

1. Fix R and for ¢ € {0,...,t}, let Z; = Z\Tﬁ]ﬂ:i ZTr; SO we want
Zy = (—1)'Z,.

For i € {0,...,t — 1}, we have

0= Z|UﬂR\:z’ ZTQU rr = (t =) Zip1 + (i +1)Z;,

where the first equality follows from M (t—1,¢)z = 0 (and I accept the second
without justification). So Z;11 = —+=Z; (for each such 1), yielding

Z=(—1)F -1 2t g = (<1) %,

2. It’'s ETS that for S with |S(v)| =t Vv, we can partition I' = 'y UT'y so
S(w)NTx #0 Yve X and S(v)NTy #0 YveY. (1)

(We can then assign each v € X a color from S(v) N 'y and similarly for
v € Y.) But for a random (uniform) partition, our assumption on the |S(v)|’s
implies that (1) fails with probability at most n27" < 1; so there must be a
partition for which (1) holds.

3. Fix a proper coloring ¢ : V' — [x]| (where V = V(G)). Given S(v)’s of
size t, let y(s), s € T', be chosen uniformly and independently from [x], and
set

T=T(y)={veV:y (o(v))NS(v) # 0}.

Then (for any v) G[T] admits an S-legal coloring. (Any coloring that assigns
each v € T a color from v~ !(o(v)) N S(v) is proper, since all vertices colored
s belong to the independent set o~ '(y(s)).) On the other hand, E|T| =
(1—(1—=1/x))n (since P(v € T) =1— (1 —1/x)" for every v € V), etc.

[The conjecture mentioned is due to Albertson, Grossman and Haas, 1998.]
4. Observation: If t € P and x(H) < x/t, then there is a W C V with

|GIW]| > |[W|t/2 and W independent in H (where for graphs size means
number of edges).



Proof. If V1 U---UV,, is a coloring of H (so H[V;] is edgeless) with m < x/t,
then (clearly) x(G[V;]) > t for some i; so the proposition in the problem says
there is some W C V; with §(G[W]) > t and (therefore) |G[W]| > [W|t/2. O

But the probability that there is a W as in the observation (necessarily
with [WW| > t) is less than
Yo ()27,
which (check) is o(1) if t = |2logn].

5. Assuming ¢ > mp, let Y;,...,Y,, be independent copies of X, and Y =
UY;. Then Y ~ X, where r =1 — (1 —p)"™ < ¢q and

L= 1(F) < 1=, (F) = P(Y ¢ F) < P(Y; ¢ F Vi) =27

(so m = logy(1/¢) does what we want). The other direction is similar: if
q < p/m and p,(F) =6, then

12 =1 = pp(F) < (1= pg(F))™ = (1 =06)"

implies —In2 < mIn(l —§) < —md and m < (In2)/§; thus m > (In2)/e
implies 1, (F) < e.

6. Say (X,Y) is good if it gives the stated conclusion. We start with G, using
the notation from the proof given in the problem. The key observation is
that for any distinct e, f € G, EZ.Z; = 1/4. Thus, setting |G| = m, we have

O-% = Ze Zf(EZ@Zf o EZ@EZf) = Z:e(]EZe2 - EQZ@) = m/4

(where e and f run over G); so, by Chebyshev,

m/4 2500
P(Z < .49|G|) < P(|Z — > .01 < = —.
(Z < 49|G) < P pz| = .01m) < (.01m)? G|
Repeating this with H in place of G and combining gives
2500 2500
P((X,Y) is good) > 1 — {— + —} ,
Gl |H]

which is positive if min{|G/|, |H|} > 5000 (etc.).

7. We use the suggested notation and always assume v,w € L. Let X,
be the indicator of the event {P, C 7,} and X = ) X, (the number of
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v € L reachable from p in 7). Then ) = {X > 0} and (using the version of
Chebyshev in the problem) we need EX? < p?/6 (with p = EX and § TBA).

We have EX, = p" Yo, so = (rp)". In addition, EX, X, = p?*~ v/l
and, for a given v and i € {0,...,n},

Hw: v Aw| =i} <"
(The precise value is (r — 1)r"" 1 if i < n and 1 if i = n.) Thus

Zv Zw EX”XU) = Zv Zw an—|v/\w|
S rn Z?:O ,I,n—ipZn—i — (rp)2n Z?:O (Tp) —1
< @Yol +e) = (1+e)p’/e

(and we take § =¢/(1 +¢)).

EX?



