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Abstract

In this work, we construct the Born and inverse Born approximation and series to
recover two function-valued coefficients in the Helmholtz equation for inverse scat-
tering problems from the scattering data at two different frequencies. An analysis of
the convergence and approximation error of the proposed regularized inverse Born
series is provided. The results show that the proposed series converges when the
inverse Born approximations of the perturbations are sufficiently small. The pre-
liminary numerical results show the capability of the proposed regularized inverse
Born approximation and series for recovering the isotropic inhomogeneous media.
Keywords: inverse scattering problem; inverse Born series; convergence; approxi-
mation; two function-valued coefficients.

1 Introduction

The scattering of the time-harmonic incident plane wave ui(x; θ̂; k) := eikx·θ̂ with the
probing wave frequency k and incident direction θ̂ ∈ S (with S denoting the unit sphere)
by an inhomogeneity occupying a bounded Lipschitz domain Ω ⊂ R2 is mathematically
formulated as follows: find the total wave field u ∈ H1

loc(R2) with u = us + ui such that

∇ · a(x)∇u+ k2n(x)u = 0 in R2, (1.1)

lim
r→∞

r
1
2

(
∂us

∂r
− ikus

)
= 0 with r = |x| (1.2)

where

a(x) =

{
1 in R2 \ Ω

1 + γ(x) in Ω
and n(x) =

{
1 in R2 \ Ω

1 + η(x) in Ω
,
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with the contrasts γ being piecewise continuously differentiable and η being bounded
in Ω, and the Sommerfeld radiation condition (1.2) on the scattered wave field us is
satisfied uniformly with respect to x̂ = x/|x|. Problem (1.1)–(1.2) models the scattering
of acoustic waves by an isotropic inhomogeneous medium with contrasts in both the sound
speed and density [4] in two dimensions. Thanks to Sommerfeld radiation condition (1.2),
the scattered filed us assumes the following asymptotic behavior

us(x; θ̂; k) =
eik|x|√
|x|
u∞(x̂, θ̂; k) +O

(
1

|x|3/2

)
,

where u∞(x̂, θ̂; k), known as the far-field pattern of the scattered field, is a function of
x̂ ∈ S for fixed k and θ̂.

Definition 1.1 (Scattering Data and the Inverse Problem). The set of measured far-field
patterns {

u∞(x̂, θ̂; k) : x̂ ∈ S, θ̂ ∈ S
}

is called the scattering data at frequency k. The inverse scattering problem we consider
here is to determine the contrasts γ and η from the scattering data at two different
frequencies k1 ̸= k2.

It is well-known that the uniqueness of the inverse scattering problem derived from
(1.1)–(1.2) holds [7]. We also refer the reader to [2, 3] for coefficients less regular than as-

sumed here. By noting that the incident wave field ui(x; θ̂; k) = eikx·θ̂ solves the Helmholtz
equation with the homogeneous media (i.e. γ ≡ 0 and η ≡ 0) in R2, the perturbed
Helmholtz equation (1.1) for the scattered field takes the form

∇ · a(x)∇us + k2n(x)us = −∇ · γ(x)∇ui − k2η(x)ui for x ∈ R2 (1.3)

or equivalently

∆us + k2us = −∇ · γ(x)∇u− k2η(x)u for x ∈ R2. (1.4)

With the Sommerfeld radiation condition (1.2), it is easy to verify that us satisfies the
following Lippmann-Schwinger volume integral equation,

us(x; θ̂; k) = ∇x·
∫
Ω

Gk(x, y)γ(y)∇y(u
s+ui)(y)dy+

∫
Ω

Gk(x, y)k2η(y)(us+ui)(y)dy, (1.5)

withGk(x, y) = i/4H
(1)
0 (k|x−y|) being the full-space fundamental solution of the Helmholtz

equation in R2, where H
(1)
0 is the Hankel function of the first kind of order zero. The

volume integral equation (1.5) allows γ to have jumps in Ω, and we refer the reader to [5]
for the sufficient conditions on its solvability.

Due to the dependence of us on γ and η, equation (1.5) is nonlinear with respect to γ
and η. When the perturbations γ and η are sufficiently small, the scattered field us can
be approximated by the linearized version of (1.5):

us(x; θ̂; k) ≈ ∇x ·
∫
Ω

Gk(x, y)γ(y)∇yu
i(y)dy +

∫
Ω

Gk(x, y)k2η(y)ui(y)dy. (1.6)
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However, when the perturbations grow, the scattered field is no longer well approximated
by a simple linearization (1.6). In this case, one may expand the approximation of us

from (1.6) (e.g., Born approximation) by the Born series with Born approximation being
the first-order term. A direct inversion of the Born series is typically ill-posed, and the
ill-posedness is carried by the inversion of the Born approximation. The inverse Born
series (IBS) is designed to iteratively reconstruct the potential in a convergent manner
and suggests the solution to the inverse problem as an explicitly computable functional
of the scattering data. The IBS extends the validity of the inverse Born methods and is
widely applied in various inverse scattering problems, including optical tomography [12,
14, 15, 11], electrical impedance tomography [1], and acoustic and electromagnetic imaging
[9, 10]. The main challenge in employing IBS for inverse scattering problems is ensuring
the convergence and stability of the series, which has been studied in [14, 1, 11, 10, 8]; see
[16, Chapter 12] for an overview. We also refer the reader to [6] where the applicability of
the Born approximation is broadened by two different neural network-based algorithms
when the scattering is not weak.

In this work, we construct the IBS to recover two function-valued coefficients in the
Helmholtz equation for inverse scattering problems and provide sufficient conditions on
the convergence of the IBS for this problem, when the regularized inverse Born approxi-
mation is employed. We then discuss the convergence of the IBS with the spectral cutoff
regularization based on the disk prolate spheroidal wave functions (PSWFs) as eigenfunc-
tions [13, 19]. Moreover, when the forward and inverse Born series converge, we derive an
upper bound on the approximation error of the IBS. It is worth noting that the case we
consider in this work, involving two unknown function-valued coefficients, is fundamen-
tally distinct from the single-coefficient scenario. This distinction introduces challenges
for both theoretical and numerical analyses.

The rest of the paper is organized as follows. The Born and regularized inverse Born
approximation are investigated in Section 2 while the numerical results indicating the
capability of the proposed method to recover sufficiently small perturbations η and γ are
presented in Section 5.2. The Born and regularized inverse Born series are constructed in
Section 3 and the convergence analysis of the IBS is established in Section 4. Specifically,
sufficient conditions on the convergence of the IBS are given in Theorems 4.1 and 4.2 (and
Corollary 4.2), while the approximation error of the IBS with the proposed regularization
technique is given in Theorem 4.3. Preliminary numerical examples of the performance
of the IBS are provided in Section 5.

2 Born and inverse Born approximation

2.1 Born approximation

In this section, we study the regularized pseudo-inverse of the forward operator for the
linearized problem (1.6) which states

us(x; θ̂; k) ≈
∫
Ω

ik∇xG
k(x, y) · θ̂ γ(y)eiky·θ̂dy +

∫
Ω

Gk(x, y)k2η(y)eiky·θ̂dy.
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The asymptotic expressions

Gk(x, y) = ei
π
4√

8πk
eik|x|√

|x|
e−ikx̂·y +O

(
1

|x|3/2

)
and

∇xG
k(x, y) = −∇yG

k(x, y) = ei
π
4√

8πk
eik|x|√

|x|
ikx̂e−ikx̂·y +O

(
1

|x|3/2

) (2.1)

together with the definition of the far-field pattern u∞(x̂, θ̂; k) (i.e. the scattering data),
imply that

u∞(x̂, θ̂; k) ≈ ei
π
4 k2√
8πk

(∫
Ω

−(x̂ · θ̂)eik(θ̂−x̂)·yγ(y)dy +

∫
Ω

eik(θ̂−x̂)·yη(y)dy

)
.

The support Ω of the perturbations is part of the unknown. Without loss of generality,
we assume that the perturbations are supported in the unit disk centered at the origin
B := B(0, 1) ⊂ R2, i.e., Ω ⊂ B. Note by the scaling properties of the Helmholtz equation,
the given formulation in Ω ⊂ B(0, R), for any R > 0, at frequency k is the same the
problem formulated in Ω ⊂ B with k/R being the frequency. Then by extending γ and
η by zero in B \ Ω, we arrive at the following expression for the approximate scattering
data

u∞b (x̂, θ̂; k) :=
ei

π
4 k2√
8πk

(∫
B

−(x̂ · θ̂)eik(θ̂−x̂)·yγ(y)dy +

∫
B

eik(θ̂−x̂)·yη(y)dy

)
.

Obviously, the extension by zero of γ in B is still piecewise continuously differentiable.
It follows from a direct calculation from the fact x̂, θ̂ ∈ S that θ̂−x̂ ∈ 2B. We introduce

a new variable p := 1
2
(θ̂− x̂) ∈ B and consider the scaled approximate scattering data as

a function of p, defined by

ub(p; k) :=
√
8πe−iπ

4 k−
3
2u∞b (x̂, θ̂; k) =

∫
B

−(x̂ · θ̂)eik(θ̂−x̂)·yγ(y)dy +

∫
B

eik(θ̂−x̂)·yη(y)dy

=(2|p|2 − 1)

∫
B

ei2kp·yγ(y)dy +

∫
B

ei2kp·yη(y)dy,

where the last equation is derived using the identity

−(x̂ · θ̂) = |θ̂ − x̂|2 − |θ̂|2 − |x̂|2

2
= 2|p|2 − 1.

By defining the restricted Fourier operator

Fk : f 7→ Fk(p; f) =

∫
B

ei2kp·yf(y) dy, p ∈ B, (2.2)

we obtain
ub(p; k) = (2|p|2 − 1)Fk(p; γ) + Fk(p; η), p ∈ B. (2.3)
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To reconstruct the perturbations γ and η, we need to solve the linearized ill-posed
inverse problem (1.6) with scaled scattering data at two different wave frequencies k and
ℓk with ℓ > 1, i.e., {ub(p; k) ∪ ub(p; ℓk) | p ∈ B} where

ub(p; k) =(2|p|2 − 1)Fk(p; γ) + Fk(p; η),

and ub(p; ℓk) =(2|p|2 − 1)F ℓk(p; γ) + F ℓk(p; η)

=(2|p|2 − 1)

∫
B

ei2ℓkp·yγ(y) dy +

∫
B

ei2ℓkp·yη(y) dy

=(2|p|2 − 1)Fk(ℓp; γ) + Fk(ℓp; η),

which yields

ub(ℓ
−1p; ℓk) = (2ℓ−2|p|2 − 1)Fk(p; γ) + Fk(p; η), p ∈ B. (2.4)

Combining formulas (2.3) and (2.4), we derive the following formula of the scattering data
at two wave frequencies k and ℓk in the matrix form, i.e.,[

ub(p; k)
ub(ℓ

−1p; ℓk)

]
=

[
2|p|2 − 1 1

2ℓ−2|p|2 − 1 1

]
Fk

(
p;

[
γ
η

])
:= A(p)Fk

(
p;

[
γ
η

])
:= Kb

([
γ
η

])
,

(2.5)
where Fk is applied element-wise to the vector-valued functions.

2.2 Regularized inverse Born approximation

When the operator Fk is invertible and 0 ̸= p ∈ B, the above matrix equation (2.5) lead
to the following reconstruction formula[

γ
η

]
= K−1

b

([
ub(p; k)

ub(ℓ
−1p; ℓk)

])
= (Fk)−1

(
A(p)−1

[
ub(p; k)

ub(ℓ
−1p; ℓk)

])
,

where A(p)−1 = ℓ2

2|p|2(ℓ2−1)

[
1 −1

1− 2ℓ−2|p|2 2|p|2 − 1

]
and (Fk)−1 is applied element-wise to

the vector-valued functions. We consider the regularized pseudo-inverses of Fk and A(p),
denoted by (Fk)† and A†(p) respectively, when Fk and A(p) are not invertible or the
inverses are unbound. Then we define the regularized pseudo-inverses of Kb by

K†
b : f 7→ K†

b (f) = (Fk)†
(
A†(p)f(p)

)
(2.6)

with f being the vector-valued function. For the inner component A†(p), we set

A†(p) :=
ℓ2

2max(ϵ, |p|)2(ℓ2 − 1)

[
1 −1

1− 2ℓ−2|p|2 2|p|2 − 1

]
(2.7)

for some regularization parament ϵ > 0. For the outer component Fk, it is worth noting
that the operator Fk exhibits a low-rank structure, which motivates the study of (Fk)†.
We refer the reader to [13, 19] for its low-rank approximation based on disk prolate
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spheroidal wave functions (PSWFs), employed in this work, and to [20] for its comple-
mentary low-rank approximation using butterfly factorization and neural networks. For
the reader’s convenience, we introduce the inverse Born reconstruction via a spectral cutoff
regularization based on the disk PSWFs [13, 19] below.

First, we introduce the spectral decomposition of Fk considered in this work. Ac-
cording to [17], there exist real-valued eigenfunctions {ψm,n,l(x; c)}l∈I(m)

m,n∈N of the restricted

Fourier operator Fk, defined in (2.2), with bandwidth parameter c := 2k:

Fkψm,n,l(x) =

∫
B

eicx·yψm,n,l(y; c)dy

= αm,n(c)ψm,n,l(x; c), x ∈ B (2.8)

with ψm,n,l(x; c) being the disk PSWF and αm,n(c) being the corresponding prolate eigen-
value, where N = {0, 1, 2, 3, . . . } and

I(m) =

{
{1} m = 0
{1, 2} m ≥ 1

.

Note that the disk PSWFs are also eigenfunctions of a Sturm-Liouville operator [17], i.e.,

Dc[ψm,n,l](x) = χm,nψm,n,l(x), x ∈ B, (2.9)

where χm,n(c) is the Sturm-Liouville eigenvalue and

Dc := −(1− r2)∂2r −
1

r
∂r + 3r∂r −

1

r2
∆0 + c2r2

with the Laplace–Beltrami operator ∆0 = ∂2θ being the spherical part of Laplacian ∆.
Thanks to the above eigensystems, the following lemma [17, 18] indicates a low-rank
structure of Fk and guarantees that the eigenfunctions, i.e., disk PSWFs, can be computed
using the Sturm–Liouville operator, ensuring both stability and efficiency. We refer the
reader to [18] for the explicit algorithm used in the computation.

Lemma 2.1. For any c > 0, {ψm,n,l(x; c)}l∈I(m)
m,n∈N forms a complete and orthonormal system

of L2(B), i.e., for ∀ m, n, m′, n′ ∈ N, l ∈ I(m), l′ ∈ I(m′), there holds∫
B

ψm,n,l(y; c)ψm′,n′,l′(y; c) dy = δmm′δnn′δll′ ,

where δ denotes the Kronecker delta.

(i) The corresponding prolate eigenvalues {αm,n(c)}m,n∈N in (2.8) are non-zero, and
λm,n(c) := |αm,n(c)| can be ordered for fixed m as

λm,n1(c) > λm,n2(c) > 0, ∀n1 < n2.

Moreover, λm,n(c) −→ 0 as m,n −→ +∞.
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(ii) The corresponding Sturm-Liouville eigenvalues {χm,n}m,n∈N in (2.9) are real positive
and are ordered for fixed m as

0 < χm,n1(c) < χm,n2(c), ∀n1 < n2.

It is worth noting that the prolate eigenvalues αm,n(c) decay to zero exponentially fast
and the dominant prolate eigenvalues are numerically the same.

Now, we can state the spectral cutoff regularization (e.g., [13, 19]) for the outer com-
ponent (Fk)† in the inverse Born reconstruction based on the above observation. In
particular, for any f ∈ L2(B), we have the following spectral decomposition of Fk:

Fk(f) =
∑
m,n,l

αm,n(c) ⟨f, ψm,n,l(·; c)⟩B ψm,n,l(·; c), (2.10)

with ⟨·, ·⟩B being the L2(B) inner product, and define

(Fk)†(f) =
∑

|αm,n(c)|≥α

1

αm,n(c)
⟨f, ψm,n,l(·; c)⟩B ψm,n,l(·; c), (2.11)

with α > 0 being the spectral cutoff parameter.

3 Born series and inverse Born series

In this section, we shall first derive the Born series of the scattered wave field us =
∑∞

j=1 u
s
j

by using the recursive relation of its sequential terms derived from the Born approximation
(1.6), i.e.,

usj+1(x; θ̂; k) =∇x ·
∫
B

Gk(x, y)γ(y)∇yu
s
j(y; θ̂; k)dy +

∫
B

Gk(x, y)k2η(y)usj(y; θ̂; k)dy

=

∫
B

∇x ·Gk(x, y) γ(y)∇yu
s
j(y; θ̂; k)dy + k2

∫
B

Gk(x, y)η(y)usj(y; θ̂; k)dy

=

∫
B

∇xG
k(x, y)γ(y) · ∇yu

s
j(y; θ̂; k)dy + k2

∫
B

Gk(x, y)η(y)usj(y; θ̂; k)dy,

with us0(x; θ̂; k) = ui(x; θ̂; k) = eikθ̂·x being the incident wave field. After defining the
integral operators

F k
0 : f 7→ F k

0 (x; f) = k2
∫
B
Gk(x, y)f(y)dy, x ∈ B (3.1)

and F k
1 : f 7→ F k

1 (x; f) =
∫
B
∇xG

k(x, y) · f(y) dy, x ∈ B (3.2)

with f being the scalar-valued functions and f being the vector-valued function, we derive
the recursion

usj+1(x; θ̂; k) =F
k
1 (x; γ(·)∇usj(·; θ̂; k)) + F k

0 (x; η(·)usj(·; θ̂; k)). (3.3)
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Now, we start with the first-order iteration us1. The recursion (3.3) with j = 0 and
us0 = ui gives

us1(x; θ̂; k) =

∫
B

∇xG
k(x, y)γ(y) · ∇yu

i(y; θ̂; k)dy + k2
∫
B

Gk(x, y)η(y)ui(y; θ̂; k)dy

=F k
1 (x; γ(·)∇ui(·; θ̂; k)) + F k

0 (x; η(·)ui(·; θ̂; k)).

Further, the gradients of us1(x) with respect to x is given by

∇xu
s
1(x; θ̂; k) =

∫
B

∇x∇xG
k(x, y)γ(y) ∇yu

i(y; θ̂; k)dy + k2
∫
B

∇xG
k(x, y)η(y)ui(y; θ̂; k)dy

:=Fk
3(x; γ(·)∇ui(·; θ̂; k)) + Fk

2(x; η(·)ui(·; θ̂; k)),

where

Fk
2 : f 7→ Fk

2(x; f) = k2
∫
B
∇xG

k(x, y)f(y)dy, x ∈ B (3.4)

and Fk
3 : f 7→ Fk

3(x; f) =
∫
B
∇x∇xG

k(x, y)f(y) dy, x ∈ B. (3.5)

We recall the relation p = θ̂−x̂
2

and define q(p) =

√
1−|p|2
|p|

[
0 −1
1 0

]
p such that

q(p) = (−
√

1− |p|2 sin θ,
√

1− |p|2 cos θ)t for any p = (|p| cos θ, |p| sin θ)t,

and thus

θ̂ = q(p) + p and x̂ = q(p)− p, when θx̂ ∈ (θθ̂, θθ̂ + π),

θ̂ = −(q(p)− p) and x̂ = −(q(p) + p), when θx̂ ∈ (θθ̂ − π, θθ̂).

Thanks to the reciprocity relation of the far-field pattern for the jth iterative scattered
wave field u∞j (x̂; θ̂; k) = u∞j (−θ̂;−x̂; k), we only need to consider the case where θx̂ ∈
(θθ̂, θθ̂ + π). Above identities yield

ui(y; p; k) = eikθ̂·y = eik(q+p)·y and ∇yu
i(y; p; k) = ikθ̂eikθ̂·y = ik(q + p)ui(y; p; k),

and thus we rewrite the jth iterative scattered wave field and its gradient as functions of
p and k (and y) as

us1(x; p; k) =F
k
1

(
x; γ(y)∇yu

i(y; p; k)
)
+ F k

0 (x; η(y)u
i(y; p; k)),

∇us1(x; p; k) =Fk
3

(
x; γ(y)∇yu

i(y; p; k)
)
+ Fk

2(x; η(y)u
i(y; p; k)).

For the sake of simplifying the analysis, we use the notations ui(·) = ui(·; p; k) and usj(·) =
usj(·; p; k) for any j ≥ 1 and consider the scaled far-field pattern of the jth iterative
scattered wave field defined as

uj(p; k) :=
√
8πe−iπ

4 k−
3
2u∞j (x̂; θ̂; k)
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with the relation p = θ̂−x̂
2
. Note that the first-order term is the scaled Born-approximated

scattering data discussed in Section 2.1, i.e., u∞1 = u∞b and u1 = ub. Then the asymptotic
expressions of Gk(x, y) and ∇xG

k(x, y) in (2.1) imply that

u1(p; k) =k
−2

∫
B

ikx̂e−ikx̂·yγ(y) · ∇ui(y)dy +
∫
B

e−ikx̂·yη(y)ui(y)dy

=−
∫
B

e−ik(q−p)·yγ(y)(q − p) · (q + p)ui(y)dy +

∫
B

e−ik(q−p)·yη(y)ui(y)dy

:=Fp,k
0

(
γ(p− q) · (q + p)ui

)
+ Fp,k

0 (ηui),

where Fp,k
0 (f) =

∫
B
eik(p−q)·yf(y)dy. Furthermore, we can derive that

u1(p; k) =ub(p; k) = (2|p|2 − 1)Fk(p; γ) + Fk(p; η),

u1(ℓ
−1p; ℓk) =ub(ℓ

−1p; ℓk) = (2ℓ−2|p|2 − 1)Fk(p; γ) + Fk(p; η).

We define the operator

K1(·) := Kb(·) =
[

2|p|2 − 1 1
2ℓ−2|p|2 − 1 1

]
Fk(p; ·),

where Fk defined in (2.2) is applied to the vector-valued function element-wise, such that

K1

(
(γ, η)t

)
=

(
u1(p; k), u1(ℓ

−1p; ℓk)
)t
.

Next, we consider the second iteration us2. Together with the above estimates on us1
and its gradient, we derive from the recursion (3.3) and the relations ∇F k

1 = Fk
3 and

∇F k
0 = Fk

2 that

us2 =F
k
1 (γ∇us1) + F k

0 (ηu
s
1)

=F k
1

(
γ
(
Fk

3(γ∇ui) + Fk
2(ηu

i)
))

+ F k
0

(
η
(
F k
1 (γ∇ui) + F k

0 (ηu
i)
))
,

∇us2 =Fk
3(γ∇us1) + Fk

2(ηu
s
1),

and thus

u2(p; k) =k
−2

∫
B

ikx̂e−ikx̂·yγ(y) · ∇us1(y)dy +
∫
B

e−ikx̂·yη(y)us1(y)dy

=ik−1

∫
B

(q − p)eik(p−q)·yγ(y) · ∇us1(y)dy +
∫
B

eik(p−q)·yη(y)us1(y)dy

=ik−1Fp,k
0 (γ(q − p) · ∇us1) + Fp,k

0 (ηus1)

=ik−1Fp,k
0

(
γ(q − p) ·

(
Fk

3(γ,∇ui) + Fk
2(η, u

i)
))

+ Fp,k
0

(
η
(
F k
1 (γ∇ui) + F k

0 (ηu
i)
))
.

Then, we define the operator K2 by K2

(
(γ, η)t, (γ, η)t

)
=

(
u2(p; k), u2(ℓ

−1p; ℓk)
)t
.

Similarly, for any j ≥ 1, we can derive that

usj =F
k
1 (γ∇usj−1) + F k

0 (ηu
s
j−1), ∇usj = Fk

3(γ∇usj−1) + Fk
2(ηu

s
j−1), (3.6)
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uj(p; k) =ik
−1Fk,p

0 (γ(q − p) · ∇usj−1) + Fk,p
0 (ηusj−1), (3.7)

and we define the j-multilinear operator Kj such that

Kj

(
(γ, η)t, · · · , (γ, η)t

)
=

(
uj(p; k), uj(ℓ

−1p; ℓk)
)t
.

Let ϕ =
∑∞

j=1(uj(p; k), uj(ℓ
−1p; ℓk)

)t
and ψ = (γ, η)t, then the Born series for the

scaled far-field pattern ϕ is given by

ϕ =
∞∑
j=1

Kj

(
ψ, · · · , ψ

)
.

Given the above Born series for ϕ, the IBS [8] is defined as

ψ :=
∞∑
j=1

ψj :=
∞∑
j=1

Kj(ϕ), (3.8)

with

ψ1 :=K1(ϕ) = K†
1(ϕ),

ψ2 :=K2(ϕ) = −K1

(
K2(K1(ϕ),K1(ϕ))

)
= −K1

(
K2(ψ1, ψ1)

)
,

ψ3 :=K3(ϕ) = −K1

(
K2(ψ1, ψ2) +K2(ψ2, ψ1) +K3(ψ1, ψ1, ψ1)

)
,

...

ψj :=Kj(ϕ) = −K1

( j∑
m=2

∑
∑m

t=1 it=j

Km(ψi1 , · · · , ψim)
)
,

where K1 = K†
1 = K†

b , defined in (2.6), is the regularized pseudo-inverse of the operator
K1.

4 Convergence of the regularized inverse Born series

In this section, we discuss the sufficient conditions for convergence of the IBS (3.8) and
its approximation error.

4.1 General regularized inverse Born series

We start with the convergence of the general regularized inverse Born series with a regu-
larized and bounded operator K1. First, we state a sufficient condition for the convergence
of the general IBS established in [8, Theorem 2.2]. We also refer the reader to the sta-
bility of the general IBS in [14, Theorem 3.2], where the estimates depend on ν, µ and
∥K1∥(L2(B))2→X 2 introduced in the following lemma.
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Lemma 4.1. Let µ and ν be positive constants such that

∥Kj(ψ̃1, · · · , ψ̃j)∥(L2(B))2 ≤ νµj−1Πj
i=1∥ψ̃j∥X 2 , for any j ≥ 1,

with X being a Banach space and ∥v∥X 2 := (
∑2

j=1 ∥vj∥2X )
1
2 , for any vector-valued func-

tion v = (v1, v2)
t ∈ X 2. The IBS (3.8) converges if ∥K1(ϕ)∥X 2 < r with the radius of

convergence r =
(
2µ(

√
16C2 + 1 + 4C)

)−1
, where C = max(2, ν∥K1∥(L2(B))2→X 2).

Now, we shall specify the constants ν and µ in the following proposition and defer its
proof to Appendix A and the estimation of the corresponding coefficients a(k), b(k) and
c(k) to Lemma A.1.

Proposition 4.1. Let ϕ̃j := Kj(ψ̃1, · · · , ψ̃j), then ∥ϕ̃j∥(L2(B))2 ≤ ν∞µ
j−1
∞ Πj

i=1∥ψ̃i∥(L∞(B))2

with ν∞ =
√
2|B| and µ∞ =

√
2
(
µ0(k) + µ0(ℓk)

)
, where

µ0(k) = max(1, kb(k), k−1c(k), k2|B|
1
2a(k)),

a(k) = supx∈B ∥Gk(x, ·)∥L2(B), b(k) = ∥F k
1 ∥(L2(B))2→L2(B) and c(k) = ∥Fk

2∥L2(B)→(L2(B))2.

Corollary 4.1. Let ϕ̃j := Kj(ψ̃1, · · · , ψ̃j) and

M = min
(∣∣{x ∈ B : γ(x) ≥ 1

2
∥γ∥L∞(B)}

∣∣, ∣∣{x ∈ B : η(x) ≥ 1

2
∥η∥L∞(B)}

∣∣), (4.1)

then ∥ϕ̃j∥(L2(B))2 ≤ ν2µ
j−1
2 Πj

i=1∥ψ̃i∥(L2(B))2 with ν2 = 2M− 1
2ν∞ and µ2 = 2M− 1

2µ∞.

Proof. It is well-known that M ∈ (0, |B|). Then it follows directly from Proposition 4.1
and the estimate

∥ψ̃i∥(L2(B))2 ≥
1

2
M

1
2∥ψ̃i∥(L∞(B))2 ,

that

∥ψ̃i∥(L∞(B))2 ≤ 2M− 1
2∥ψ̃i∥(L2(B))2 .

Now, we can give the convergence conditions of the IBS (3.8) from Lemma 4.1 with
the help of Proposition 4.1 and Lemma A.1.

Theorem 4.1. Let k > 1
2
and ∥K1∥(L2(B))2→(L∞(B))2 ≤ τ−1 with τ > 0, then the IBS (3.8)

converges if ∥K1(ϕ)∥(L∞(B))2 < r with the radius of convergence

r ≥ cr,∞(1 + ℓ
3
2 )−1k−

3
2 min(2−

1
2π, τ)

with a constant cr,∞ that is independent of ℓ, k or τ .
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Proof. It follows directly from Lemma A.1, the definitions of µ0(k) and µ∞ in Proposition
4.1 and the assumptions |B| = π and k > 1

2
that

µ0(k) =max(1, kb(k), k−1c(k), k2|B|
1
2a(k)) ≤

(
3
√
2π + 2

√
2

3
π
)
k

3
2 ,

µ∞ =
√
2
(
µ0(k) + µ0(ℓk)

)
≤

(
6
√
π +

4π√
3

)
(1 + ℓ

3
2 )k

3
2 .

Thus, by Lemma 4.1 and the assumption ∥K1∥(L2(B))2→(L∞(B))2 ≤ τ−1, the radius of
convergence r satisfies

r =
(
2µ∞(

√
16C2

∞ + 1 + 4C∞)
)−1 ≥

((
6
√
π +

4π√
3

)
(1 + ℓ

3
2 )k

3
2 (8C∞ + 1)

)−1

≥
(
18
(
3
√
π +

2π√
3

)
(1 + ℓ

3
2 )k

3
2C∞

)−1

where

C∞ =max(2, ν∞∥K1∥(L2(B))2→(L∞(B))2)

=max(2,
√
2|B|∥K1∥(L2(B))2→(L∞(B))2) ≤

√
2πmin(2−

1
2π, τ)−1,

which imply

r ≥
(
18
√
2
(
3
√
π +

2π√
3

)
π
)−1

(1 + ℓ
3
2 )−1k−

3
2 min(2−

1
2π, τ).

This completes the proof.

Corollary 4.2. Let k > 1
2
, M be defined in (4.1), and ∥K1∥(L2(B))2→(L2(B))2 ≤ τ−1 with

τ > 0, then the IBS (3.8) converges if ∥K1(ϕ)∥(L2(B))2 < r with the radius of convergence

r ≥ cr,2(1 + ℓ
3
2 )−1k−

3
2M

1
2 min(

√
2π, τM

1
2 )

with a constant cr,2 that is independent of ℓ, k, M or τ .

Proof. Following the analysis in the proof of Theorem 4.1, the relations ν2 = 2M− 1
2ν∞

and µ2 = 2M− 1
2µ∞ in Corollary 4.1 and the estimates in Lemmas A.1 and 4.1 yield that

C2 =max(2, ν2∥K1∥(L2(B))2→(L2(B))2) ≤ 2
3
2πmin(

√
2π, τM

1
2 )−1.

Together with the fact that 2M− 1
2 > 1, there holds

r ≥
(
72
√
2
(
3
√
π +

2π√
3

)
π
)−1

(1 + ℓ
3
2 )−1k−

3
2M

1
2 min(

√
2π, τM

1
2 ),

which completes the proof.
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4.2 Regularized inverse Born series with the disk PSWFs

In this section, we study the convergence and approximation error of the IBS (3.8)
with the proposed regularization technique discussed in Section 2.2. Numerically, we
employ the spectral cutoff regularization for the outer component (Fk)† of the inverse
Born reconstruction K1, where the input scattering data will be projected onto the disk
PSWFs whose corresponding prolate eigenvalues are larger than a spectral cutoff pa-
rameter α = α̃∥Fk∥L2(B)→L2(B) with the constant α̃ ∈ (0, 1), as defined in (2.11). In
addition, let the inner component A†(p) be defined in (2.7). This yields an upper bound
of ∥K1∥(L2(B))2→(L2(B))2 and the corresponding radius of convergence for IBS (3.8) is given
in the following theorem.

Theorem 4.2. Let k > 1
2
, M be defined in (4.1), (Fk)† be defined in (2.11) with c = 2k

and α = α̃∥Fk∥L2(B)→L2(B) being the cutoff parameter, and A†(p) be defined in (2.7) for
some constants α̃ ∈ (0, 1) and ϵ > 0. Then there holds

∥K1∥(L2(B))2→(L2(B))2 ≤
k

2τ̃
√

min(k, 2)
, where τ̃ = α̃ϵ2(1− ℓ−2).

Moreover, the radius of convergence r of the IBS (3.8) satisfies

r ≥ cr,2(1 + ℓ
3
2 )−1k−

3
2M

1
2 min(

√
2π, 2

√
min(k, 2)k−1τ̃M

1
2 )

with a constant cr,2 that is independent of ℓ, k, M or τ̃ .

Proof. By the definition of K1 = K†
b in (2.6), for any f ∈ (L2(B))2, there holds

∥K1(f)∥(L2(B))2 ≤∥(Fk)†∥L2(B)→L2(B)∥A†f∥(L2(B))2

≤∥(Fk)†∥L2(B)→L2(B) sup
p∈B

∥A†(p)∥F∥f∥(L2(B))2

≤(α̃∥Fk∥L2(B)→L2(B))
−1 ℓ2

ϵ2(ℓ2 − 1)
∥f∥(L2(B))2 ,

which implies

∥K1∥(L2(B))2→(L2(B))2 ≤ (α̃∥Fk∥L2(B)→L2(B))
−1 ℓ2

ϵ2(ℓ2 − 1)
:= (τ̃∥Fk∥L2(B)→L2(B))

−1,

where τ̃ = α̃ϵ2(1− ℓ−2). Now, we derive a lower bound for ∥Fk∥L2(B)→L2(B) ≥ d(k) which
yields

∥K1∥(L2(B))2→(L2(B))2 ≤ (τ̃ d(k))−1 := τ−1.

In fact, let f ≡ |B|− 1
2 = π− 1

2 such that ∥f∥L2(B) = 1, then

∥Fk(p; f)∥L2(B) =π
− 1

2∥
∫
B

ei2kp·ydy∥L2(B).
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By using the Jacobi–Anger expansion [4, (3.112)], we can further decompose ei2kp·y as

ei2kp·y = J0(2k|p||y|) + 2
∞∑
n=1

inJn(2k|p||y|) cos
(
n(θy − θp)

)
, (4.2)

with θy and θp denoting the arguments of y and p respectively. Then we derive that∫
B

ei2kp·ydy =

∫
B

J0(2k|p||y|)dy = 2π

∫ 1

0

J0(2k|p|ρ)ρdρ

=
π

2
k−2|p|−2

∫ 2k|p|

0

ρJ0(ρ)dρ = πk−1|p|−1J1(2k|p|),

and thus

π∥Fk(p; f)∥2L2(B) =∥
∫
B

ei2kp·ydy∥2L2(B) = ∥πk−1|p|−1J1(2k|p|)∥2L2(B)

=π2k−2

∫
B

|p|−2|J1(2k|p|)|2dp = 2π3k−2

∫ 1

0

ρ−1|J1(2kρ)|2dρ

=2π3k−2

∫ 2k

0

ρ−1|J1(ρ)|2dρ ≥ 2π3k−2 2

π2
min(k, 2) ≥ 4πk−2min(k, 2)

which implies ∥Fk∥(L2(B))2→(L2(B))2 ≥ 2
√

min(k, 2)k−1 := d(k) and thus

τ = τ̃ d(k) = 2
√
min(k, 2)k−1τ̃ .

Finally, Corollary 4.2 completes the proof.

Now, we derive the approximation error of the IBS (3.8) based on the following lemma
established in [8, Theorem 2.4].

Lemma 4.2. Let the assumptions in Theorem 4.2 hold and that the forward and IBS
(3.8) converge. Let ψ̃ denote the sum of the IBS. We assume that

M := max(∥ψ∥(L2(B))2 , ∥ψ̃∥(L2(B))2) ≤ µ−1
2

(
1−

√
1− (1 + CK1)

−1
)
,

where CK1 := ν2∥K1∥(L2(B))2→(L2(B))2. Then the approximation error can be bounded by

∥ψ −
N∑
j=1

Kj(ϕ)∥(L2(B))2 ≤2µ2

(√
16C2

2 + 1(1− Cratio)
)−1

CN+1
ratio

+
(
1 +

(
1− (1− µ2M)−2

)
CK1

)−1

∥(I −K1K1)ψ∥(L2(B))2

where C2 = max(2, CK1) and Cratio = ∥K1ϕ∥(L2(B))2/r.

To provide a more specific upper bound on the approximation error of the IBS (3.8),
we evaluate the ability of the proposed regularized inverse Born approximation to recover
γ and η from the Born scattering data in the following lemma.
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Lemma 4.3. Let the assumptions in Theorem 4.2 hold and ψ = (γ, η)t ∈ (L2(B))2. Then

for any γ and η such that
(
∥γ − γα∥2L2(B) + ∥η − ηα∥2L2(B)

) 1
2 ≤ δα for some γα, ηα ∈

span{ψm,n,l(·; 2k) : |αm,n(2k)| ≥ α} with ψm,n,l being the disk PSWF discussed in Section
2.2 , there holds

∥(I −K1K1)ψ∥(L2(B))2 ≤ 3−
1
2πα−1ϵ∥ψ∥(L2(B))2 + δα.

Proof. The definitions of K1 = K†
b in (2.6) and K1 = Kb in (2.5) yield

K1K1ψ = (Fk)†
(
A†(p)A(p)Fk(p;ψ)

)
= (Fk)†

( |p|2

max(ϵ, |p|)2
Fk(p;ψ)

)
.

Thus, we can decompose ∥(I −K1K1)ψ∥(L2(B))2 into two components

∥(I −K1K1)ψ∥(L2(B))2

≤∥
(
I − (Fk)†Fk

)
ψ∥(L2(B))2 + ∥(Fk)†

(( |p|2

max(ϵ, |p|)2
− 1

)
Fk(p;ψ)

)
∥(L2(B))2

:=II1 + II2.

For the first term II1, the spectral decomposition of Fk given in (2.10) with c = 2k and
the reconstruction formula (2.11) imply

II21 =∥
(
I − (Fk)†Fk

)
γ∥2L2(B) + ∥

(
I − (Fk)†Fk

)
η∥2L2(B)

≤∥γ − γα∥2L2(B) + ∥η − ηα∥2L2(B) ≤ δ2α.

For the second term II2, by the estimate ∥(Fk)†∥L2(B)→L2(B) ≤ α−1 derived from the
reconstruction formula (2.11), we have

II22 ≤α−2∥
( |p|2
ϵ2

− 1
)
Fk(p; γ)∥2L2(B(0,ϵ)) + α−2∥

( |p|2
ϵ2

− 1
)
Fk(p; η)∥2L2(B(0,ϵ))

≤α−2∥|p|
2

ϵ2
− 1∥2L2(B(0,ϵ))

(
sup
|p|<ϵ

|Fk(p; γ)|2 + sup
|p|<ϵ

|Fk(p; η)|2
)
,

where

∥|p|
2

ϵ2
− 1∥2L2(B(0,ϵ)) =

∫
B(0,ϵ)

∣∣∣ |p|2
ϵ2

− 1
∣∣∣2dp = 2π

∫ ϵ

0

∣∣∣ρ2
ϵ2

− 1
∣∣∣2ρdρ = π

3
ϵ2

and

sup
|p|<ϵ

|Fk(p; γ)|2 + sup
|p|<ϵ

|Fk(p; η)|2 ≤
( ∫

B

|ei2kp·y||γ(y)|dy
)2

+
( ∫

B

|ei2kp·y||η(y)|dy
)2

≤|B|(∥γ∥2L2(B) + ∥η∥2L2(B)) = |B|∥ψ∥2(L2(B))2 .

Combing the above estimates and the identity |B| = π gives

∥(I −K1K1)ψ∥(L2(B))2 ≤ 3−
1
2πα−1ϵ∥ψ∥(L2(B))2 + δα.
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Recall that ψ̃ denotes the sum of the IBS and

M := max(∥ψ∥(L2(B))2 , ∥ψ̃∥(L2(B))2) ≤ µ−1
2

(
1−

√
1− (1 + CK1)

−1
)
,

where CK1 := ν2∥K1∥(L2(B))2→(L2(B))2 , ν2 = 2
3
2 |B|M− 1

2 and µ2 = 2
3
2M− 1

2

(
µ0(k) + µ0(ℓk)

)
,

with
µ0(k) = max(1, kb(k), k−1c(k), k2|B|

1
2a(k)),

a(k) = supx∈B ∥Gk(x, ·)∥L2(B) ≤ k−
1
2 , b(k) = ∥F k

1 ∥(L2(B))2→L2(B) ≤ |B| 12
(
3
√
2 +

√
8π
3

)
k

1
2

and c(k) = ∥Fk
2∥L2(B)→(L2(B))2 ≤ |B| 12

(
3
√
2+

√
8π
3

)
k

5
2 . Based on the estimates in Lemmas

4.2 and 4.3, we can derive the following theorem on the approximation error of the IBS
(3.8).

Theorem 4.3. Let the assumptions in Theorem 4.2 hold and that the forward and IBS
(3.8) converge. Then for any ψ = (γ, η)t ∈ (L2(B))2 such that

(
∥γ − γα∥2L2(B) + ∥η −

ηα∥2L2(B)

) 1
2 ≤ δα for some γα, ηα ∈ span{ψm,n,l(·; 2k) : |αm,n(2k)| ≥ α} with ψm,n,l being

the disk PSWF discussed in Section 2.2, the approximation error of the IBS (3.8) can be
bounded by

∥ψ −
N∑
j=1

Kj(ϕ)∥(L2(B))2 ≤2µ2

(√
16C2

2 + 1(1− Cratio)
)−1

CN+1
ratio

+
(
1 +

(
1− (1− µ2M)−2

)
CK1

)−1

(3−
1
2πα−1ϵM+ δα),

where C2 = max(2, CK1) and Cratio = ∥K1ϕ∥(L2(B))2/r.

Proof. It follows directly from Lemmas 4.2 and 4.3.

5 Numerical experiments

In this section, we shall present preliminary numerical results to demonstrate the feasi-
bility of the IBS to recover the perturbations η and γ from noisy scattering data (with
2% relative noise) at two wave frequencies generated from the scattering problem (1.3).

5.1 Data generation

In the numerical experiments below, we consider a unit disk Ω = B. The perturbations
of interest, i.e., γ = a− 1 and η = n− 1, are generated by

(i) [Unseparated perturbations] The weighted sums of Gaussian functions combined
with a mask, given by

γ = χΩ

J∑
j=1

ca,je
−

(x−xa,j)
2+(y−ya,j)

2

2σ2
a,j and η = χΩ

J∑
j=1

cn,je
−

(x−xn,j)
2+(y−yn,j)

2

2σ2
n,j , (5.1)
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where χΩ is the indicator function of Ω, the peaks

(xa,j, ya,j) = (ra,j cos θa,j, ra,j sin θa,j) and (xn,j, yn,j) = (rn,j cos θn,j, rn,j sin θn,j)

locate inside the circle of radius 0.5 centered at the origin, and the standard de-
viations σa,j = Ra,j(8 ln 2)

− 1
2 and σn,j = Rn,j(8 ln 2)

− 1
2 , with ca,j, cn,j ∈ [0, J−1),

ra,j, rn,j ∈ [0, 0.5), θa,j, θn,j ∈ [0, 2π), Ra,j ∈
(
1 − max(|xa,j|, |ya,j|)

)
[0.3, 1) and

Rn,j ∈
(
1−max(|xn,j|, |yn,j|)

)
[0.3, 1) randomly sampled from uniform distributions.

The bounds for ra,j, rn,j and Ra,j, Rn,j guarantee that the significant part of the
Gaussian functions are within the unit circle and are not too concentrated in order
to avoid small inhomogeneities, and the bounds for ca,j, cn,j ensure that the values
of a and n are not too far away from 1.

(ii) [Separated perturbations] The weighted sums of 2 Gaussian functions combined
with a mask, given by

γ = χΩ

(
c+a e

− (x−x+a )2+(y−y+a )2

2(σ+
a )2 + c−a e

− (x−x−a )2+(y−y−a )2

2(σ−
a )2

)
η = χΩ

(
c+n e

− (x−x+n )2+(y−y+n )2

2(σ+
n )2 + c−n e

− (x−x−n )2+(y−y−n )2

2(σ−
n )2

)
,

(5.2)

where χΩ is the indicator function of Ω, the peaks

(x±a , y
±
a ) =(ra cos θa ± 0.3, ra sin θa ± 0.3)

and (x±n , y
±
n ) =(rn cos θn ± 0.3, rn sin θn ± 0.3)

locate inside the circle of radius 0.8 centered at the origin, and the standard de-
viations σ±

a = R±
a (8 ln 2)

− 1
2 and σ±

n = R±
n (8 ln 2)

− 1
2 , with c±a , c

±
n ∈ [0, 0.5), ra, rn ∈

[0, 0.5), θa, θn ∈ [0, 2π), R±
a ∈

(
1 − max(|x±a + 0.2|, |y±a + 0.2|)

)
[0.3, 1) and R±

n ∈(
1 − max(|x±n + 0.2|, |y±n + 0.2|)

)
[0.3, 1) randomly sampled from uniform distribu-

tions. The design of the peaks and the bounds for R±
a and R±

n help separate the
significant part of the Gaussian functions, although not all of them are fully sepa-
rated.

The scattering data at wave frequency k ∈ {5, 10, 15} are generated by solving the
scattering problem (1.3), where the radiation boundary conditions are implemented using
the perfectly matched layer with order 4, using the Finite Element Method (implemented
in NGsolve, available from https://github.com/NGSolve) with polynomials of order 4 on
a mesh of sizes π

4
√
2k

and π
4k

in Ω and in the air, respectively.

The exact perturbations γ and η are discretized in the computational domain [−1, 1)2

with a equispaced mesh ofNout×Nout points (i.e., Nout×Nout pixels), while a single scatter-
ing data u∞ is first measured with Nin receivers and Nin sources with the same equiangular
directions {x̂i, θ̂j}Nin

i,j=1. Then the datum u∞(x̂i, θ̂j; k) on S × S is further transformed to
an (approximately) equivalent datum evaluated at pn, i.e., u

∞(pn; k) on B, under the
following transformation: Let {tj, ωtj}T−1

j=0 be the set of Gauss-Legendre quadrature nodes

and weights, and {θi = 2iπ
M
, ωθi =

2π
M
}M−1
i=0 be the set of trapezoidal quadrature nodes and
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weights, then we identity
{√ tj+1

2
(cos θi, sin θi)

t
}T−1, M−1

j=0, i=0
by {pn}TM

n=1 and approximate

u(pn) by

u(pn) ≈ u∞(x̂i∗ , θ̂j∗ ; k), where (i∗, j∗) = argmini,j

∥∥pn − θ̂j − x̂i
2

∥∥
2
.

Note that the quadrature nodes satisfy that |pn| ≠ 0. We refer the reader to [19] for the
selection of M and T . In the numerical experiments, we set Nin = Nout = 64.

5.2 Regularized inverse Born approximation

In the following, we provide several results on the capability of the regularized inverse Born
approximation to recover sufficiently small perturbations of the form (5.1), with J = 5 and
magnitudes less than 0.04, from the scattering data u∞ at wave frequency k ∈ {5, 10, 15}
generated by solving the scattering problem (1.3). After generating, reorganizing and
preprocessing the scattering data with A(pn)

−1, we implement the reconstruction formula
(2.11) with c = 2k and α = 0.9∥Fk∥L2(B)→L2(B) = 0.9|α0,0|, which first projects {u(pn)}TM

n=1

onto the disk PSWFs; see [19] for the explicit algorithms and [18, 19] for the evaluation
of disk PSWFs.

The reconstructions of the perturbations γ and η generated by the regularized inverse
Born approximation are given in Figure 1. The results indicate that the proposed method
has the capability to recover small perturbations with desirable quality. However, when
the perturbations are relatively large, the inverse Born approximation which relies on
linearized inverse problems may fail to reconstruct the unknown inhomogeneities; see
Figures 3 and 4.

5.3 Regularized inverse Born Series

Now, we discuss the effect of IBS on reconstructing relatively large (unseparated and
separated) perturbations of the forms (5.1) and (5.2), with J = 5 and magnitudes between
0.08 and 0.2, from the scattering data u∞ at wave frequency k ∈ {5, 10, 15} generated by
solving the scattering problem (1.3). Based on the estimates on the radius of convergence
of IBS in Theorems 4.1 and 4.2, we select the scattering data at k = 5 and ℓk = 10
to recover the perturbations γ and η for the convergence of IBS. The results of the
reconstructions of separated γ and η are given in Figure 3, while the results for unseparated
γ and η are given in Figure 2. The reconstructions of γ and η derived from the truncated
IBS

∑i
j=1Kj(ϕ) for different scattering data (with 2% relative noise) are denoted by γi

and ηi, respectively.
An improvement (either less or more) in the reconstructions is observed in these ex-

amples. Specifically, the inverse Born approximation locates the perturbations, while the
subsequent terms in the series help recover the magnitude of the perturbations. The
quality of the reconstructions from IBS closely depends on that of the inverse Born ap-
proximation. Based on the observation discussed in [19], the reconstruction obtained from
the proposed regularized inverse Born approximation becomes better when the frequency

18



Example 1: Example 2:

Example 3: Example 4:

Figure 1: Reconstructions of γ and η derived from the proposed regularized inverse Born
approximation for different scattering data (with 2% relative noise).
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Example 1:

Example 2:

Example 3:

Figure 2: Reconstructions of γ and η, i.e., γi and ηi that derived from the truncated
IBS for different scattering data (with 2% relative noise) at wave frequencies k = 5 and
ℓk = 10, generated with the perturbations of the form (5.2).
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Example 1:

Example 2:

Example 3:

Example 4:

Figure 3: Reconstructions of γ and η, i.e., γi and ηi that derived from the truncated
IBS for different scattering data (with 2% relative noise) at wave frequencies k = 5 and
ℓk = 10, generated with the perturbations of the form (5.1) (J = 5).
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k increases. As observed in Examples 1–3 of Figure 3, the current wave frequencies may
not be high enough for accurate reconstructions. To improve the quality of the reconstruc-
tions from IBS, we use the scattering data at higher wave frequencies in the regularized
inverse Born approximation. However, higher wave frequencies may lead to the diver-
gence of the IBS due to the estimates in Theorems 4.1 and 4.2. Thus, we investigate the
reconstructions of IBS from the scattering data at wave frequencies k = 10 and ℓk = 15,
where the first-order term, i.e., the regularized inverse Born approximation, is evaluated
at k = 10 and ℓk = 15 while other terms are evaluated at k = 5 or k = 10 and ℓk = 10
or ℓk = 15. The results for Examples 1, 2 and 3 in Figure 3 are given in Figures 4, 5 and
6, respectively. Note that although we compute {Kj(ϕ)}ij=2 at different wave frequencies,
the input data ϕ depends only on the scattering data at k = 10 and ℓk = 15.

K2, K3 and K4 with k = 5 and ℓk = 15:

K2 and K3 with k = 10 and ℓk = 15 & K4 with k = 5 and ℓk = 15:

Figure 4: Reconstructions of γ and η, i.e., γi and ηi that derived from the truncated
IBS for different scattering data (with 2% relative noise) at wave frequencies k = 10 and
ℓk = 15, generated with the perturbations of Example 1 in Figure 3.

On the basis of the above observation, the wave frequencies for the IBS are important
for both its convergence and the quality of the reconstructions. A proper balance is
necessary for accurate recovery of the inhomogeneities.

A Auxiliary estimates

In this appendix, we give several auxiliary estimates that have been used in the conver-
gence analysis of the IBS (3.8). First, we state the proof of Proposition 4.1.
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K2, K3 and K4 with k = 5 and ℓk = 15:

K2 with k = 5 and ℓk = 15 & K3 and K4 with k = 5 and ℓk = 10:

Figure 5: Reconstructions of γ and η, i.e., γi and ηi that derived from the truncated
IBS for different scattering data (with 2% relative noise) at wave frequencies k = 10 and
ℓk = 15, generated with the perturbations of Example 2 in Figure 3.
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K2, K3 and K4 with k = 5 and ℓk = 15:

K2 with k = 5 and ℓk = 15 & K3 and K4 with k = 5 and ℓk = 10:

Figure 6: Reconstructions of γ and η, i.e., γi and ηi that derived from the truncated
IBS for different scattering data (with 2% relative noise) at wave frequencies k = 10 and
ℓk = 15, generated with the perturbations of Example 3 in Figure 3.
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Proof of Proposition 4.1. For any j ≥ 1, it follows directly from a slightly modified
version of recursion (3.6) for usj , where η and γ are replaced by ηj and γj respectively, as
well as from the definitions of the integral operators F k

0 and F k
1 in (3.1) and (3.2), that

∥usj∥L2(B) = ∥F k
1 (γj∇usj−1) + F k

0 (ηju
s
j−1)∥L2(B)

≤∥F k
1 ∥(L2(B))2→L2(B)∥γj∇usj−1∥(L2(B))2 + |B|

1
2∥F k

0 (ηju
s
j−1)∥L∞(B)

≤∥F k
1 ∥(L2(B))2→L2(B)∥γj∥L∞(B)∥∇usj−1∥(L2(B))2 + |B|

1
2k2 sup

x∈B
|
∫
B

Gk(x, y)ηj(y)u
s
j−1(y)dy|

≤b(k)∥γj∥L∞(B)∥∇usj−1∥(L2(B))2 + k2|B|
1
2a(k)∥ηj∥L∞(B)∥usj−1∥L2(B)

where a(k) = supx∈B ∥Gk(x, ·)∥L2(B) and b(k) = ∥F k
1 ∥(L2(B))2→L2(B) < ∞. Indeed, F k

1 :
(L2(B))2 → L2(B) has a weakly singular kernel and hence is a compact operator with
operator norm ∥F k

1 ∥(L2(B))2→L2(B) < ∞. Similarly, with the modified version of recur-
sion (3.6) for ∇usj , the definitions of Fk

2 and Fk
3 in (3.4) and (3.5), and the estimate

∥Fk
3∥(L2(B))2→(L2(B))2 ≤ 1 stated in [1, Lemma 2.2], there holds

∥∇usj∥(L2(B))2 =∥Fk
3(γj∇usj−1) + Fk

2(ηju
s
j−1)∥(L2(B))2

≤∥γj∇usj−1∥(L2(B))2 + ∥Fk
2∥L2(B)→(L2(B))2∥ηj∥L∞(B)∥usj−1∥L2(B)

≤∥γj∥L∞(B)∥∇usj−1∥(L2(B))2 + c(k)∥ηj∥L∞(B)∥usj−1∥L2(B),

where c(k) = ∥Fk
2∥L2(B)→(L2(B))2 < ∞. We define aj(k) := ∥usj∥L2(B) and bj(k) :=

∥∇usj∥(L2(B))2 , and obtain the following coupled recursions:

aj(k) ≤b(k)∥γj∥L∞(B)bj−1(k) + k2|B|
1
2a(k)∥ηj∥L∞(B)aj−1(k),

bj(k) ≤∥γj∥L∞(B)bj−1(k) + c(k)∥ηj∥L∞(B)aj−1(k)
(A.1)

with the initial terms a0(k) = ∥ui∥L2(B) = |B| 12 and b0(k) = ∥∇ui∥L2(B) ≤ k|B| 12 .
Next, by the recursion (3.7) for uj(p; k) = uj(x̂, θ̂; k) with the relations q− p = x̂ ∈ S,

we derive that

∥uj(p; k)∥L2(B) ≤|B|
1
2∥ik−1Fp,k

0 (γj(q − p) · ∇usj−1) + Fp,k
0 (ηju

s
j−1)∥L∞(B)

≤|B|
1
2

(
k−1∥γj∥L∞(B)bj−1(k) + ∥ηj∥L∞(B)aj−1(k)

)
.

We suppress the subscripts of ∥ηj∥L∞(B) and ∥γj∥L∞(B) in the following analysis. By

noting that ϕ̃j = (uj(p; k), uj(ℓ
−1p; ℓk)

)t
, the above inequality and the coupled recursions

(A.1) imply that

∥ϕ̃j∥(L2(B))2 = (∥uj(p; k)∥2L2(B) + ∥uj(ℓ−1p; ℓk)∥2L2(B))
1
2

≤∥uj(p; k)∥L2(B) + ∥uj(ℓ−1p; ℓk)∥L2(B)

≤|B|
1
2

(
(k−1∥γj∥bj−1(k) + ∥ηj∥aj−1(k)) + ((ℓk)−1∥γj∥bj−1(ℓk) + ∥ηj∥aj−1(ℓk))

)
:=|B|

1
2

(
Ij(k) + Ij(ℓk)

)
,
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where

Ij(k) =k
−1∥γj∥bj−1(k) + ∥ηj∥aj−1(k)

≤
(
∥γj∥+ kb(k)∥ηj∥

)
k−1∥γj−1∥bj−2(k)

+
(
k−1c(k)∥γj∥+ k2|B|

1
2a(k)∥ηj∥

)
∥ηj−1∥aj−2(k)

≤max(1, kb(k), k−1c(k), k2|B|
1
2a(k))(∥γj∥+ ∥ηj∥)Ij−1(k)

:=µ0(k)(∥γj∥+ ∥ηj∥)Ij−1(k),

Ij(ℓk) ≤µ0(ℓk)(∥γj∥+ ∥ηj∥)Ij−1(ℓk)

with µ0(k) = max(1, kb(k), k−1c(k), k2|B| 12a(k)). Let ψ̃j = (γj, ηj)
t for any j ≥ 1, the

Cauchy–Schwarz inequality gives ∥γj∥ + ∥ηj∥ ≤
√
2(∥γj∥2 + ∥ηj∥2)

1
2 =

√
2∥ψ̃j∥(L∞(B))2

and hence

Ij(k) ≤
√
2µ0(k)∥ψ̃j∥(L∞(B))2Ij−1(k) ≤ (

√
2µ0(k))

j−1Πj
i=2∥ψ̃i∥(L∞(B))2I1(k)

≤(
√
2µ0(k))

j−1Πj
i=2∥ψ̃i∥(L∞(B))2(k

−1∥γ1∥b0(k) + ∥η1∥a0(k))
≤|B|

1
2 (
√
2µ0(k))

j−1Πj
i=2∥ψ̃i∥(L∞(B))2(∥γ1∥+ ∥η1∥)

≤
√
2|B|

1
2 (
√
2µ0(k))

j−1Πj
i=1∥ψ̃i∥(L∞(B))2 .

Finally, by combining above estimates, we obtain

∥ϕ̃j∥(L2(B))2 ≤|B|
1
2 (Ij−1(k) + Ij−1(ℓk))

≤|B|
√
2
j(
µ0(k)

j−1 + µ0(ℓk)
j−1

)
Πj

i=1∥ψ̃i∥(L∞(B))2

≤|B|
√
2
j(
µ0(k) + µ0(ℓk)

)j−1
Πj

i=1∥ψ̃i∥(L∞(B))2

:=ν∞µ
j−1
∞ Πj

i=1∥ψ̃i∥(L∞(B))2 ,

where ν∞ =
√
2|B| and µ∞ =

√
2
(
µ0(k) + µ0(ℓk)

)
. This completes the proof.

Next, we provide upper bounds of the coefficients a(k), b(k) and c(k) within Proposi-
tion 4.1 in the following lemma.

Lemma A.1. Let a(k) = supx∈B ∥Gk(x, ·)∥L2(B), b(k) = ∥F k
1 ∥(L2(B))2→L2(B) and c(k) =

∥Fk
2∥L2(B)→(L2(B))2, then for any k > 1

2
, there hold

a(k) ≤
√
2k + 1

2k
≤ k−

1
2 , b(k) ≤ |B|

1
2

( 3

2k
3
2

+

√
8π

3

)
k

1
2 ≤ |B|

1
2

(
3
√
2 +

√
8π

3

)
k

1
2

and c(k) ≤|B|
1
2

( 3

2k
3
2

+

√
8π

3

)
k

5
2 ≤ |B|

1
2

(
3
√
2 +

√
8π

3

)
k

5
2 .

Proof. First, we evaluate a(k). By noting the upper bound of |H(1)
0 (ρ)| that

|H(1)
0 (ρ)| ≤


1− ln ρ, 0 < ρ ≤ 1,

(
2

πρ
)
1
2 , 1 < ρ,
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we derive from the definition Gk(x, y) = i
4
H

(1)
0 (k|x− y|) that

a(k)2 =sup
x∈B

∥Gk(x, ·)∥2L2(B) ≤
∫
2B

|Gk(0, y)|2dy ≤ 1

16

∫
2B

|H(1)
0 (k|y|)|2dy

≤ 1

16

∫ 2π

0

∫ 2

0

|H(1)
0 (kρ)|2ρdρdθ ≤ π

8

∫ 2

0

|H(1)
0 (kρ)|2ρdρ

≤π
8
(

∫ k−1

0

+

∫ 2

k−1

)|H(1)
0 (kρ)|2ρdρ ≤ π

8

( ∫ k−1

0

(1− ln(kρ))2ρdρ+

∫ 2

k−1

2

πk
dρ

)
≤π
8

(
k−2

∫ 1

0

(1− ln ρ)2ρdρ+
2(2− k−1)

πk

)
≤ π

8

( 5

4k2
+

2(2k − 1)

πk2
)
≤ 2k + 1

4k2
,

which implies a(k) ≤
√
2k+1
2k

.

Next, we consider b(k) = ∥F k
1 ∥(L2(B))2→L2(B). By the definition of F k

1 in (3.2) and the

identity ∇xG
k(x, y) = − ik(x−y)

4|x−y| H
(1)
1 (k|x− y|) , there holds

∥F k
1 ∥(L2(B))2→L2(B) = sup

∥f∥(L2(B))2=1

∥F k
1 (f)∥L2(B) ≤ |B|

1
2 sup
∥f∥(L2(B))2=1

∥F k
1 (f)∥L∞(B)

≤|B|
1
2 sup
∥f∥(L2(B))2=1

sup
x∈B

∫
B

|∇xG
k(x, y)||f(y)| dy

≤k
4
|B|

1
2 sup
∥f∥(L2(B))2=1

sup
x∈B

∫
B

|H(1)
1 (k|x− y|)||f(y)| dy

:=
k

4
|B|

1
2 sup
∥f∥(L2(B))2=1

sup
x∈B

I(x).

Then the upper bound of |H(1)
1 (ρ)| that

|H(1)
1 (ρ)| ≤


3

πρ
, 0 < ρ ≤ 1,

(
3

πρ
)
1
2 , 1 < ρ,

indicates

I(x) =

∫
B

|H(1)
1 (k|x− y|)||f(y)| dy

≤ 3

πk

∫
B

χ{y:|x−y|≤k−1}|x− y|−1|f(y)| dy +
√

3

πk

∫
B

|x− y|−
1
2 |f(y)| dy

:=
3

πk

∫
B

h1(x, y)|f(y)| dy +
√

3

πk

∫
B

h2(x, y)|f(y)| dy

:=
3

πk
H1(x; |f(y)|) +

√
3

πk
H2(x; |f(y)|).
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Next, for any x ∈ B, the Schur’s test ensure that

∥H1∥L2(B)→L2(B) ≤ sup
x∈B

∫
B

h1(x, y)dy ≤
∫
2B

χ{y:|y|≤k−1}|y|−1dy

≤
∫ 2π

0

∫ k−1

0

ρ−1ρdρdθ ≤ 2πk−1

and

∥H2∥L2(B)→L2(B) ≤ sup
x∈B

∫
B

h2(x, y)dy ≤
∫
2B

|y|−
1
2dy

≤
∫ 2π

0

∫ 2

0

ρ−
1
2ρdρdθ ≤ 8

√
2π

3
.

Finally, by combining the above estimates and the identity ∥f∥(L2(B))2 = ∥|f |∥L2(B), we
obtain

b(k) =∥F k
1 ∥(L2(B))2→L2(B) ≤

k

4
|B|

1
2 sup
∥|f |∥L2(B)=1

sup
x∈B

( 3

πk
H1(x; |f(y)|) +

√
3

πk
H2(x; |f(y)|)

)
≤k
4
|B|

1
2

( 3

πk
∥H1∥L2(B)→L2(B) +

√
3

πk
∥H2∥L2(B)→L2(B)

)
≤|B|

1
2

( 3

2k
3
2

+

√
8π

3

)
k

1
2 .

Following the analysis for b(k), we derive from the definition of Fk
2 in (3.4) that

c(k) = ∥Fk
2∥L2(B)→(L2(B))2 ≤ |B|

1
2

( 3

2k
3
2

+

√
8π

3

)
k

5
2 .

This completes the proof.
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