# ON SHARP RATES AND ANALYTIC COMPACTIFICATIONS OF ASYMPTOTICALLY CONICAL KÄHLER METRICS 

CHI LI


#### Abstract

Let $X$ be a complex manifold, and let $S \hookrightarrow X$ be an embedding of a complex submanifold. Assuming that the embedding is $(k-1)$-linearizable or $(k-1)$-comfortably embedded, we construct via the deformation to the normal cone a diffeomorphism $F$ from a small neighborhood of the zero section in the normal bundle $N_{S}$ to a small neighborhood of $S$ in $X$ such that $F$ is in a precise sense holomorphic up to the $(k-1)$ th order. Using this $F$, we obtain optimal estimates on asymptotic rates for asymptotically conical (AC) Calabi-Yau (CY) metrics constructed by Tian and Yau. Furthermore, when $S$ is an ample divisor satisfying an appropriate cohomological condition, we relate the order of comfortable embedding to the weight of the deformation of the normal isolated cone singularity arising from the deformation to the normal cone. We also give an example showing that the condition of comfortable embedding depends on the splitting liftings. We then prove an analytic compactification result for the deformation of the complex structure on an affine cone that decays to any positive order at infinity. This can be seen as an analytic counterpart of Pinkham's result on deformations of cone singularities with negative weights.
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## 1. Introduction and main results

Our original motivation for this paper was to understand the optimal convergence rate of asymptotically conical (AC) Calabi-Yau (CY) Kähler metrics on noncompact Kähler manifolds. However, this led us to the study of embeddings of complex submanifolds and deformations of isolated normal singularities. We start the discussion with the embedding problem.

Let $S$ be a complex submanifold of an ambient complex manifold $X$. The comparison between neighborhoods of $S$ inside $X$ with neighborhoods of $S$ inside the normal bundle $N_{S}$ is a classical subject in complex geometry (see, e.g., [6], [7], [14], [16] for details). It is clear that, although in general $N_{S}$ has a different holomorphic structure than that of any neighborhood of $S$ inside $X, N_{S}$ can be viewed as a firstorder approximation of a small neighborhood of $S$. More precisely, we will denote by $S(k)$ the ringed analytic space $\left(S, \mathcal{O}_{X} / d_{S}^{k+1}\right)$, which is called the $k$ th infinitesimal neighborhood of $S$ inside $X$. Recall the following definition.

## Definition 1.1

The submanifold $S$ is $k$-linearizable inside $X$ if its $k$ th infinitesimal neighborhood $S(k)$ in X is isomorphic to its $k$ th infinitesimal neighborhood $S_{N}(k)$ in $N_{S}$. Here we identify S with the zero section $S_{0}$ of $N_{S}=: N$.

Our first preliminary result is that there is a diffeomorphism from a neighborhood of $S \subset X$ to a neighborhood of $S_{0} \subset N_{S}$ that is in some sense the most holomorphic one. Although the existence of such a diffeomorphism may be known to experts after the celebrated work of Grauert [14] (cf. [3], [11], [18], [33]), here we would like to give an almost explicit construction using the work of Abate, Bracci, and Tovena in [1] together with the deformation to the normal cone construction. Let $\tilde{g}_{0}$ be a smooth Riemannian metric on a neighborhood $W_{0}$ of $S_{0}$ inside $N_{S}$. Denote by $\|\cdot\|_{\tilde{g}_{0}}$ the $C^{0}{ }_{-}$ norms of tensors on $W_{0}$ with respect to $\tilde{g}_{0}$, and denote by $\tilde{r}$ the distance function to $S_{0}$ with respect to $\tilde{g}_{0}$.

## PROPOSITION 1.2

Assume that $S$ is a smooth submanifold of $X$. If $S \hookrightarrow X$ is $(k-1)$-linearizable, then there exist a small neighborhood $W_{0}$ of $S_{0} \hookrightarrow N_{S}$ and a diffeomorphism $F: W_{0} \rightarrow$ $F\left(W_{0}\right) \subset W$, where $W$ is a small neighborhood of $S \subset X$, such that for any $j \geq 0$, there exists a constant $C_{j}>0$ and $F$ satisfies

$$
\begin{equation*}
\left\|\nabla_{\tilde{g}_{0}}^{j}\left(F^{*} J-J_{0}\right)\right\|_{\tilde{g}_{0}} \leq C_{j} \tilde{r}^{k-j} \quad \text { on } W_{0} . \tag{1.1}
\end{equation*}
$$

Our next result deals with a special situation that arises in Tian and Yau's construction in [32] of an asymptotically conical (AC) Calabi-Yau (CY) metric on the
complement of some divisor inside a Fano manifold. To state the result, we need to use the notion of conical metrics on affine cones. In this paper, by an affine cone $C(D, L)$ we will mean the normal affine variety obtained by contracting the zero section of a negative line bundle $L^{-1}$ over a smooth projective manifold $D$. We will also consider the compactified cone $\bar{C}(D, L)=C(D, L) \cup D_{\infty}$ obtained by adding the divisor $D_{\infty}$ at infinity. These varieties can be expressed using pure algebras ( $x$ has degree 1 in the second graded ring):

$$
\begin{aligned}
& C:=C(D, L)=\operatorname{Spec} \bigoplus_{m=0}^{\infty} H^{0}(D, m L) \\
& \bar{C}:=\bar{C}(D, L)=\operatorname{Proj} \bigoplus_{m=0}^{\infty}\left(\bigoplus_{r=0}^{m} H^{0}\left(D, L^{r}\right) \cdot x^{m-r}\right)
\end{aligned}
$$

Now let $h$ be a Hermitian metric on the negative line bundle $L^{-1} \rightarrow D$ with negative Chern curvature. Since $C=C(D, L)$ is obtained from $L^{-1}$ by contracting the zero section, $h$ can be considered as a nonnegative function on the cone $C$. For any $\delta>0$, there is a complete Kähler cone metric on $C(D, L)$ whose Kähler form on the regular part $C \backslash\{o\}$ is given by

$$
\begin{equation*}
\omega_{0}^{(\delta)}:=\sqrt{-1} \partial \bar{\partial} h^{\delta} . \tag{1.2}
\end{equation*}
$$

It is easy to verify that the associated Kähler metric tensor $g_{0}^{(\delta)}$ is indeed a Riemannian cone metric (see Section 5.1).

In the following proposition, we need to use the notion of comfortable embedding, which is a property that appeared in the study of embeddings of complex submanifolds in [14]. It refines the notion of linearizability in Definition 1.1 and was explicitly introduced in [1]. We refer to Definition A. 4 for its definition.

## PROPOSITION 1.3

Let $X$ be an n-dimensional projective manifold, and let $D$ be a smooth divisor such that $N_{D}$ is ample over $D$. Let $\omega_{0}=\omega_{0}^{(\delta)}$ be a cone metric on $C\left(D, N_{D}\right)$ as defined in (1.2). Assume that the embedding $D \hookrightarrow X$ is $(k-1)$-comfortable. Then there exists a diffeomorphism away from compact sets $F_{K}: C\left(D, N_{D}\right) \backslash B_{R}(\underline{o}) \rightarrow(X \backslash D) \backslash K$ such that

$$
\begin{equation*}
\left\|\nabla_{\omega_{0}}^{j}\left(F_{K}^{*} J-J_{0}\right)\right\|_{\omega_{0}} \leq r^{-\frac{k}{\delta}-j} \quad \text { for any } j \geq 0 \tag{1.3}
\end{equation*}
$$

where $J$ (resp., $J_{0}$ ) denotes the complex structure on $X \backslash D\left(\right.$ resp., $\left.C\left(D, N_{D}\right) \backslash\{o\}\right)$.

Note that the norm used in (1.1) is with respect to $\tilde{g}_{0}$, while the norm used in (1.3) is with respect to the cone metric $\omega_{0}$ (or $g_{0}$ ) (see Section 5.1 for the compari-
son between these two Kähler metrics). This difference corresponds to the difference between the linearizable and comfortable embeddings.

The next corollary follows from Proposition 1.3 combined with the regularity theory developed by Conlon and Hein in [10] (see (5.9)). In many cases, Proposition 1.3 improves the regularity in [11] (see also [12, Remark 1.2]).

## COROLLARY 1.4

With the same notation as in Proposition 1.3, let $X$ be an $n$-dimensional Fano manifold, and assume that $-K_{X}=\alpha D$ with $\alpha>1$. Denote $\delta=\frac{\alpha-1}{n}$. Suppose that $D$ has a Kähler-Einstein metric and that $D$ is $(k-1)$-comfortably embedded into $X$. Then the metric $\omega_{\text {TY }}$ constructed by Tian and Yau (see Section 5.2) satisfies

$$
\left\|\nabla_{\omega_{0}}^{j}\left(F_{K}^{*} \omega_{\mathrm{TY}}-\omega_{0}\right)\right\|_{\omega_{0}} \leq r^{-\min \left\{2, \frac{k}{\delta}\right\}-j} \quad \text { for any } j \geq 0
$$

If, moreover, we assume that the Kähler class is contained in the compactly supported cohomology $H_{c}^{2}(X \backslash D)$, then we get

$$
\left\|\nabla_{\omega_{0}}^{j}\left(F_{K}^{*} \omega_{\mathrm{TY}}-\omega_{0}\right)\right\|_{\omega_{0}} \leq r^{-\min \left\{2 n, \frac{k}{\delta}\right\}-j} \quad \text { for any } j \geq 0
$$

The special number $\delta=\frac{\alpha-1}{n}$ in the above corollary is the exponent in the Calabi ansatz for Kähler-Ricci flat cone metrics (see (5.7) in Section 5.1).

Under appropriate assumptions, our next result relates the order of embedding of $D \rightarrow X$ to the order and the weight of a deformation of $C\left(D, N_{D}\right)$. To construct the deformation that we like to use, let $X$ be a projective manifold of dimension greater than 2 , and let $D$ be a smooth ample divisor on $X$. Let $\mathcal{X}$ denote the flat family that is obtained by first blowing up $D \times\{0\}$ inside $X \times \mathbb{C}$ and then blowing down the strict transform of $X \times\{0\}$. Let $\mathscr{D}$ be the strict transform of $D \times \mathbb{C}$. It is easy to see that $\mathscr{D} \cong D \times \mathbb{C}$. Assume that the central fiber $X_{0}$ coincides with $\bar{C}\left(D, N_{D}\right)$ so that $\mathcal{X}^{\circ}=\mathcal{X} \backslash \mathscr{D}$ is a flat deformation $\mathcal{X}^{\circ} \rightarrow \mathbb{C}$ of $C\left(D, N_{D}\right)$. We remark that this assumption is always satisfied when $X$ is Fano and $-K_{X}=\alpha D$ with $\alpha>1$.

Denote by $m(X, D)$ the maximum positive integer $m$ such that the embedding $D \hookrightarrow X$ is $(m-1)$-comfortably embedded. Let $\operatorname{Ord}\left(\mathcal{X}^{\circ}\right)$ denote the order of deformation (see Definition 2.11), and let $w\left(X^{\circ}\right)$ be the weight of the reduced KodairaSpencer class $\mathbf{K S}_{X^{\circ}}{ }^{\text {red }}$ (see Definition 2.12).

## THEOREM 1.5

In the setting of the above paragraph, we have the identities

$$
\begin{equation*}
m(X, D)=\operatorname{Ord}\left(\mathcal{X}^{\circ}\right)=-w\left(\mathcal{X}^{\circ}\right) \tag{1.4}
\end{equation*}
$$

Notice that the integer $m(X, D)$ in the above theorem was considered in [1, Remark 4.6]. If $\operatorname{dim} D \geq 2$ and $D$ is ample, then, by Remark A.7, $m(X, D)$ is also the maximal order of linearizability. In other words, $D \subset X$ is $(m(X, D)-1)$-linearizable but not $m(X, D)$-linearizable. When $\operatorname{dim} D=1$, we expect the conclusion of Theorem 1.5 to also be true. In fact, a parallel analytic result will be shown in Theorem 1.6 without the restriction on dimension. On the other hand, we will calculate the example of diagonal embedding $\mathbb{P}^{1} \hookrightarrow \mathbb{P}^{1} \times \mathbb{P}^{1}$ explicitly to see some new phenomena about the embedding of submanifolds in Proposition 4.9. In particular, this example shows that the condition of comfortable embedding depends on the choice of splitting liftings, and thus answers a question by Abate, Bracci, and Tovena negatively.

Combining Theorem 1.5 with Proposition 1.3, we can give algebraic interpretations of ad hoc calculations in [10] on the asymptotic rates of holomorphic volume forms. See the examples in Section 5.2.

Finally, we ask if any deformation of complex structures on $C$ that decays at infinity comes from this construction. We have a good understanding of the algebraic version of this problem thanks to the work of Pinkham. His results in particular imply that any (formal) deformation of $C$ with negative weight can be extended to a (formal) deformation of $\bar{C}$ (see Theorem A.14). For the application to the study of AC Kähler metrics, we prove an analytic compactification result, which can be seen as the analytic counterpart of Pinkham's result. Note that a similar compactification result in the asymptotically cylindrical Calabi-Yau case has recently appeared in [18]. See Remark 6.2 for some comparison.

To state this result in a general form, let $h$ be a Hermitian metric on any negative line bundle $L^{-1} \rightarrow D$ with negative Chern curvature, and use the notation $\omega_{0}:=\omega_{0}^{(\delta)}$ in (1.2). Let $U_{\epsilon}$ denote a neighborhood of the infinity end of $C(D, L)$. Equivalently, $U_{\epsilon}$ is a punctured neighborhood of the embedding $D=D_{\infty} \hookrightarrow \bar{C}(D, L)$. Denote by $J_{0}$ the standard complex structure on $C(D, L)$, and denote by $\bar{U}_{\epsilon}=U_{\epsilon} \cup D$ the compactification of $U_{\epsilon}$ in $\bar{C}(D, L)$.

THEOREM 1.6
Assume that $J$ is a complex structure on $U_{\epsilon}=\overline{U_{\epsilon}} \backslash D$ such that there exists $\lambda>0$ such that

$$
\left\|\nabla_{g_{0}}^{k}\left(J-J_{0}\right)\right\|_{\omega_{0}} \leq r^{-\lambda-k}, \quad \text { for any } k \geq 0
$$

Then the complex analytic structure on $U_{\epsilon}$ extends to a complex analytic structure on $\bar{U}_{\epsilon}$. Moreover, if we denote by $m=\lceil\delta \lambda\rceil$ the minimal integer which is greater than or equal to $\delta \lambda$, then in the compactification $\left(\bar{U}_{\epsilon}, J\right)$ the divisor $D$ is $(m-1)$ comfortably embedded.

This can be seen as a converse to the first part of Proposition 1.3 and implies that the estimate in Proposition 1.3 is sharp.

## Remark 1.7

Because our proof uses only local information near the divisor, the argument in the proof should apply in the more general orbifold case. In fact, Conlon and Hein [12] recently used the compactification obtained in Theorem 1.6 to prove that any asymptotically conical Calabi-Yau metric with quasiregular metric tangent cone at infinity comes from Tian and Yau's construction.

We end this Introduction with the organization of this paper. A more detailed summary of materials will be given at the beginning of each section. In Section 2, we recall the standard Kodaira-Spencer theory of infinitesimal deformations and generalize it to a higher-order setting. We also explain how the (higher-order) abstract deformations and embedded deformations are related via Schlessinger's exact sequence. In Section 3, we relate the order of embedding to the order of deformation of neighborhoods of complex submanifolds. This is achieved by writing down explicitly a reduced Kodaira-Spencer class and relating it to obstructions to extension of embeddings (in Proposition 3.3). In Section 4, we treat the case when the submanifold is an ample divisor and prove Theorem 1.5. In Section 5, we apply the result in Section 4 to estimate the asymptotic rates of complex structures on asymptotic conical Kähler manifolds in order to prove Proposition 1.3. In Section 6, we adapt Newlander and Nirenberg's work to prove an analytic compactification result for asymptotically conical complex manifolds. In the Appendix, we collect some background results, including Abate, Bracci, and Tovena's work on embedding of submanifolds, and theory of infinitesimal deformations of normal affine varieties with isolated singularities.

## 2. Preliminaries on deformation theory

Our primary object of interest will be a normal affine variety $Z$ with an isolated singularity $o$. We would like to explain what it means for a deformation of $Z$ to be trivial up to a certain order and to classify the next order of deformations in terms of a Kodaira-Spencer class in $\mathbf{T}_{Z}^{1}$. This is done in Section 2.3, following Artin and Schlessinger relying on manipulations with defining equations. We will show that these concepts are "identical" to certain analogous concepts in the deformation theory of the complex manifold $Z \backslash K$, where $K$ is a small pseudoconvex neighborhood of $o$. We will define such concepts in Section 2.2 following essentially Kodaira-Spencer. The desired identification is proved in Proposition 2.15. For this purpose we will introduce a notation of "p-trivial embeddings," which connects the two primary concepts to each other. We will be working in the category of analytic varieties.

### 2.1. Infinitesimal deformations via coordinate changes and embedded deformations

 In this subsection, we recall how to get the first-order Kodaira-Spencer class for an analytic family by using the variation of holomorphic coordinate changes (see [22]) and its relation to embedded deformations. Suppose that $y \rightarrow \mathbb{B}$ is an analytic family of complex manifolds over the unit disk $\mathbb{B}=\{z \in \mathbb{C} ;|z|<1\}$.
## Definition 2.1

An atlas covering $y_{0}$ is a collection of coordinate charts $\left\{U_{\alpha}, \Phi_{\alpha}=\left(z_{\alpha}, t\right)\right\}_{\alpha \in \mathcal{A}}$ such that
(1) for each $\alpha \in \mathcal{A}, \mathcal{U}_{\alpha} \subset y$ is biholomorphic to polydisk $\mathbb{B}^{n+1}$, and $y_{0} \subset$ $\bigcup_{\alpha} U_{\alpha}$, that is, $y_{0}=\bigcup_{\alpha}\left(U_{\alpha} \cap y_{0}\right)$;
(2) there is a biholomorphic map $\Phi_{\alpha}=\left(z_{\alpha}, t\right): U_{\alpha} \rightarrow \Phi_{\alpha}\left(U_{\alpha}\right) \subset \mathbb{C}^{n} \times \mathbb{C}$ such that $t$ is the coordinate on $\mathbb{B}$; in particular, $U_{\alpha}:=y_{0} \cap U_{\alpha}=\{t=0\}$.

Remark 2.2
(1) Since we only care about the behavior near the central fiber $y_{0}$, the base $\mathbb{B}$ is not very important. For example, we will frequently shrink $\mathbb{B}$ to become $\mathbb{B}_{\epsilon}=\{t \in \mathbb{C} ;|t|<\epsilon\}$ for any $0<\epsilon \ll 1$ in the following discussion.
(2) Since we can always shrink $\mathcal{U}_{\alpha}$, the assumption that $\mathcal{U}_{\alpha}$ is biholomorphic to polydisk $\mathbb{B}^{n+1}$ is just for the simplicity of the argument.

We first recall two ways to get the first-order Kodaira-Spencer class for a holomorphic family of complex manifolds by using the variation of holomorphic coordinate changes.
(1) (Čech cohomology) Suppose that the coordinate changes are given by

$$
\begin{equation*}
z_{\alpha}^{i}=F_{\alpha \beta}^{i}\left(z_{\beta}, t\right), \quad t\left|u_{\alpha}=t\right| u_{\beta} \tag{2.1}
\end{equation*}
$$

Then we can deduce that

$$
\begin{aligned}
& F_{\alpha \beta}^{i}\left(F_{\beta \gamma}\left(z_{\gamma}, t\right), t\right)=F_{\alpha \gamma}^{i}\left(z_{\gamma}, t\right) \\
& \Longrightarrow \sum_{j=1}^{n} \frac{\partial F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)}{\partial z_{\beta}^{j}} \frac{\partial F_{\beta \gamma}^{j}\left(z_{\gamma}, t\right)}{\partial t}+\left.\frac{\partial F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)}{\partial t}\right|_{t=0}=\left.\frac{\partial F_{\alpha \gamma}^{i}\left(z_{\gamma}, t\right)}{\partial t}\right|_{t=0}
\end{aligned}
$$

So if we denote

$$
\begin{equation*}
\theta_{\beta \gamma}=\left.\sum_{i=1}^{n} \frac{\partial F_{\beta \gamma}^{i}\left(z_{\gamma}, t\right)}{\partial t}\right|_{t=0} \frac{\partial}{\partial z_{\beta}^{i}}=\left.\sum_{i=1}^{n} \frac{\partial z_{\beta}^{i}\left(z_{\gamma}, t\right)}{\partial t}\right|_{t=0} \frac{\partial}{\partial z_{\beta}^{i}}, \tag{2.2}
\end{equation*}
$$

then it satisfies the cocycle condition $\theta_{\beta \gamma}=\theta_{\alpha \gamma}-\theta_{\alpha \beta}$ so that $\left\{\theta_{\alpha \beta}\right\} \in$ $\check{H}^{1}\left(\left\{U_{\alpha}\right\}, \Theta y_{0}\right)$, where $U_{\alpha}=U_{\alpha} \cap y_{0}$ and $\Theta y_{0}$ is the tangent sheaf on $y_{0}$.

The class defined by $\theta=\left\{\theta_{\alpha \beta}\right\}$ in $H^{1}\left(y_{0}, \Theta y_{0}\right)$ is the classical KodairaSpencer class associated to the analytic family $y \rightarrow \mathbb{B}$.
(2) (Dolbeault cohomology) It is well known that the above $\theta$ can be represented by using Dolbeault cohomology. For this purpose take $\left\{\rho_{\alpha}\right\}$ to be a partition of unity for the covering $\left\{U_{\alpha}\right\}$ and define

$$
\xi_{\alpha}=\left.\sum_{i=1}^{n} \sum_{\gamma} \rho_{\gamma} \frac{\partial F_{\alpha \gamma}^{i}\left(z_{\gamma}, t\right)}{\partial t}\right|_{t=0} \frac{\partial}{\partial z_{\alpha}^{i}} .
$$

It is easy to verify that $\theta_{\alpha \beta}=\xi_{\alpha}-\xi_{\beta}$, so that $\bar{\partial} \xi_{\alpha}=\bar{\partial} \xi_{\beta}$ is a globally defined $\Theta y_{0}$-valued closed ( 0,1 )-form and it represents a cohomology class, still denoted by $\theta$, in $H_{\bar{\partial}}^{(0,1)}\left(y_{0}, \Theta y_{0}\right)$. On the other hand, $\theta$ measures the first-order variation of the complex structure. We can follow the method in Kodaira's book [22, Section 2.3] to define a differentiable vector field $\mathbb{V}$. First notice that by the chain rule

$$
\begin{aligned}
\left(\frac{\partial}{\partial t}\right)_{\beta} & =\sum_{i=1}^{n} \frac{\partial F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)}{\partial t} \frac{\partial}{\partial z_{\alpha}^{i}}+\left(\frac{\partial}{\partial t}\right)_{\alpha} \\
\frac{\partial}{\partial z_{\beta}^{j}} & =\sum_{i=1}^{n} \frac{\partial F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)}{\partial z_{\beta}^{j}} \frac{\partial}{\partial z_{\alpha}^{i}} .
\end{aligned}
$$

We can define a differentiable vector field locally on $\mathcal{U}_{\alpha}$ for fixed $\alpha$ by

$$
\begin{aligned}
\mathbb{V} & =\sum_{\beta} \rho_{\beta}\left(\frac{\partial}{\partial t}\right)_{\beta} \\
& =\sum_{\beta} \rho_{\beta} \sum_{i=1}^{n} \frac{\partial F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)}{\partial t} \frac{\partial}{\partial z_{\alpha}^{i}}+\left(\frac{\partial}{\partial t}\right)_{\alpha} \\
& =\sum_{i=1}^{n}\left(\sum_{\beta} \rho_{\beta} \frac{\partial F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)}{\partial t}\right) \frac{\partial}{\partial z_{\alpha}^{i}}+\left(\frac{\partial}{\partial t}\right)_{\alpha} .
\end{aligned}
$$

Then $\mathbb{V}$ is a globally defined vector field in a neighborhood of $y_{0}$. Let $\sigma(t)$ be the flow associated with $\mathbb{V}$ which exists for sufficiently small $t$. We have the identity

$$
\frac{d}{d t}\left(\sigma(t)^{*} J\right)=\left(\mathscr{L}_{\mathbb{V}} J\right)\left(\partial_{\bar{z}} j\right) d \bar{z}^{j}=\bar{\partial} \mathbb{V}
$$

Notice that $\left.\bar{\partial} \mathbb{V}\right|_{t=0}=\bar{\partial} \xi_{\alpha}=\theta \in H_{\bar{\partial}}^{(0,1)}\left(y_{0}, \Theta y_{0}\right) \cong H^{1}\left(y_{0}, \Theta y_{0}\right)$.

Assume that a holomorphic family of complex manifolds $y \rightarrow \mathbb{B}$ is embedded into $\mathbb{C}^{N} \times \mathbb{B}$. Then the Kodaira-Spencer class can also be obtained by using the relation between embedded deformations and abstract deformations. In the following discussion we assume that $Y=y_{0}$ is smooth. First there is an exact sequence of sheaves

$$
0 \rightarrow \ell_{Y} /\left.\ell_{Y}^{2} \rightarrow \Omega_{\mathbb{C}^{N}}^{1}\right|_{Y} \rightarrow \Omega_{Y}^{1} \rightarrow 0
$$

where $\Omega^{1}$ denotes the cotangent sheaf. The dual of this sequence is given by

$$
\left.0 \rightarrow \Theta_{Y} \rightarrow \Theta_{\mathbb{C}^{N}}\right|_{Y} \rightarrow N_{Y} \rightarrow 0
$$

where $N_{Y}=N_{Y \mid \mathbb{C}^{N}}$ is the normal sheaf of $Y$ as a complex submanifold of $\mathbb{C}^{N}$. Then there is a long exact sequence

$$
\begin{align*}
0 & \rightarrow H^{0}\left(Y, \Theta_{Y}\right) \\
& \rightarrow H^{0}\left(Y, \Theta_{\mathbb{C}^{N}}\right) \rightarrow H^{0}\left(Y, N_{Y}\right) \xrightarrow{\delta_{Y}} H^{1}\left(Y, \Theta_{Y}\right) \rightarrow H^{1}\left(Y,\left.\Theta_{\mathbb{C}^{N}}\right|_{Y}\right) \tag{2.3}
\end{align*}
$$

Choose an atlas covering $y_{0}$, denoted by $\left\{U_{\alpha},\left(z_{\alpha}^{i}, t\right)\right\}$, such that the embedding $\mathcal{U}_{\alpha} \rightarrow \mathbb{C}^{N} \times \mathbb{B}$ is given by holomorphic functions

$$
w^{b}=w_{\alpha}^{b}\left(z_{\alpha}^{i}, t\right), \quad 1 \leq b \leq N
$$

Note that we will use $\left\{w^{b} ; b=1, \ldots, N\right\}$ to denote the coordinates of $\mathbb{C}^{N}$ and use $w_{\alpha}^{b}$ (i.e., depending on $\alpha$ ) to denote $w^{b}$ as functions of the coordinates $\left\{z_{\alpha}^{i}, t\right\}$. Then there is a locally defined section $v_{\alpha} \in H^{0}\left(U_{\alpha},\left.\Theta_{\mathbb{C}^{N}}\right|_{U_{\alpha}}\right)$ given by

$$
v_{\alpha}=\left.\sum_{b=1}^{N} \frac{\partial w_{\alpha}^{b}}{\partial t}\right|_{t=0} \frac{\partial}{\partial w^{b}}
$$

Let $\left[v_{\alpha}\right] \in H^{0}\left(U_{\alpha},\left.N_{Y}\right|_{U_{\alpha}}\right)$ denote the induced local section under the natural projection $\Theta_{\mathbb{C}^{N}} \mid y_{0} \rightarrow N y_{0}$.

## LEMMA 2.3

The local section $\left\{\left[v_{\alpha}\right]\right\}$ can be glued together to become a global section $\mathfrak{v}$ in $H^{0}\left(Y, N_{Y}\right)$. Moreover, $\delta_{Y}(\mathfrak{v})=\theta$, where $\delta_{Y}$ is the connecting morphism in (2.3) and $\theta$ is the classical Kodaira-Spencer class defined in (2.2).

Proof
Notice that we have the relation

$$
w^{b}=w_{\beta}^{b}\left(z_{\beta}, t\right)=w_{\beta}^{b}\left(z_{\beta}^{i}\left(z_{\alpha}^{j}, t\right), t\right)=w_{\alpha}^{b}\left(z_{\alpha}^{j}, t\right)
$$

Taking derivatives on both sides with respect to $t$ at $t=0$, we get

$$
\left.\sum_{b=1}^{N} \frac{\partial w_{\alpha}^{b}}{\partial t}\right|_{t=0} \frac{\partial}{\partial w^{b}}=\left.\sum_{b=1}^{N} \sum_{i=1}^{n} \frac{\partial w_{\beta}^{b}}{\partial z_{\beta}^{i}} \frac{\partial z_{\beta}^{i}}{\partial t}\right|_{t=0} \frac{\partial}{\partial w^{b}}+\left.\sum_{b=1}^{N} \frac{\partial w_{\beta}^{b}}{\partial t}\right|_{t=0} \frac{\partial}{\partial w^{b}} .
$$

Denote by $\iota_{Y}: Y \rightarrow \mathbb{C}^{N}$ the induced embedding. Then the above equality is equivalent to

$$
v_{\alpha}-v_{\beta}=\sum_{b=1}^{N}\left(\left.\sum_{i=1}^{n} \frac{\partial z_{\beta}^{i}\left(z_{\alpha}, t\right)}{\partial t}\right|_{t=0} \frac{\partial w^{b}}{\partial z_{\beta}^{i}}\right) \frac{\partial}{\partial w^{b}}=\left(\iota_{Y}\right)_{*}\left(\theta_{\beta \alpha}\right),
$$

where we used the identity (2.2). Since $\theta_{\beta \alpha} \in \Theta y_{0}\left(U_{\alpha} \cap U_{\beta}\right)$, we get $\left[v_{\alpha}\right]=\left[v_{\beta}\right]$. By the definition of the connecting morphism $\delta_{Y}$ in (2.3), we indeed have $\delta_{Y}(\mathfrak{v})=\theta$.

## 2.2. $p$-trivial atlas and $p$-trivial embeddings

We can generalize the above discussion to higher-order deformations. Let us introduce a condition that will be important in the following discussion.

## Definition 2.4

Assume that there is an atlas $\mathcal{U}=\left\{\mathcal{U}_{\alpha}, \Phi_{\alpha}=\left(z_{\alpha}, t\right)\right\}$ covering $y_{0}$ with coordinate change functions $z_{\alpha}^{i}=F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)$ on $\mathcal{U}_{\alpha} \cap \mathcal{U}_{\beta}$. We say that $\mathcal{U}$ is $p$-trivial if $F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)-F_{\alpha \beta}^{i}\left(z_{\beta}, 0\right)$ vanishes up to order $p$ at $t=0$ :

$$
\left.\frac{\partial^{l}\left(F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)-F_{\alpha \beta}^{i}\left(z_{\beta}, 0\right)\right)}{\partial t^{l}}\right|_{t=0}=0, \quad \text { for } 0 \leq l \leq p
$$

Notice that, since the $l=0$ case is automatically true, this $p$-trivial condition is equivalent to

$$
\begin{equation*}
\left.\frac{\partial^{l} F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)}{\partial t^{l}}\right|_{t=0}=0, \quad \text { for } 1 \leq l \leq p \tag{2.4}
\end{equation*}
$$

If this is the case, then we define the ( $p+1$ )-order Kodaira-Spencer (Čech) class, denoted by $\theta_{p+1}(U)$ or simply by $\theta_{p+1}$ if the atlas is clear, as the (Cech) cohomology defined by the cocycle

$$
\begin{align*}
\left(\theta_{p+1}\right)_{\alpha \beta} & =\left.\frac{1}{(p+1)!} \sum_{i=1}^{n} \frac{\partial^{p+1} F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)}{\partial t^{p+1}}\right|_{t=0} \frac{\partial}{\partial z_{\alpha}^{i}} \\
& \in H^{0}\left(U_{\alpha} \cap U_{\beta} \cap y_{0}, \Theta y_{0}\right) . \tag{2.5}
\end{align*}
$$

## LEMMA 2.5

(1) We have that $\theta_{p+1}:=\theta_{p+1}(\mathcal{U})$ is well defined, that is, $\theta_{p+1}=\left\{\left(\theta_{p+1}\right)_{\alpha \beta}\right\}$ satisfies the cocycle condition $\left(\theta_{p+1}\right)_{\tilde{\beta} \gamma}=\left(\theta_{p+1}\right)_{\alpha \gamma}-\left(\theta_{p+1}\right)_{\alpha \beta}$.
(2) If we have another p-trivial atlas $\tilde{U}=\left\{\tilde{U}_{\alpha}, \tilde{\Phi}_{\alpha}=\left(\tilde{z}_{\alpha}, t\right)\right\}$, then $\tilde{\theta}_{p+1}=$ $\theta_{p+1}(\tilde{U})$ defines the same Čech cohomology class as $\theta_{p+1}$.
(3) Assume that there exists a $(p-1)$-trivial atlas covering $y_{0}$ and $\theta_{p}=0 \in$ $H^{1}\left(y_{0}, \Theta y_{0}\right)$. Then for any relatively compact open subset $\mathcal{K} \Subset \mathcal{Y}$ such that $\mathcal{K}_{0}=\pi^{-1}(0) \cap \mathcal{K}$ is a relatively compact open set of $\mathscr{Y}_{0}=\pi^{-1}(0)$, there exists a p-trivial atlas covering $\mathcal{K}_{0}$.

## Proof

Using the cocycle condition of $\left\{F_{\alpha \beta}\right\}$ and the vanishing condition (2.4), we can take higher-order derivatives with respect to $t$ to get

$$
\begin{aligned}
& F_{\alpha \beta}^{i}\left(F_{\beta \gamma}\left(z_{\gamma}, t\right), t\right)=F_{\alpha \gamma}^{i}\left(z_{\gamma}, t\right) \\
& \Longrightarrow \sum_{j=1}^{n} \frac{\partial F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)}{\partial z_{\beta}^{j}} \frac{\partial F_{\beta \gamma}^{j}\left(z_{\gamma}, t\right)}{\partial t}+\frac{\partial F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)}{\partial t}=\frac{\partial F_{\alpha \gamma}^{i}\left(z_{\gamma}, t\right)}{\partial t} \\
& \Longrightarrow \sum_{j=1}^{n} \frac{\partial F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)}{\partial z_{\beta}^{j}} \frac{\partial^{p+1} F_{\beta \gamma}^{j}\left(z_{\gamma}, t\right)}{\partial t^{p+1}}+O(t)+\frac{\partial^{p+1} F_{\alpha \beta}^{i}\left(z_{\beta}, t\right)}{\partial t^{p+1}}=\frac{\partial^{p+1} F_{\alpha \gamma}^{i}\left(z_{\gamma}, t\right)}{\partial t^{p+1}} .
\end{aligned}
$$

From this it is clear that $\theta_{p+1}=\left\{\left(\theta_{p+1}\right)_{\beta \alpha}\right\}$ satisfies the cocycle condition.
To prove the second item, we first choose a common refinement of $\mathcal{U}$ and $\tilde{U}$ and assume that we have the same collection of open sets: $\mathcal{U}_{\alpha}=\tilde{U}_{\alpha}$ for $\alpha \in \mathcal{A}$. Suppose that the coordinate function $\tilde{U}_{\alpha}$ is denoted by $\tilde{\Phi}_{\alpha}=\left(\tilde{z}_{\alpha}, t\right)$. We then have the following relation on the composition of coordinate functions:

$$
z_{\alpha}=z_{\alpha}\left(\tilde{z}_{\alpha}, t\right)=z_{\alpha}\left(\tilde{z}_{\alpha}\left(\tilde{z}_{\beta}, t\right), t\right)=z_{\alpha}\left(\tilde{z}_{\alpha}\left(\tilde{z}_{\beta}\left(z_{\beta}, t\right), t\right), t\right)=z_{\alpha}\left(z_{\beta}, t\right) .
$$

Taking derivatives on both sides with respect to $t$ we get

$$
\begin{align*}
\frac{\partial z_{\alpha}^{i}\left(z_{\beta}, t\right)}{\partial t}= & \sum_{j=1}^{n} \frac{\partial z_{\alpha}^{i}\left(\tilde{z}_{\alpha}, t\right)}{\partial \tilde{z}_{\alpha}^{j}}\left(\sum_{k=1}^{n} \frac{\partial \tilde{z}_{\alpha}^{j}\left(\tilde{z}_{\beta}, t\right)}{\partial \tilde{z}_{\beta}^{k}} \frac{\partial \tilde{z}_{\beta}^{k}\left(z_{\beta}, t\right)}{\partial t}+\frac{\partial \tilde{z}_{\alpha}^{j}\left(\tilde{z}_{\beta}, t\right)}{\partial t}\right) \\
& +\frac{\partial z_{\alpha}^{i}\left(\tilde{z}_{\alpha}, t\right)}{\partial t} \tag{2.6}
\end{align*}
$$

Note that we used the Einstein summation rule. On the other hand, we have

$$
\begin{equation*}
\tilde{z}_{\beta}=\tilde{z}_{\beta}\left(z_{\beta}\left(\tilde{z}_{\beta}, t\right), t\right) \Longrightarrow \sum_{j=1}^{n} \frac{\partial \tilde{z}_{\beta}^{k}\left(z_{\beta}, t\right)}{\partial z_{\beta}^{j}} \frac{\partial z_{\beta}^{j}\left(\tilde{z}_{\beta}, t\right)}{\partial t}+\frac{\partial \tilde{z}_{\beta}^{k}\left(z_{\beta}, t\right)}{\partial t}=0 \tag{2.7}
\end{equation*}
$$

Combining (2.6)-(2.7) and using the chain rule, we get

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{\partial z_{\alpha}^{i}\left(z_{\beta}, t\right)}{\partial t} \frac{\partial}{\partial z_{\alpha}^{i}}-\sum_{j=1}^{n} \frac{\partial \tilde{z}_{\alpha}^{j}\left(\tilde{z}_{\beta}, t\right)}{\partial t} \frac{\partial}{\partial \tilde{z}_{\alpha}^{j}} \\
& \quad=\sum_{i=1}^{n} \frac{\partial z_{\alpha}^{i}\left(\tilde{z}_{\alpha}, t\right)}{\partial t} \frac{\partial}{\partial z_{\alpha}^{i}}-\sum_{j=1}^{n} \frac{\partial z_{\beta}^{j}\left(\tilde{z}_{\beta}, t\right)}{\partial t} \frac{\partial}{\partial z_{\beta}^{j}} . \tag{2.8}
\end{align*}
$$

At $t=0$, this shows that $\theta_{1}-\tilde{\theta}_{1}$ is indeed a coboundary. For $p$-trivial atlases $\mathcal{U}$ and $\tilde{U}$, we can take higher-order Lie derivatives $\left(\mathscr{L}_{\partial_{t}}\right)^{p+1}$ on both sides of (2.8) at $t=0$ to get

$$
\begin{align*}
& \left.\frac{\partial^{p+1} z_{\alpha}^{i}\left(z_{\beta}, t\right)}{\partial t^{p+1}}\right|_{t=0} \frac{\partial}{\partial z_{\alpha}^{i}}-\left.\frac{\partial^{p+1} \tilde{z}_{\alpha}^{j}\left(\tilde{z}_{\beta}, t\right)}{\partial t^{p+1}}\right|_{t=0} \frac{\partial}{\partial \tilde{z}_{\alpha}^{j}} \\
& \quad=\left.\sum_{i=1}^{n} \frac{\partial^{p+1} z_{\alpha}^{i}\left(\tilde{z}_{\alpha}, t\right)}{\partial t}\right|_{t=0} \frac{\partial}{\partial z_{\alpha}^{i}}-\left.\frac{\partial^{p+1} z_{\beta}^{j}\left(\tilde{z}_{\beta}, t\right)}{\partial t^{p+1}}\right|_{t=0} \frac{\partial}{\partial z_{\beta}^{j}} \tag{2.9}
\end{align*}
$$

So, using the definition in (2.5), $\theta_{p+1}-\tilde{\theta}_{p+1}$ is indeed a coboundary.
Finally, we prove the third item. Assume that $U=\left\{U_{\alpha}, \Phi_{\alpha}=\left(z_{\alpha}, t\right)\right\}_{\alpha \in \mathcal{A}}$ is a ( $p-1$ )-trivial atlas. Then by the definition of $\theta_{p}$ and the assumption, we have

$$
\begin{equation*}
\theta_{p}=\left.\frac{1}{p!} \sum_{i=1}^{n} \frac{\partial^{p} z_{\alpha}^{i}\left(z_{\beta}, t\right)}{\partial t^{p}}\right|_{t=0} \frac{\partial}{\partial z_{\alpha}^{i}}=\sum_{i=1}^{n} c_{\alpha}^{i} \frac{\partial}{\partial z_{\alpha}^{i}}-c_{\beta}^{i} \frac{\partial}{\partial z_{\beta}^{i}} \tag{2.10}
\end{equation*}
$$

Define the new coordinates $\tilde{z}_{\alpha}^{i}=z_{\alpha}^{i}+t^{p} c_{\alpha}^{i}$ which are genuine coordinate charts on an open neighborhood of $\mathcal{K}_{0}$ inside $\mathscr{Y}$, since $\mathcal{K} \subset \mathscr{y}$ and $\mathcal{K}_{0} \subset \mathscr{Y}_{0}$ are relatively compact open subsets:

$$
\tilde{z}_{\alpha}^{i}=z_{\alpha}^{i}\left(z_{\beta}, t\right)+t^{p} c_{\alpha}^{i}=z_{\alpha}^{i}\left(\tilde{z}_{\beta}^{j}-t^{p} c_{\beta}^{j}, t\right)+t^{p} c_{\alpha}^{i}=\tilde{z}_{\alpha}^{i}\left(\tilde{z}_{\beta}, t\right)
$$

Taking the $p$-order derivative with respect to $t$ on both sides, we get

$$
\left.\frac{1}{p!} \frac{\partial^{p} \tilde{z}_{\alpha}^{i}\left(\tilde{z}_{\beta}, t\right)}{\partial t^{p}}\right|_{t=0}=-\left.\sum_{j=1}^{n} \frac{\partial z_{\alpha}^{i}}{\partial z_{\beta}^{j}} \cdot c_{\beta}^{j}\right|_{t=0}+\left.\frac{1}{p!} \frac{\partial^{p} z_{\alpha}^{i}\left(z_{\beta}, t\right)}{\partial t^{p}}\right|_{t=0}+c_{\alpha}^{i}
$$

Notice that $\frac{\partial}{\partial \tilde{z}_{\alpha}^{i}}=\frac{\partial}{\partial z_{\alpha}^{i}}$ at $t=0$, so we get by (2.10) that

$$
\begin{aligned}
\left.\frac{1}{p!} \sum_{i=1}^{n} \frac{\partial^{p} \tilde{z}_{\alpha}^{i}}{\partial t^{p}}\right|_{t=0} \frac{\partial}{\partial \tilde{z}_{\alpha}^{i}} & =-\sum_{j=1}^{n} c_{\beta}^{j} \frac{\partial}{\partial z_{\beta}^{j}}+\sum_{i=1}^{n} c_{\alpha}^{i} \frac{\partial}{\partial z_{\alpha}^{i}}+\left.\frac{1}{p!} \sum_{i=1}^{n} \frac{\partial^{p} z_{\alpha}^{i}\left(z_{\beta}, t\right)}{\partial t^{p}}\right|_{t=0} \frac{\partial}{\partial z_{\alpha}^{i}} \\
& =0
\end{aligned}
$$

So the new atlas $\left\{U_{\alpha}, \tilde{\Phi}=\left(\tilde{z}_{\alpha}, t\right)\right\}$ is a $p$-trivial atlas covering $\mathcal{K}_{0}$.

To make a connection with embedded deformations, we introduce the following definition.

## Definition 2.6

Let $y \rightarrow \mathbb{B}$ be a holomorphic family of complex manifolds that can be embedded into $\mathbb{C}^{N} \times \mathbb{B}$. We say that an embedding $\iota y: y \rightarrow \mathbb{C}^{N} \times \mathbb{B}$ is $p$-trivial (along $y_{0}=: Y$ ) if there exists an atlas $\mathcal{U}=\left\{U_{\alpha}, \Phi_{\alpha}=\left(z_{\alpha}^{i}, t\right)\right\}_{\alpha \in \mathcal{A}}$ covering $Y_{0}$ such that, for each $\alpha \in$ $\mathcal{A}$, if the embedding $\mathcal{U}_{\alpha} \rightarrow \mathbb{C}^{N} \times \mathbb{B}$ is represented by the functions $w^{b}=w_{\alpha}^{b}\left(z_{\alpha}, t\right)$, then the following vanishing conditions are satisfied:

$$
\begin{equation*}
\left.\frac{\partial^{l} w_{\alpha}^{b}\left(z_{\alpha}, t\right)}{\partial t^{l}}\right|_{t=0}=0, \quad 1 \leq l \leq p \tag{2.11}
\end{equation*}
$$

In this case, we say that $\mathcal{U}$ is an atlas adapted for the $p$-trivial embedding, or simply a $p$-adapted atlas.

To state the next result, we introduce additional notation. Let $\pi: y \rightarrow \mathbb{B}$ be a holomorphic family of complex manifolds over the unit disk. For any $0<\epsilon<1$ and any subset $\mathcal{K} \subseteq \mathcal{Y}$, denote $\mathbb{B}_{\epsilon}=\{t \in \mathbb{B} ;|t|<\epsilon\}$ and

$$
\begin{equation*}
y_{\epsilon}=y \times_{\mathbb{B}} \mathbb{B}_{\epsilon}=\pi^{-1}\left(\mathbb{B}_{\epsilon}\right), \quad \mathcal{K}_{\epsilon}=\pi^{-1}\left(\mathbb{B}_{\epsilon}\right) \cap \mathcal{K} . \tag{2.12}
\end{equation*}
$$

LEMMA 2.7
With the above notation, if there exists a p-trivial embedding $y_{\epsilon} \hookrightarrow \mathbb{C}^{N} \times \mathbb{B}_{\epsilon}$ for some $0<\epsilon \ll 1$, then there exists a $p$-trivial atlas covering $y_{0}$.

Conversely, assume that there exists a p-trivial atlas covering $y_{0}$. Then for any relatively compact open subset $\mathcal{K} \Subset \mathcal{Y}$, there is a p-trivial embedding $\mathcal{K}_{\epsilon} \hookrightarrow \mathbb{C}^{N} \times$ $\mathbb{B}_{\epsilon}$ for $0<\epsilon \ll 1$. More precisely, given an embedding $y \rightarrow \mathbb{C}^{N} \times \mathbb{B}$ and a relatively compact open set $\mathcal{K} \Subset y$, there exist $0<\epsilon \ll 1$, a neighborhood $\mathcal{W}_{\epsilon}$ of $\mathcal{K}_{\epsilon}$ inside $\mathbb{C}^{N} \times \mathbb{B}$, and a biholomorphism $\Phi$ of the form $\Phi(w, t)=\left(\Psi_{t}(w), t\right)$, $\Psi_{0}=\mathrm{Id}$, from $\mathcal{W}_{\epsilon}$ onto its image in $\mathbb{C}^{N} \times \mathbb{B}$ such that $\left.\Phi\right|_{\mathcal{K}_{\epsilon}}$ is a $p$-trivial embedding.

## Proof

Assume that there is a $p$-trivial embedding with $p$-adapted atlas $\left\{U_{\alpha}, \Phi_{\alpha}=\right.$ $\left.\left(z_{\alpha}^{i}, t\right)\right\}_{\alpha \in \mathscr{A}}$. We prove that the $p$-adapted atlas is a $p$-trivial atlas defined in Definition 2.4. In other words, we want to show that

$$
\left.\frac{\partial^{l}\left(z_{\alpha}\left(z_{\beta}, t\right)-z_{\alpha}\left(z_{\beta}, 0\right)\right)}{\partial t^{l}}\right|_{t=0}=0, \quad \text { for } 0 \leq l \leq p
$$

We prove this by induction. The case of $l=0$ is automatically true. Assume that this is proved for the $(l-1)$ th-order derivative for some $1 \leq l \leq p$. Then we take the
$l$ th-order derivative on both sides of (with respect to $t$ at $t=0$ ),

$$
w^{b}=w_{\alpha}^{b}\left(z_{\alpha}, t\right)=w_{\alpha}^{b}\left(z_{\alpha}\left(z_{\beta}, t\right), t\right)=w_{\beta}^{b}\left(z_{\beta}, t\right),
$$

and we use the $(l-1)$-trivial atlas and the $l$-adapted property to get

$$
\begin{aligned}
0 & =\left.\frac{\partial^{l} w_{\beta}^{b}\left(z_{\beta}, t\right)}{\partial t^{l}}\right|_{t=0} \\
& =\left.\sum_{i=1}^{n} \frac{\partial w_{\alpha}^{b}\left(z_{\alpha}, t\right)}{\partial z_{\alpha}^{i}} \frac{\partial^{l} z_{\alpha}^{i}\left(z_{\beta}, t\right)}{\partial t^{l}}\right|_{t=0}+\left.\frac{\partial^{l} w_{\alpha}^{b}\left(z_{\alpha}, t\right)}{\partial t^{l}}\right|_{t=0} \\
& =\left.\sum_{i=1}^{n} \frac{\partial w_{\alpha}^{b}\left(z_{\alpha}, t\right)}{\partial z_{\alpha}^{i}} \frac{\partial^{l} z_{\alpha}^{i}\left(z_{\beta}, t\right)}{\partial t^{l}}\right|_{t=0}
\end{aligned}
$$

Because the $N \times n$ matrix

$$
M_{b i}=\frac{\partial w_{\alpha}^{b}\left(z_{\alpha}, t\right)}{\partial z_{\alpha}^{i}}
$$

has rank $n$ and zero kernel, we get $\left.\frac{\partial^{l} z_{\alpha}^{i}\left(z_{\beta}, t\right)}{\partial t^{l}}\right|_{t=0}=0$. So the atlas is $l$-trivial. This completes the induction argument and shows that the $p$-adapted atlas is indeed $p$ trivial.

Conversely, we choose a $p$-trivial atlas $\mathcal{U}=\left\{\mathcal{U}_{\alpha}, \Phi_{\alpha}=\left(z_{\alpha}, t\right)\right\}_{\alpha \in \mathcal{A}}$ covering $y_{0}$ and an embedding which, for each $\alpha \in \mathcal{A}$, is represented by $w^{b}=w_{\alpha}^{b}\left(z_{\alpha}, t\right)$. Then we have the relation

$$
w^{b}=w_{\beta}^{b}\left(z_{\beta}, t\right)=w_{\beta}^{b}\left(z_{\beta}\left(z_{\alpha}, t\right), t\right)=w_{\alpha}^{b}\left(z_{\alpha}, t\right)
$$

Taking the derivative on both sides at $t=0$ and using the $p$-trivial condition of the atlas, we get

$$
\left.\frac{\partial^{l} w_{\alpha}^{b}}{\partial t^{l}}\right|_{t=0}=\left.\sum_{i=1}^{n} \frac{\partial w_{\beta}^{b}}{\partial z_{\beta}^{i}} \frac{\partial^{l} z_{\beta}^{i}\left(z_{\alpha}, t\right)}{\partial t^{l}}\right|_{t=0}+\left.\frac{\partial^{l} w_{\beta}^{b}}{\partial t^{l}}\right|_{t=0}=\left.\frac{\partial^{l} w_{\beta}^{b}}{\partial t^{l}}\right|_{t=0}, \quad 1 \leq l \leq p
$$

So we see that for each $1 \leq l \leq p$, there is a globally defined vector field

$$
v^{(l)}=\left.\sum_{b=1}^{N} \frac{\partial^{l} w_{\beta}^{b}}{\partial t^{l}}\right|_{t=0} \frac{\partial}{\partial w^{b}} \in H^{0}\left(Y,\left.\Theta_{\mathbb{C}^{N}}\right|_{Y}\right)
$$

We claim that the given embedding can be modified to become a $p$-trivial embedding on any relatively compact open subset. We do this by induction as follows. Assume that we already get an $(l-1)$-trivial embedding for some $1 \leq l \leq p$. Let $\sigma^{(l)}(w, s)$
be the flow generated by an extension of holomorphic vector field $-v^{(l)} / l!$ to $\mathbb{C}^{N}$. Note that $\sigma^{(l)}(w, s)$ exists on a relatively compact open subset for $|s|$ sufficiently small.

Set $\Phi(w, t)=\left(\sigma^{(l)}\left(w, t^{l}\right), t\right)=:\left(\Psi_{t}(w), t\right)$. Then $\Phi$ is a biholomorphism defined on a relatively compact open neighborhood $\mathcal{W}_{\epsilon}$ of $\mathcal{K}_{\epsilon}$ when $\epsilon$ is sufficiently small. Define a new embedding $\tilde{\imath}_{W_{\epsilon}}:=\left.\Phi \circ \stackrel{\iota}{ }\right|_{w_{\epsilon}}$. Then there is a new representation $\tilde{w}^{b}=\tilde{w}^{b}\left(w_{\alpha}\left(z_{\alpha}, t\right), t\right)=\tilde{w}_{\alpha}^{b}\left(z_{\alpha}, t\right)$. We can then take the derivative with respect to $t$ by using the $(l-1)$-trivial condition to see that $\tilde{l} y$ is indeed an $l$-trivial embedding:

$$
\begin{aligned}
& \left.\sum_{b=1}^{N} \frac{\partial^{l} \tilde{w}^{b}\left(z_{\alpha}, t\right)}{\partial t^{l}}\right|_{t=0} \frac{\partial}{\partial w^{b}} \\
& \quad=\left.\sum_{b=1}^{N} \sum_{c=1}^{N} \frac{\partial \tilde{w}^{b}}{\partial w^{c}} \frac{\partial^{l} w^{c}\left(z_{\alpha}, t\right)}{\partial t^{l}}\right|_{t=0} \frac{\partial}{\partial w^{b}}+\left.\sum_{b=1}^{N} \frac{\partial^{l} \tilde{w}^{b}(w, t)}{\partial t^{l}}\right|_{t=0} \frac{\partial}{\partial w^{b}} \\
& \quad=\left.\sum_{c=1}^{N} \frac{\partial^{l} w_{\alpha}^{c}\left(z_{\alpha}, t\right)}{\partial t^{l}}\right|_{t=0} \frac{\partial}{\partial w^{c}}-v^{(l)}=0
\end{aligned}
$$

The first statement of following lemma generalizes Lemma 2.3.

## LEMMA 2.8

(1) If there is a p-trivial embedding $\iota y: y \rightarrow \mathbb{C}^{N} \times \mathbb{B}$ with p-adapted atlas $\left\{U_{\alpha}, \Phi_{\alpha}=\left(z_{\alpha}, t\right)\right\}$, then we can define a global section $\mathfrak{v}_{p+1}:=$ $\mathfrak{v}_{p+1}\left(\iota y, \Phi_{\alpha}\right) \in H^{0}\left(y_{0}, N y_{0}\right)$ such that

$$
\begin{align*}
\mathfrak{v}_{p+1}\left(U_{\alpha}\right) & =\frac{1}{(p+1)!}\left[\left.\sum_{b=1}^{N} \frac{\partial^{p+1} w_{\alpha}^{b}\left(z_{\alpha}, t\right)}{\partial t^{p+1}}\right|_{t=0} \frac{\partial}{\partial w^{b}}\right] \\
& \in H^{0}\left(U_{\alpha} \cap y_{0}, N y_{0}\right) \tag{2.13}
\end{align*}
$$

where we used the natural morphism $\Theta_{\mathbb{C}^{N}} \mid y_{0} \rightarrow N y_{0}$ (remember that $\left(w^{b}\right)_{b=1}^{N}$ denotes the standard coordinates on $\left.\mathbb{C}^{N}\right)$. Furthermore, $\delta_{Y}\left(\mathfrak{v}_{p+1}\right)=$ $\theta_{p+1}$ where $\delta_{Y}$ is the connecting morphism $\delta_{Y}: H^{0}\left(y_{0}, N y_{0}\right) \rightarrow$ $H^{1}\left(y_{0}, \Theta y_{0}\right)$ introduced in (2.3) and $\theta_{p+1}$ is the reduced Kodaira-Spencer cocycle associated to the $p$-adapted atlas.
(2) Assume that there is another p-adapted atlas $\left\{\tilde{U}_{\alpha}, \tilde{\Phi}_{\alpha}=\left(\tilde{z}_{\alpha}^{i}, t\right)\right\}$ for the same embedding ıy. If we denote $\tilde{\mathfrak{v}}_{p+1}=\mathfrak{v}_{p+1}\left(\iota y, \tilde{\Phi}_{\alpha}\right)$, then $\delta_{Y}\left(\mathfrak{v}_{p+1}-\right.$ $\left.\tilde{\mathfrak{v}}_{p+1}\right)=0$.

## Proof

By the proof of Lemma 2.7, a $p$-adapted atlas is $p$-trivial. So we can use the $p$-trivial condition to take the $(p+1)$ th-order derivative with respect to $t$ at $t=0$ on both sides of the identity

$$
w^{b}=w_{\beta}^{b}\left(z_{\beta}, t\right)=w_{\beta}^{b}\left(z_{\beta}^{i}\left(z_{\alpha}^{j}, t\right), t\right)=w_{\alpha}^{b}\left(z_{\alpha}, t\right)
$$

to get

$$
\begin{equation*}
\frac{\partial^{p+1} w_{\alpha}^{b}\left(z_{\alpha}, t\right)}{\partial t^{p+1}}=\sum_{i=1}^{n} \frac{\partial w_{\beta}^{b}}{\partial z_{\beta}^{i}} \frac{\partial^{p+1} z_{\beta}^{i}}{\partial t^{p+1}}+\frac{\partial^{p+1} w^{b}\left(z_{\beta}, t\right)}{\partial t^{p+1}} . \tag{2.14}
\end{equation*}
$$

If we define

$$
v_{\alpha}=\left.\frac{1}{(p+1)!} \sum_{b=1}^{N} \frac{\partial^{p+1} w^{b}\left(z_{\alpha}, t\right)}{\partial t^{p+1}} \frac{\partial}{\partial w^{b}}\right|_{t=0},
$$

then $v_{\alpha}-v_{\beta}=\iota_{Y *}\left(\theta_{p+1}\right)_{\beta \alpha}$. So $\left\{\left[v_{\alpha}\right]_{\alpha_{\alpha \in \mathcal{A}}}\right.$ can be glued to become a global section $\mathfrak{v}_{p} \in H^{0}\left(Y, N_{Y}\right)$ using the fact that $N_{Y}=\Theta_{\mathbb{C}^{N}} / \Theta_{Y}$.

For the second item, we use (2.14) to get the following identities:

$$
\begin{aligned}
\delta\left(\mathfrak{v}_{p+1}-\tilde{\mathfrak{v}}_{p+1}\right)\left(U_{\alpha} \cap U_{\beta}\right) & =\iota_{Y *}\left(\left(\theta_{p+1}\right)_{\beta \alpha}\right)-\iota_{Y *}\left(\left(\tilde{\theta}_{p+1}\right)_{\beta \alpha}\right) \\
& =\iota_{Y *}\left(\left(\theta_{p+1}\right)_{\beta \alpha}-\left(\tilde{\theta}_{p+1}\right)_{\beta \alpha}\right) .
\end{aligned}
$$

By Lemma 2.5(2), more specifically identity (2.8), we know that $\theta_{p+1}-\tilde{\theta}_{p+1}=0 \in$ $H^{1}\left(Y, \Theta_{Y}\right)$. So the proof is complete.

## LEMMA 2.9

Assume that there exists $a(p-1)$-trivial embedding $\iota y: y \rightarrow \mathbb{C}^{N} \times \mathbb{B}$ with $\mathfrak{v}_{p}(\iota y)=$ $0 \in H^{0}\left(y_{0}, N y_{0}\right)$ (see Lemma 2.8 for the definition of $\mathfrak{v}_{p}$ ). Then for any relatively compact open subset $\mathcal{K} \Subset \mathcal{Y}$, there is a p-trivial embedding $\mathcal{K}_{\epsilon} \hookrightarrow \mathbb{C}^{N} \times \mathbb{B}_{\epsilon}$ for $0<\epsilon \ll 1$.

## Proof

We need to prove that there exists an atlas satisfying the condition (2.11). By assumption, there is an atlas $U=\left\{U_{\alpha}, \Phi_{\alpha}=\left(z_{\alpha}, t\right)\right\}_{\alpha \in \mathcal{A}}$ covering $y_{0}$ such that the following condition is satisfied: for each $\alpha \in \mathcal{A}$, if the embedding $\iota y \mid u_{\alpha}: U_{\alpha} \rightarrow \mathbb{C}^{N} \times \mathbb{B}$ is represented by the function $w^{b}=w_{\alpha}^{b}\left(z_{\alpha}, t\right)$, then we have $\left.\frac{\partial^{l} w_{\alpha}^{b}\left(z_{\alpha}, t\right)}{\partial t^{l}}\right|_{t=0}=0$ ( $b=1, \ldots, N$ and $1 \leq l \leq p-1$ ), and (see (2.13))

$$
\begin{equation*}
\left.\frac{1}{p!} \sum_{b=1}^{N} \frac{\partial^{p} w_{\alpha}^{b}\left(z_{\alpha}, t\right)}{\partial t^{p}}\right|_{t=0} \frac{\partial}{\partial w^{b}} \in \Theta y_{0}\left(U_{\alpha} \cap y_{0}\right) . \tag{2.15}
\end{equation*}
$$

So we get functions $d_{\alpha}^{i}\left(z_{\alpha}\right)$ satisfying

$$
\begin{align*}
\left.\sum_{b=1}^{N} \frac{\partial^{p} w_{\alpha}^{b}\left(z_{\alpha}, t\right)}{\partial t^{p}}\right|_{t=0} \frac{\partial}{\partial w^{b}} & =\sum_{i=1}^{n} d_{\alpha}^{i} \frac{\partial}{\partial z_{\alpha}^{i}} \\
& =\sum_{i=1}^{n} d_{\alpha}^{i} \frac{\partial w_{\alpha}^{b}\left(z_{\alpha}, 0\right)}{\partial z_{\alpha}^{i}} \frac{\partial}{\partial w^{b}} \in \Theta y_{0}\left(U_{\alpha} \cap y_{0}\right) \tag{2.16}
\end{align*}
$$

Define the new functions $\tilde{z}_{\alpha}^{i}=z_{\alpha}^{i}+d_{\alpha}^{i} \frac{t^{p}}{p!}$ which are coordinates on $\mathcal{K}_{\epsilon}$ for $0<\epsilon \ll 1$. Taking the derivative all the way up to order $p$ on both sides of

$$
w^{b}=w_{\alpha}^{b}\left(z_{\alpha}, t\right)=w_{\alpha}^{b}\left(z_{\alpha}\left(\tilde{z}_{\alpha}, t\right), t\right)=\tilde{w}_{\alpha}^{b}\left(\tilde{z}_{\alpha}, t\right)
$$

at $t=0$, we get

$$
\begin{aligned}
\left.\frac{\partial^{p} w^{b}\left(\tilde{z}_{\alpha}, t\right)}{\partial t^{p}}\right|_{t=0} & =\sum_{i=1}^{n} \frac{\partial w_{\alpha}^{b}\left(z_{\alpha}, 0\right)}{\partial z_{\alpha}^{i}} \frac{\partial^{p} z_{\alpha}^{i}\left(\tilde{z}_{\alpha}, t\right)}{\partial t^{p}}+\left.\frac{\partial^{p} w_{\alpha}^{b}\left(z_{\alpha}, t\right)}{\partial t^{p}}\right|_{t=0} \\
& =-\sum_{i=1}^{n} d_{\alpha}^{i} \frac{\partial w_{\alpha}^{b}\left(z_{\alpha}, 0\right)}{\partial z_{\alpha}^{i}}+\left.\frac{\partial^{p} w_{\alpha}^{b}\left(z_{\alpha}, t\right)}{\partial t^{p}}\right|_{t=0}=0
\end{aligned}
$$

So we see that the atlas $\left\{U_{\alpha},\left(\tilde{z}_{\alpha}, t\right)\right\}$ is indeed a $p$-adapted atlas.

## LEMMA 2.10

Let $\pi: y \rightarrow \mathbb{B}$ be a holomorphic family of complex manifolds embedded into $\mathbb{C}^{N} \times \mathbb{C}$. Let $\mathcal{K} \subset y$ be a relatively compact open set such that there exist a bounded open set $\mathcal{W} \subset \mathbb{C}^{N} \times \mathbb{C}$ and $H_{1}, \ldots, H_{d} \in \mathcal{O}(\mathcal{W})$ satisfying

$$
\begin{equation*}
\mathcal{K}=\left\{(w, t) \in \mathcal{W}: H_{1}(w, t)=\cdots=H_{d}(w, t)=0\right\} . \tag{2.17}
\end{equation*}
$$

Then for all $p \geq 1$, the following are equivalent (see (2.12) for notation):
(1) There exists $0<\epsilon \ll 1$ such that there exists a p-trivial atlas on $\mathcal{K}_{\epsilon}$.
(2) There exist $0<\epsilon \ll 1$ and a biholomorphism $\Phi$ of the form $\Phi(w, t)=$ $\left(\Psi_{t}(w), t\right), \Psi_{0}=\mathrm{Id}$, from $\mathcal{W}_{\epsilon}$ onto its image in $\mathbb{C}^{N} \times \mathbb{C}$ such that $\left.\Phi\right|_{\mathcal{K}_{\epsilon}}$ is a $p$-trivial embedding.
(3) There exist $0<\epsilon \ll 1$ and a biholomorphism $\Phi$ of the form $\Phi(w, t)=$ $\left(\Psi_{t}(w, t), t\right), \Psi_{0}=\mathrm{Id}$, from $\mathcal{W}_{\epsilon}$ onto its image in $\mathbb{C}^{N} \times \mathbb{C}$ such that

$$
\Phi\left(\mathcal{K}_{\epsilon}\right)=\left\{(w, t) \in \Phi\left(\mathcal{W}_{\epsilon}\right): F_{1}(w, t)=\cdots=F_{d}(w, t)=0\right\}
$$

for some holomorphic functions $F_{1}, \ldots, F_{d}$ with $F_{m}(w, t)=F_{m}(w, 0)+$ $t^{p+1} G_{m}(w, t)$.

## Proof

The equivalence of (1) and (2) has been proved in Lemma 2.7. We now prove that (2) implies (3). So assume that $\left.\Phi\right|_{\mathcal{K}_{\epsilon}}$ is a $p$-trivial embedding with a $p$-adapted atlas $\left\{U_{\alpha},\left(z_{\alpha}, t\right)\right\}$. Set $F_{m}=H_{m} \circ \Phi^{-1}$. Then the ideal sheaf of $\Phi\left(\mathcal{K}_{\epsilon}\right)$ is generated by $\left\{F_{1}(w, t), \ldots, F_{d}(w, t)\right\}$. We will prove by induction that there exists a sequence of open sets $\mathcal{W}=\mathcal{W}^{(0)} \supseteq \mathcal{W}^{(1)} \supseteq \cdots \supseteq \mathcal{W}^{(p+1)}$ and holomorphic functions $F_{m}^{(l)}(w, t)$ on $\mathcal{W}^{(l)}$ such that
(i) $\quad y \cap \mathcal{W}^{(l)}$ is generated by $F_{m}^{(l)}(w, t)$;
(ii) there exist holomorphic functions $G_{m, l}(w, t)$ on $\mathfrak{W}^{(l)}$ such that

$$
\begin{equation*}
F_{m}^{(l)}(w, t)=F_{m}^{(l)}(w, 0)+t^{l} G_{m, l}(w, t) \tag{2.18}
\end{equation*}
$$

For $l=1$, let $\mathcal{W}^{(1)}=\mathcal{W}$, let $F_{m}^{(1)}(w, t)=F_{m}(w, t)$, and let $G_{m, 1}(w, t)=$ $\frac{1}{t}\left(F_{m}(w, t)-F_{m}(w, 0)\right)$. Then assume that the statement is true for $1 \leq l \leq p$. We have the identity

$$
\begin{equation*}
F_{m}^{(l)}\left(w_{\alpha}^{1}\left(z_{\alpha}, t\right), \ldots, w_{\alpha}^{N}\left(z_{\alpha}, t\right), t\right) \equiv 0 . \tag{2.19}
\end{equation*}
$$

Taking the derivative with respect to $t l$ times and using the identities (2.11) and (2.19) we get

$$
\begin{equation*}
\left.G_{m, l}\left(w_{\alpha}\left(z_{\alpha}, t\right), t\right)\right|_{t=0}=0 . \tag{2.20}
\end{equation*}
$$

Because the ideal sheaf of $\mathcal{K}_{0} \cap \mathcal{W}^{(l)}$ is generated by $\left\{F_{1}^{(l)}(w, 0), \ldots, F_{d}^{(l)}(w, 0)\right\}$, there exists $h_{m, l, r}(w)$ such that

$$
\begin{equation*}
G_{m, l}(w, 0)=\sum_{m=1}^{d} F_{r}^{(l)}(w, 0) h_{m, l, r}(w) . \tag{2.21}
\end{equation*}
$$

Now define

$$
\begin{aligned}
F_{m}^{(l+1)}(w, t) & =F_{m}^{(l)}(w, t)-t^{l} \sum_{r=1}^{d} F_{r}^{(l)}(w, t) h_{m, r, l}(w) \\
& =F_{m}^{(l)}(w, 0)+t^{l} G_{m, l}(w, t)-t^{l} \sum_{r=1}^{d} F_{r}^{(l)}(w, t) h_{m, r, l}(w) .
\end{aligned}
$$

We then have

$$
\left.\frac{\partial^{l} F^{(l+1)}(w, t)}{\partial t^{l}}\right|_{t=0}=0
$$

So we know that $F_{m, l}^{(l+1)}(w, t)$ has the expansion

$$
\begin{equation*}
F_{m}^{(l+1)}(w, t)=F_{m}^{(l+1)}(w, 0)+t^{l+1} G_{m, l+1}(w, t) \tag{2.22}
\end{equation*}
$$

over an open subset $\mathcal{W}^{(l+1)}$ of $\mathcal{W}^{(l)}$. Note that $\left\{F_{r}^{(l+1)}\right\}$ generates the same ideal as the $\left\{F_{r}^{(l)}\right\}$. Indeed $\left\{F_{r}^{(l+1)}\right\}$ is obtained by multiplying a holomorphic matrix of the form $\operatorname{Id}_{d \times d}+O\left(t^{l}\right)$ to $\left\{F_{r}^{(l)}\right\}$. Because $l \geq 1$, this matrix has a holomorphic inverse for $|t| \ll 1$. So it is easy to see that $F_{m}^{(l+1)}$ satisfies the wanted properties.

Conversely, we assume that (3) holds, and we consider the biholomorphism $\Phi$ of (3). Choose an arbitrary atlas $\mathcal{U}=\left\{\mathcal{U}_{\alpha}, \Phi_{\alpha}=\left(z_{\alpha}, t\right)\right\}$ covering $\mathcal{K}_{\epsilon}$. We want to use induction to prove that there exists an $l$-adapted atlas for the embedding $\left.\Phi\right|_{\mathcal{K}_{\epsilon}}$ for $1 \leq l \leq p$. Assume that this has been proved for $l-1$. This is trivially true when $l=1$. Then note that

$$
\begin{equation*}
\left(F_{r}+t^{p+1} G_{r}\right)\left(w^{b}\left(z_{\alpha}, t\right)\right)=0, \quad \text { for } 1 \leq r \leq d \tag{2.23}
\end{equation*}
$$

Taking the $l$ th-order derivative on both sides of (2.23) and using the $(l-1)$-adapted property $\left.\frac{\partial^{j} w_{\alpha}^{b}}{\partial t^{j}}\right|_{t=0}=0$ for $1 \leq j \leq l-1$, we get

$$
\left.\sum_{b=1}^{N} \frac{\partial F_{r}}{\partial w^{b}} \frac{\partial^{l} w_{\alpha}^{b}}{\partial t^{l}}\right|_{t=0}=0, \quad \text { for } 1 \leq r \leq d
$$

Since $\left\{F_{r}\right\}$ are defining functions of $\mathcal{K}_{0}$, this means that the vector field $\left.\sum_{b=1}^{N} \frac{\partial^{l} w_{\alpha}^{b}}{\partial t^{l}} \frac{\partial}{\partial w^{b}}\right|_{t=0}$ is tangent to $\mathcal{K}_{0}$. So there exists $c_{\alpha}^{i}=c_{\alpha}^{i}\left(z_{\alpha}\right)$ such that

$$
\begin{equation*}
\left.\sum_{b=1}^{N} \frac{\partial^{l} w_{\alpha}^{b}}{\partial t^{l}} \frac{\partial}{\partial w^{b}}\right|_{t=0}=\sum_{i=1}^{n} c_{\alpha}^{i} \frac{\partial}{\partial z_{\alpha}^{i}}=\left.\sum_{b=1}^{N} \sum_{i=1}^{n} c_{\alpha}^{i} \frac{\partial w_{\alpha}^{b}}{\partial z_{\alpha}^{i}} \frac{\partial}{\partial w^{b}}\right|_{t=0} \tag{2.24}
\end{equation*}
$$

Now define a new coordinate function

$$
\tilde{z}_{\alpha}^{i}=z_{\alpha}^{i}+\frac{t^{l}}{l!} c_{\alpha}^{i}\left(z_{\alpha}\right)
$$

Then we get a new representation of the embedding on $\mathcal{U}_{\alpha}$ :

$$
\tilde{w}^{b}=w^{b}\left(z_{\alpha}, t\right)=w^{b}\left(z_{\alpha}\left(\tilde{z}_{\alpha}, t\right), t\right)
$$

Taking $l$ th-order derivatives on both sides, by (2.24) we get

$$
\left.\frac{\partial^{l} \tilde{w}^{b}}{\partial t^{l}}\right|_{t=0}=-\sum_{i=1}^{n} \frac{\partial w_{\alpha}^{b}}{\partial z_{\alpha}^{i}} c_{\alpha}^{i}+\left.\frac{\partial^{l} w_{\alpha}^{b}}{\partial t^{l}}\right|_{t=0}=0 .
$$

So by induction, we indeed get a $p$-adapted atlas on $\mathcal{K}_{\epsilon}$ for $0<\epsilon \ll 1$.

### 2.3. Higher-order deformation of a normal isolated singularity via higher-order deformation of a regular part

Let $Z \subset \mathbb{C}^{N}$ be an affine algebraic variety with exactly one singularity $o \in Z$, and we can assume that this singularity is the origin $0 \in \mathbb{C}^{N}$. Assume that there is a holomorphic family of complex analytic varieties $\mathbb{Z} \rightarrow \mathbb{B}$ which is a deformation of the analytic germ $\left(Z_{0}, o\right)=(Z, o)$. For any $k \geq 0$, this induces a deformation over the analytic space $\mathbb{B}(k)=\left(\mathbb{B}, \mathcal{O}_{\mathbb{B}} / \partial_{0}^{k+1}\right)$, where $\ell_{0}=(t)$ is the ideal sheaf of the point $0 \in \mathbb{B}$. Indeed, we have the flat morphism $\mathbb{Z}(k):=\mathbb{Z} \times_{\mathbb{B}} \mathbb{B}(k) \rightarrow \mathbb{B}(k)$.

Definition 2.11
The order of the deformation $\left(Z_{2},\left(Z_{0}, o\right)\right) \rightarrow(\mathbb{B}, 0)$ is defined to be the natural number

$$
\operatorname{Ord}\left(\left(\mathcal{Z},\left(\mathcal{Z}_{0}, o\right)\right) /(\mathbb{B}, 0)\right)=\max \{k+1 ; \mathcal{Z}(k) \rightarrow \mathbb{B}(k) \text { is trivial }\} .
$$

If the pointed base $(\mathbb{B}, 0)$ and the point $o \in \mathbb{Z}$ are clear, we shall just write $\operatorname{Ord}(Z)$ for $\operatorname{Ord}\left(\left(\mathcal{Z},\left(\mathcal{Z}_{0}, o\right)\right) /(\mathbb{B}, 0)\right)$.

It is well known that higher-order deformation theory in the algebraic category (see [4], [17, Theorem 10.1]) can also be developed in the analytic category (cf. [15, Proposition 1.29]). Given a deformation of certain order, the space of possible deformations to the next order is a principal homogeneous space under $\mathbf{T}_{Z}^{1}$, that is, an affine space without preferred origin. More precisely, suppose that there is a flat family $\mathcal{Z}(k) \rightarrow \mathbb{B}(k)$ and an extension to $\mathcal{Z}^{*}(k+1) \rightarrow \mathbb{B}(k+1)$ of $\mathbb{Z}(k)$ with $Z^{*}(k)=Z^{*}(k+1) \times_{\mathbb{B}(k+1)} \mathbb{B}(k)=\mathbb{Z}(k)$. Then the set of $(k+1)$ th-order deformations that extend the $k$ th-order deformation $\mathcal{Z}(k) \rightarrow \mathbb{B}(k)$ can be identified with $\mathbf{T}_{Z}^{1}$. In the special case at hand, there is a preferred origin given by the trivial deformation and this allows us to define a reduced Kodaira-Spencer class.

## Definition 2.12

Suppose that there is a flat family $\mathbb{Z} \rightarrow \mathbb{B}$ of complex analytic varieties with $\left(\mathcal{Z}_{0}, o\right)=$ $(Z, o)$. Assume that $Z(k) \rightarrow \mathbb{B}(k)$ is trivial for a fixed $k \geq 0$. If the trivial deformation $Z^{*}(k+1):=Z \times \mathbb{B}(k+1)$ is used as the basepoint so that $Z^{*}(k)=Z \times \mathbb{B}(k)$ coincides with $\mathcal{Z}(k)$, then the corresponding class representing $Z(k+1)$ in $\mathbf{T}_{Z}^{1}$ is defined to be the $(k+1)$ th-order Kodaira-Spencer class of $\mathbb{Z} \rightarrow \mathbb{B}$ and is denoted by $\mathbf{K} \mathbf{S}_{\mathcal{Z}}^{(k+1)}$. If $p+1=\operatorname{Ord}(\mathcal{Z})$, then we define the reduced Kodaira-Spencer class as $\mathbf{K} \mathbf{S}_{\mathcal{Z}}^{\text {red }}=\mathbf{K S}_{\mathcal{Z}}{ }^{(p+1)}$.

LEMMA 2.13
With the same notation as above, if $\operatorname{Ord}(Z) \geq p+1$, then there exist a small neighborhood $\mathcal{W}$ of $o \in \mathbb{C}^{N} \times \mathbb{C}$ and a biholomorphism $\Phi$ of the form $\Phi(w, t)=\left(\Psi_{t}(w), t\right)$,
$\Psi_{0}=\mathrm{Id}$, from $\mathcal{W}$ onto its image in $\mathbb{C}^{N} \times \mathbb{C}$ such that the ideal sheaf of $\Phi(\mathcal{Z})$ in $\Phi(\mathcal{W})$ is generated by $F_{1}(w, t), \ldots, F_{d}(w, t)$ satisfying $F_{m}(w, t)=F_{m}(w, 0)+$ $t^{p+1} G_{m}(w, t)$ on $\mathcal{W}$ with $G_{m}(w, t)$ analytic in $\mathcal{W}$.

## Proof

By assumption, there exists an isomorphism of quotients of power series rings

$$
\begin{aligned}
\left.\phi: \mathbb{C}\left\{w^{1}, \ldots, w^{N}, t\right\}\right\} /\left(F_{1}(w, t)\right. & \left., \ldots, F_{d}(w, t), t^{p+1}\right) \\
& \rightarrow \mathbb{C}\left\{\hat{w}^{1}, \ldots, \hat{w}^{N}, t\right\} /\left(f_{1}(\hat{w}), \ldots, f_{d}(\hat{w}), t^{p+1}\right)
\end{aligned}
$$

where $F_{1}(w, t), \ldots, F_{d}(w, t)$ are defining equations of the germ $(Z,(o, 0)) \subset\left(\mathbb{C}^{N} \times\right.$ $\mathbb{C},(o, 0))$. We will change the embedding of $(\mathcal{Z},(o, 0))$ several times during the proof but will continue to use $F_{m}(w, t)$ to denote the defining equations of $(\mathcal{Z},(o, 0))$ in each step.

Assume that $\phi$ is represented by functions $w^{b}=B_{b}\left(\hat{w}^{1}, \ldots, \hat{w}^{N}, t\right)$. Then we have

$$
\begin{equation*}
F_{r}\left(B_{b}(\hat{w}, t), t\right)=\sum_{l=1}^{d} f_{l}(\hat{w}) h_{r, l}(\hat{w}, t)+t^{p+1} u_{r}(\hat{w}, t), \quad r=1, \ldots, d \tag{2.25}
\end{equation*}
$$

where $h_{r, l}$ and $u_{r}$ are holomorphic near $o \in \mathbb{C}^{N} \times \mathbb{C}$. We can assume that $B_{b}\left(\hat{w}_{1}, \ldots\right.$, $\left.\hat{w}^{N}, 0\right)=\hat{w}^{b}$ and $F_{r}\left(B_{b}(\hat{w}, 0), 0\right)=F_{r}(\hat{w}, 0)=: f_{r}(\hat{\omega})$ so that $h_{r, l}(\hat{w}, 0)=\delta_{r l}$. Multiplying (2.25) by the inverse matrix $\left(h_{r, l}\right)^{-1}$ (which exists for $|t|$ sufficiently small) and replacing $F_{r}$, we can assume that $h_{r, l}(\hat{w}, t)=\delta_{r l}$ so that the following identities hold:

$$
\begin{equation*}
F_{r}\left(B_{b}(\hat{w}, t), t\right)=f_{r}(\hat{w})+t^{p+1} u_{r}(\hat{w}, t) \tag{2.26}
\end{equation*}
$$

We will prove by induction that there exist a small open neighborhood $\mathcal{W}$ of $(o, 0) \in$ $\mathbb{C}^{N} \times \mathbb{C}$ and a biholomorphism $\Phi$ of the form $\Phi(w, t)=\left(\Psi_{t}(w), t\right), \Psi_{0}=\mathrm{Id}$, from $\mathcal{W}$ onto its image $\mathbb{C}^{N} \times \mathbb{C}$ such that $\Phi(\mathcal{Z} \cap \mathcal{W})$ is defined by equations $F_{r}(w, t)=0$, where the following hold for any $0 \leq l \leq p$ :

$$
\begin{equation*}
\left.\frac{\partial^{l}\left(F_{r}(w, t)-f_{r}(w)\right)}{\partial t^{l}}\right|_{t=0}=0 \quad \text { and }\left.\quad \frac{\partial^{l}\left(B_{b}(\hat{\omega}, t)-\hat{w}\right)}{\partial t^{l}}\right|_{t=0}=0 \tag{2.27}
\end{equation*}
$$

This clearly implies the statement of the lemma.
The identity (2.27) holds for $l=0$. Assume (2.27) for $l-1$. Taking the derivative for both sides of (2.26) with respect to $t l$ times and evaluating at $t=0$, we get

$$
\begin{equation*}
\sum_{b=1}^{N} \frac{\partial F_{r}(w, 0)}{\partial w^{b}} \frac{\partial^{l} B_{b}(\hat{w}, t)}{\partial t^{l}}+\left.\frac{\partial^{l} F_{r}(w, t)}{\partial t^{l}}\right|_{t=0}=0 \tag{2.28}
\end{equation*}
$$

Note that

$$
\begin{equation*}
v:=\left.\sum_{b=1}^{N} v^{b} \frac{\partial}{\partial w^{b}}\right|_{\mathcal{Z}_{0}}=-\left.\sum_{b=1}^{N} \frac{\partial^{l} B_{b}(\hat{w}, t)}{\partial t^{l}}\right|_{t=0} \frac{\partial}{\partial w^{b}} \in H^{0}\left(\mathcal{Z}_{0}, \Theta_{\mathbb{C}^{N}} \mid \mathcal{Z}_{0}\right) \tag{2.29}
\end{equation*}
$$

is a globally defined vector field on $\mathcal{Z}_{0}$. Let $\sigma(w, s)$ be the one-parameter subgroup generated by a holomorphic extension of $v$. Then $\sigma(w, s)$ exists for $|s|$ sufficiently small on an open neighborhood of $o \in Z_{0} \subset \mathbb{C}^{N} \times\{0\}$. Set

$$
\begin{align*}
\tilde{w} & =\tilde{w}(w, t)=\sigma\left(w, t^{l} / l!\right), \\
\tilde{F}_{r}(\tilde{w}, t) & =F_{r}(w(\tilde{w}, t), t),  \tag{2.30}\\
\tilde{B}(\hat{w}, t) & =\tilde{w}(w(\hat{w}, t), t) .
\end{align*}
$$

In particular, $\left.\frac{\partial^{l} \tilde{w}^{b}(w, t)}{\partial t^{l}}\right|_{t=0}=v^{b}=-\left.\frac{\partial^{l} w^{b}(\tilde{w}, t)}{\partial t^{l}}\right|_{t=0}$ for $b=1, \ldots, N$. Then we get, since $l \geq 1$,

$$
\begin{aligned}
\frac{\partial^{l}}{\partial t^{l}} & \left.\left(\tilde{F}_{r}(\tilde{w}, t)-F_{r}(\tilde{w}, 0)\right)\right|_{t=0} \\
& =\left.\frac{\partial^{l}}{\partial t^{l}} F_{r}(w(\tilde{w}, t), t)\right|_{t=0} \\
& =\sum_{b=1}^{N} \frac{\partial F_{r}(w, 0)}{\partial w^{b}} \frac{\partial^{l} w^{b}(\tilde{w}, t)}{\partial t^{l}}+\left.\frac{\partial^{l} F_{r}(w, t)}{\partial t^{l}}\right|_{t=0} \\
& =\sum_{b=1}^{N} \frac{\partial F_{r}(w, 0)}{\partial w^{b}} \frac{\partial^{l} B_{b}(\hat{w}, t)}{\partial t^{l}}+\left.\frac{\partial^{l} F_{r}(w, t)}{\partial t^{l}}\right|_{t=0}=0 \quad(\text { by }(2.28)) .
\end{aligned}
$$

Moreover, we have the vanishing

$$
\begin{aligned}
\left.\frac{\partial^{l}}{\partial t^{l}} \tilde{B}_{b}(\hat{w}, t)\right|_{t=0}-\hat{w} & =\left.\frac{\partial^{l}}{\partial t^{l}} \tilde{w}^{b}(B(\hat{w}, t), t)\right|_{t=0} \\
& =\sum_{c=1}^{N} \frac{\partial \tilde{w}^{b}(w, 0)}{\partial w^{c}} \frac{\partial^{l}}{\partial t^{l}} B_{c}(\hat{w}, t)+\left.\frac{\partial^{l}}{\partial t^{l}} \tilde{w}^{b}(w, t)\right|_{t=0} \\
& =\left.\frac{\partial^{l} B_{b}(\hat{w}, t)}{\partial t^{l}}\right|_{t=0}-\left.\frac{\partial^{l} B_{b}(\hat{w}, t)}{\partial t^{l}}\right|_{t=0}=0 .
\end{aligned}
$$

So the induction argument completes.
If $\operatorname{Ord}(\mathbb{Z}) \geq p+1$, then by Lemma 2.13, after changing the embedding of $\mathbb{Z}$, there exists a small open neighborhood $\mathcal{W}$ of $(o, 0) \in \mathbb{C}^{N} \times \mathbb{C}$ such that $\ell_{Z}(\mathcal{W})$ is
generated by $\left\{F_{i}(w, t)=F_{i}(w, 0)+t^{p+1} G_{i}(w, t)\right\}$. In particular $\mathscr{Z}_{Z_{0}}\left(\mathcal{W} \cap \mathcal{Z}_{0}\right)$ is generated by $\left\{f_{1}, \ldots, f_{d}\right\}$ where $f_{i}(w):=F_{i}(w, 0)$ for $i=1, \ldots, d$. Set $g_{i}(w)=$ $G_{i}(w, 0)$. The flatness condition of $\mathcal{Z} \rightarrow \mathbb{B}$ implies that $\left\{g_{i}\right\}$ (and hence $\left\{G_{i}\right\}$ ) determines a well-defined morphism (see [15, Proposition II.1.25] and [4, Section 6])

$$
\begin{equation*}
\bar{g}: \ell_{Z} \rightarrow \mathcal{O}_{\mathbb{C}^{N}} / \mathscr{l}_{Z}, \quad \sum_{r=1}^{d} f_{r} h_{r} \mapsto \sum_{r=1}^{d} g_{r} h_{r} \tag{2.31}
\end{equation*}
$$

We have $\bar{g} \in \operatorname{Hom}_{\mathcal{O}_{\mathbb{C}^{N}}}\left(\ell_{Z}, \mathcal{O}_{\mathbb{C}^{N}} / \ell_{Z}\right)=\operatorname{Hom}_{\mathcal{O}_{Z}}\left(\ell_{Z} / \ell_{Z}^{2}, \mathcal{O}_{Z}\right)=H^{0}\left(Z, N_{Z}\right)$. So if $\operatorname{Ord}(\mathbb{Z}) \geq p+1$, then there is a well-defined class

$$
\begin{equation*}
-\psi_{Z}(\bar{g}) \in \mathbf{T}_{Z}^{1} \tag{2.32}
\end{equation*}
$$

where $\psi_{Z}: H^{0}\left(Z, N_{Z}\right) \rightarrow \mathbf{T}_{Z}^{1}$ was defined by Schlessinger (see (A.5)). This class is exactly the Kodaira-Spencer class $\mathbf{K S}_{\mathcal{Z}}^{(p+1)}$ of Definition 2.12. Notice that here we are working in the analytic category as in [31] and [15].

From now on assume that $Z$ has a normal isolated singularity at $o$, and denote $U=Z \backslash\{o\}$. Schlessinger showed in [31] that the (infinitesimal) embeddable deformations can be determined by deformations of $U$ and that $\mathbf{T}_{Z}^{1}$ is a subspace of $H^{0}\left(U, \Theta_{U}\right)$ (see Proposition A. 10 and (A.7)). More precisely, there are two exact sequences:

$$
\begin{align*}
H^{0}\left(U,\left.\Theta_{\mathbb{C}^{N}}\right|_{U}\right) & \rightarrow H^{0}\left(U, N_{U}\right) \xrightarrow{\psi_{U}} \mathbf{T}_{Z}^{1} \rightarrow 0,  \tag{2.33}\\
0 & \rightarrow \mathbf{T}_{Z}^{1} \xrightarrow{\tau_{U}} H^{1}\left(U, \Theta_{U}\right) \rightarrow H^{1}\left(U,\left.\Theta_{\mathbb{C}^{N}}\right|_{U}\right) .
\end{align*}
$$

Fix an embedding $o \in Z \hookrightarrow \mathbb{C}^{N}$, and let $\left\{w_{i}\right\}_{i=1}^{N}$ be the standard coordinates of $\mathbb{C}^{N}$ with $w_{i}(o)=0$. Choose a smooth, strictly plurisubharmonic function $\varphi$ on $\mathbb{C}^{N}$ such that the following conditions are satisfied:
(1) $\left.\quad \varphi\right|_{U}>0$ is a strict plurisubharmonic function on $U=Z \backslash o$;
(2) for any $\epsilon>0$ and $c>0$, the subset $\{p \in U ; \epsilon<\varphi(p)<c\}$ is relatively compact in $U$;
for $c>0$, the subset $K_{c}:=\{p \in U ; \varphi(p) \leq c\}$ satisfies that $\partial K$ is compact and strongly pseudoconvex.
Now assume that $(Z, o)$ is the germ of the vertex of an affine cone $Z=C(D, L)$ and that $Z$ is a $\mathbb{C}^{*}$-equivariant deformation of $Z$. We can then assume that the embedding of $Z$ into $\mathbb{C}^{N} \times \mathbb{C}$ is $\mathbb{C}^{*}$-equivariant and that the morphisms in the sequences (2.33) are $\mathbb{C}^{*}$-equivariant. Moreover, we can choose $\varphi$ to be an $S^{1}$-invariant function so that the compact set $K_{c}$ becomes $S^{1}$-invariant. Fix $0<c_{1} \ll c_{2}<+\infty$.

LEMMA 2.14
With the same notation as in the above paragraph, set $\mathscr{F}=\Theta_{U}$ or $N_{U}$. Then for $i \geq 1$, the natural morphism $R: H^{i}\left(Z \backslash K_{c_{1}}, \mathcal{F}\right) \rightarrow H^{i}\left(\left(Z \backslash K_{c_{1}}\right) \cap \stackrel{\circ}{K}_{c_{2}}, \mathcal{F}\right)$ induced by the inclusion is an isomorphism.

## Proof

Since we are working with Čech cohomology, we first construct coverings by $S^{1}$ invariant Stein open sets in the following way. Let $\pi: Z \backslash\{o\} \rightarrow D$ be the natural projection realizing $Z \backslash\{o\}$ as a $\mathbb{C}^{*}$-bundle over $D$. Choose a Stein covering $\left\{U_{\alpha}^{D}\right\}$ of $D$, and set $U_{\alpha}=\pi^{-1}\left(U_{\alpha}^{D}\right) \cap\left(Z \backslash K_{c_{1}}\right)$. Similarly, we get an $S^{1}$-invariant Stein covering $\left\{U_{\alpha}^{\prime}\right\}$ of $\left(Z \backslash K_{c_{1}}\right) \cap{\stackrel{\circ}{K_{c_{2}}}}$.

We first argue that $R$ is injective. Represent the cohomology classes by Čech cocycles with respect to the above $S^{1}$-invariant Stein coverings. If $[\xi]=\left[\left\{\xi_{\alpha_{1} \ldots \alpha_{i}}\right\}\right] \in$ $H^{i}\left(Z \backslash K_{c_{1}}, \mathcal{F}\right)$ satisfies $R([\xi])=0 \in H^{i}\left(\left(Z \backslash K_{c_{1}}\right) \cap \stackrel{\circ}{K}_{c_{2}}, \Theta_{Z}\right)$, then $\xi=\delta(\eta)$ is a coboundary where $\eta=\left\{\eta_{\alpha_{1} \alpha_{2} \cdots \alpha_{i-1}}\right\}$ is a cochain (over $\left(Z \backslash K_{c_{1}}\right) \cap \stackrel{\circ}{K}_{c_{2}}$ ).

By using the result in [20, Proposition 3.4], we can decompose each component of $\eta$ into weight pieces. More precisely, we can write $\eta=\sum_{k} \eta_{k}$, where $\eta_{k}=$ $\left\{\left(\eta_{k}\right)_{\alpha_{1} \cdots \alpha_{i-1}}\right\}$ has weight $k$ under the $S^{1}$-action. Note that $\mathcal{F}$ is associated to a $\mathbb{C}^{*}$ equivariant vector bundle over $\pi^{-1}\left(U_{\alpha}^{D}\right)$. So each $\left(\eta_{k}\right)_{\alpha_{1} \cdots \alpha_{i-1}}$ is represented by holomorphic functions over $U_{\alpha_{1}}^{\prime} \cap \cdots \cap U_{\alpha_{i-1}}^{\prime}$ with respect to a $\mathbb{C}^{*}$-equivariant trivialization of $\mathcal{F}$. Since homogeneous holomorphic functions on an annulus in $\mathbb{C}$ uniquely extend to holomorphic functions on $\mathbb{C}^{*}$, it is easy to see that $\eta$ extends uniquely to a holomorphic cochain of $\mathcal{F}$ with respect to the covering $\left\{U_{\alpha}\right\}$ such that $\xi=\delta(\eta)$ also holds on $Z \backslash K_{c_{1}}$. So $\xi$ is also a coboundary over $Z \backslash K_{c_{1}}$ and hence represents zero in $H^{i}\left(Z \backslash K_{c_{1}}, \mathcal{F}\right)$.

By using exactly the same argument, which again depends on the weight decomposition (using [20, Proposition 3.4]) and the holomorphicity of cochains, we also prove that each cocycle over $\left(Z \backslash K_{c_{1}}\right) \cap \stackrel{\circ}{K}_{c_{2}}$ extends to a cocycle over $Z \backslash K_{c_{1}}$. So the surjectivity of the morphism $R$ is also true.

With the same notation as in the above discussion, set $Y:=\left(Z \backslash K_{c_{1}}\right) \cap \stackrel{\circ}{K}_{c_{2}}$ and $Y^{\prime}:=Z \backslash K_{c_{1}}$. By [2, Théorème 15], for any locally free sheaf $\mathscr{F}$ (whose depth is always $n$ ), the natural restriction morphism $H^{0}(U, \mathcal{F}) \rightarrow H^{0}\left(Y^{\prime},\left.\mathscr{F}\right|_{Y^{\prime}}\right)$ is an isomorphism and $H^{1}(U, \mathscr{F}) \rightarrow H^{1}\left(Y^{\prime},\left.\mathscr{F}\right|_{Y^{\prime}}\right)$ is injective (since $n \geq 2$ ). Combining this with the above lemma, we get that the restriction morphism $\mu_{0}: H^{0}\left(U,\left.\mathcal{F}\right|_{Y}\right) \rightarrow$ $H^{0}\left(Y,\left.\mathcal{F}\right|_{Y}\right)$ is an isomorphism and $\mu_{1}: H^{1}(U, \mathcal{F}) \rightarrow H^{1}\left(Y,\left.\mathcal{F}\right|_{Y}\right)$ is injective.

Now we have the following commutative diagram:


Note that $\psi_{U}$ and $\tau_{U}$ are defined via Schlessinger's result in Proposition A. 10 and that $\delta_{U}$ and $\delta_{Y}$ are connecting morphisms as in (2.3) (see also (A.9)).

## PROPOSITION 2.15

With the above notation, let $y \rightarrow \mathbb{B}$ be the holomorphic family of complex manifolds that is induced by $Z \rightarrow \mathbb{B}$. The following conditions are equivalent:
(1) $\operatorname{Ord}(\mathcal{Z}) \geq p+1$ and hence there is a well-defined $\mathbf{K S}_{\mathcal{Z}}^{(p+1)} \in \mathbf{T}_{Z}^{1}$.
(2) There is a p-trivial embedding of $\mathscr{Y}$ and hence there is a well-defined $\mathfrak{v}_{p+1} \in$ $H^{0}\left(Y, N_{Y}\right)$.
(3) There is a p-trivial atlas covering $y_{0}$ and hence there is a well-defined $\theta_{p+1} \in$ $H^{1}\left(Y, \Theta_{Y}\right)$.
If one of the above conditions holds true, then we have the following identities:

$$
\begin{align*}
\delta_{Y}\left(\mathfrak{v}_{p+1}\right) & =\theta_{p+1}=\mu_{1} \circ \tau_{U}\left(\mathbf{K S}_{\mathcal{Z}}^{(p+1)}\right) \quad \text { and } \\
\mathbf{K S}_{\mathcal{Z}}^{(p+1)} & =\psi_{U} \circ \mu_{0}^{-1}\left(\mathfrak{v}_{p+1}\right) \tag{2.35}
\end{align*}
$$

## Proof

Notice that the equivalence of (2) and (3) was already proved in Lemma 2.7. So we only need to prove the equivalence of (1) and (2).

Assume that $\operatorname{Ord}(\mathcal{Z}) \geq p+1$. Then by Lemma 2.13, after changing the embedding of $\mathcal{Z}$, we can choose an open neighborhood $\mathcal{W}$ of $(o, 0) \in \mathbb{C}^{N} \times \mathbb{C}$ such that $d_{\mathcal{Z}}(\mathcal{W})$ is generated by $\left\{F_{1}(w, t)=F_{1}(w, 0)+t^{p+1} G_{1}(w, t), \ldots, F_{d}(w, t)=\right.$ $\left.F_{d}(w, 0)+t^{p+1} G_{d}(w, t)\right\}$. By Lemma 2.10, condition (2) holds, that is, we get a $p$-trivial embedding and a $p$-adapted atlas.

Now we verify the identities in (2.35) by using this $p$-adapted atlas. Set $f_{r}(w)=$ $F_{r}(w, 0)$ and $g_{r}(w)=G_{r}(w, 0)$. Taking $(p+1)$ th derivatives with respect to $t$ on both sides of the equation

$$
\left(f_{r}+t^{p+1} G_{r}\right)\left(w^{b}\left(z_{\alpha}, t\right)\right)=0,
$$

we get

$$
\left.\sum_{b=1}^{N} \frac{\partial f_{r}}{\partial w^{b}} \frac{1}{(p+1)!} \frac{\partial^{p+1} w^{b}}{\partial t^{p+1}}\right|_{t=0}+g_{r}=0
$$

Comparing with the definition of $\mathfrak{v}_{p+1}$ in (2.13) and the definition of $\bar{g}$ in (2.31), this says that $-\left.\bar{g}\right|_{Y}=\mathfrak{v}_{p+1} \in H^{0}\left(Y, N_{Y}\right)$. It is clear that $\mathfrak{v}_{p+1}=-\mu_{0}\left(\left.\bar{g}\right|_{U}\right)$ so that $-\left.\bar{g}\right|_{U}=\mu_{0}^{-1}\left(\mathfrak{v}_{p+1}\right)$ since $\mu_{0}$ is an isomorphism. On the other hand, we have $-\psi_{U}\left(\left.\bar{g}\right|_{U}\right)=\mathbf{K S}_{\mathcal{Z}}^{(p+1)}$. So we get

$$
\psi_{U} \circ \mu_{0}^{-1}\left(\mathfrak{v}_{p+1}\right)=\mathbf{K} \mathbf{S}_{\mathcal{Z}}^{(p+1)}
$$

The identity $\delta_{Y}\left(\mathfrak{v}_{p+1}\right)=\theta_{p+1}$ was proved in Lemma 2.8. The other identity is a consequence now:

$$
\begin{aligned}
\mu_{1} \circ \tau_{U}\left(\mathbf{K S}_{Z}^{(p+1)}\right) & =\mu_{1} \circ \tau_{U} \circ \psi_{U} \circ \mu_{0}^{-1}\left(\mathfrak{v}_{p+1}\right) \\
& =\mu_{1} \circ \delta_{U} \circ \mu_{0}^{-1}\left(\mathfrak{v}_{p+1}\right)=\delta_{Y}\left(\mathfrak{v}_{p+1}\right)=\theta_{p+1}
\end{aligned}
$$

We are left to prove that (2) implies (1). Now assume that (2) holds but, on the contrary, $\operatorname{Ord}(\mathbb{Z} / \mathbb{B})=l+1$ with $l<p$. Then by using the defining functions $\left\{F_{r}(w, 0)+t^{l+1} G_{r}(w, t)\right\}$ from Lemma 2.13, we have $\psi_{U}(\bar{g})=-\mathbf{K} \mathbf{S}_{\mathcal{Z}}^{(l+1)} \neq 0 \in$ $\mathbf{T}_{Z}^{1}$. So $\delta_{U}(\bar{g})=\tau_{U} \circ \psi_{U}(\bar{g}) \neq 0 \in H^{1}\left(U, \Theta_{U}\right)$ since $\tau_{U}$ is injective. By the discussion before Proposition 2.15, $\mu_{1}$ is injective. So $\mu_{1} \circ \delta_{U}(\bar{g}) \neq 0$. Hence

$$
\theta_{l+1}=\delta_{Y}\left(\mathfrak{v}_{l+1}\right)=-\mu_{1} \circ \delta_{U}(\bar{g}) \neq 0 .
$$

On the other hand, we assumed that there is a $p$-trivial embedding $\tilde{\iota} y$ with $p>l$. So by choosing a $p$-adapted atlas, the corresponding class $\tilde{\mathfrak{v}}_{l+1}:=\mathfrak{v}_{l+1}(\tilde{l} y)=0$. So $\delta_{Y}\left(\tilde{\mathfrak{b}}_{l+1}\right)=0$. By Lemma 2.8(1) and Lemma 2.5(2), $\delta_{Y}\left(\mathfrak{v}_{l+1}\right)=\delta_{Y}\left(\tilde{\mathfrak{v}}_{l+1}\right) \in$ $H^{1}\left(Y, \Theta_{Y}\right)$. So we get a contradiction.

## 3. Embeddings of submanifolds and deformations

In Section 3.1, we will construct the "most holomorphic" diffeomorphism between a neighborhood of a complex submanifold to a neighborhood of the zero section of its normal bundle. In particular, this allows us to get Proposition 1.2. We do this by first using the "deformation to normal cone" to construct a "holomorphic family of neighborhoods" as the deformation of a neighborhood of the zero section of the normal bundle. We also construct a $(k-2)$-trivial (resp., $(k-1)$-trivial) atlas on this family under the assumption that the embedding is $(k-1)$-linearizable (resp., ( $k-1$ )-comfortable). Then we use a method similar to that used in Section 2.1 to get the wanted diffeomorphism. Our main goal in this section is a technical Proposition 3.3 which relates the reduced Kodaira-Spencer class of the "holomorphic family of neighborhoods" to the obstructions to splitting embedding and comfortable embedding.

### 3.1. Construction of comparison diffeomorphism and $(k-1)$-trivial atlas

As mentioned above, the construction of diffeomorphism $F$ in Propositions 1.2 and 1.3 uses a construction in algebraic geometry called deformation to the normal cone (see [13, Chapter 5]). This is a way to degenerate a neighborhood of $S \hookrightarrow X$ to a neighborhood of $S \hookrightarrow N_{S}$. The construction is simply to blow up the submanifold $S \times\{0\} \subset X \times \mathbb{C}$ which gives a total family $\tilde{X}=\mathrm{Bl}_{S \times\{0\}}(X \times \mathbb{C})$ with the projection $\pi: \tilde{X} \rightarrow \mathbb{C}$. The central fiber $\tilde{X}_{0}=\mathrm{Bl}_{S} X \cup E$ is the union of two components. The exceptional divisor $E=\mathbb{P}\left(N_{S} \oplus \mathbb{C}\right)$ is the projective compactification of the normal bundle $N_{S}$ of $S \subset X$. In this way, we can view $S \hookrightarrow X$ as an analytic deformation of $S_{0} \hookrightarrow N_{S}$. More precisely, we will construct an analytic family $\mathcal{W}$ as an open neighborhood of $\delta \cong S \times \mathbb{C} \hookrightarrow \tilde{X}$. In other words, $\mathcal{W}$ is considered as a deformation of a neighborhood of $S \rightarrow X$.

The main result of this subsection is the following proposition, which contains the statement of Proposition 1.2. For the construction in its proof, we refer to Section A. 1 in the Appendix for preliminary results from [1] that will enable us to read out the precise order of holomorphicity of the diffeomorphism constructed.

PROPOSITION 3.1
Assume that $S$ is a smooth submanifold of $X$. If $S \hookrightarrow X$ is $(k-1)$-linearizable, then the following statements are true.
(1) There is a holomorphic family of complex manifolds $\mathcal{W}$ such that $\mathcal{W}_{0}$ is a neighborhood of $S_{0} \hookrightarrow N_{S}$ and $W_{1}=: W$ is a small neighborhood of $S \subset X$, and there is a $(k-2)$-trivial atlas covering $\mathcal{W}_{0}$.
(2) There is a diffeomorphism $F: \mathcal{W}_{0} \rightarrow F\left(\mathcal{W}_{0}\right) \subset W$ where $W=\mathcal{W}_{1}$ such that for any $j \geq 0$, there exists a constant $C_{j}$ such that $F$ satisfies

$$
\begin{equation*}
\left\|\nabla_{\tilde{g}_{0}}^{j}\left(F^{*} J-J_{0}\right)\right\|_{\tilde{g}_{0}} \leq C_{j} \tilde{r}^{k-j} \quad \text { on } W_{0} \tag{3.1}
\end{equation*}
$$

If $S \hookrightarrow X$ is furthermore ( $k-1$ )-comfortable, then the above properties can be improved as follows.
(3) There is a $(k-1)$-trivial atlas covering $\mathcal{W}_{0}$.
(4) There is a local decomposition of $\Phi:=F^{*} J-J_{0}$ into four types of components (see (3.9))

$$
\Phi=\Phi_{v}^{h}+\Phi_{h}^{v}+\Phi_{v}^{v}+\Phi_{h}^{h}
$$

such that, for any $j \geq 0$, the following estimates hold over $W_{0}$ for a uniform constant $C_{j}$ :

$$
\begin{align*}
& \left\|\nabla_{\tilde{g}_{0}}^{j} \Phi_{h}^{v}\right\|_{\tilde{\omega}_{0}} \leq C_{j} \tilde{r}^{k+1-j}, \quad\left\|\nabla_{\tilde{g}_{0}}^{j} \Phi_{v}^{v}\right\|_{\tilde{\omega}_{0}} \leq C_{j} \tilde{r}^{k+1-j}, \\
& \left\|\nabla_{\tilde{g}_{0}}^{j} \Phi_{h}^{h}\right\|_{\tilde{\omega}_{0}} \leq C_{j} \tilde{r}^{k-j}, \quad\left\|\nabla_{\tilde{g}_{0}}^{j} \Phi_{v}^{h}\right\|_{\tilde{\omega}_{0}} \leq C_{j} \tilde{r}^{k-j} \tag{3.2}
\end{align*}
$$

The improved estimates (3.2) will be used to prove Proposition 1.3 in Section 5.

## Proof

Assume that the embedding $S \hookrightarrow X$ is $(k-1)$-linearizable. By Theorem A. 9 in Section A.1, we can find coordinate charts $\left\{V_{\alpha},\left(z_{\alpha}\right)\right\}$ of $X$ near the submanifold $S$ such that $S \cap V_{\alpha}=\left\{z_{\alpha}^{1}=\cdots=z_{\alpha}^{m}=0\right\}$ and the transition functions on $V_{\alpha} \cap V_{\beta}$ are given by

$$
\begin{cases}z_{\beta}^{r}=\sum_{s=1}^{m}\left(a_{\beta \alpha}\right)_{s}^{r}\left(z_{\alpha}^{\prime \prime}\right) z_{\alpha}^{s}+R_{k}^{r} & \text { for } r=1, \ldots, m,  \tag{3.3}\\ z_{\beta}^{p}=\phi_{\beta \alpha}^{p}\left(z_{\alpha}^{\prime \prime}\right)+R_{k}^{p} & \text { for } p=m+1, \ldots, n\end{cases}
$$

where we have denoted by $z^{\prime \prime}=\left(z_{\alpha}^{m+1}, \ldots, z_{\alpha}^{n}\right)$ the tangent variables, which can also serve as coordinates on $S$. Here $R_{k}^{r}, R_{k}^{p} \in d_{S}^{k}$. We also consider coordinate charts $\left\{V_{\alpha} \times \mathbb{C},\left(z_{\alpha}, t\right)\right\}$ on $X \times \mathbb{C}$ so that $S \times\{0\}=\left\{z_{\alpha}^{1}=\cdots=z_{\alpha}^{m}=t=0\right\}$.

Consider the blowup $\pi: \tilde{X}:=\mathrm{Bl}_{S \times\{0\}}(X \times \mathbb{C}) \rightarrow X \times \mathbb{C}$ with the exceptional divisor $E=\mathbb{P}\left(N_{S} \oplus \mathbb{C}\right)$. Here $E$ is the projective compactification of the normal bundle $N_{S} \rightarrow S$ and $S_{0}$ sits inside $N_{S} \subset E \subset \tilde{X}_{0} \subset \tilde{X}$ as the zero section of $N_{S} \rightarrow S$. The subset $\pi^{-1}\left(V_{\alpha} \times \mathbb{C}\right) \subset \tilde{X}$ is defined as the following subvariety of $V_{\alpha} \times \mathbb{C} \times \mathbb{P}^{m}$ :

$$
\begin{aligned}
& \left\{\left(z_{\alpha}^{r}, z_{\alpha}^{p}, t,\left[Z_{\alpha}^{r}, T\right]\right) ;\left(z_{\alpha}^{r}, z_{\alpha}^{p}\right) \in V_{\alpha}, t \in \mathbb{C}, z_{\alpha}^{r} Z_{\alpha}^{s}-z_{\alpha}^{s} Z_{\alpha}^{r}=0\right. \\
& \left.\quad z_{\alpha}^{r} \cdot T-t \cdot Z_{\alpha}^{r}=0 ; \text { for } r, s=1, \ldots, m ; p=m+1, \ldots, n\right\}
\end{aligned}
$$

where $\left[Z_{\alpha}^{r}, T\right]$ are homogenous coordinates on $\mathbb{P}^{m}$. Near $S_{0}$, the coordinate $T \neq 0$, and so we can define new coordinate charts $\left\{w_{\alpha}, t\right\}$ such that the map $\pi$ is given by

$$
z_{\alpha}^{1}=t w_{\alpha}^{1}, \ldots, z_{\alpha}^{m}=t w_{\alpha}^{m} ; \quad z_{\alpha}^{m+1}=w_{\alpha}^{m+1}, \ldots, z_{\alpha}^{n}=w_{\alpha}^{n} ; \quad t=t .
$$

Without loss of generality, we can assume that $V_{\alpha}=\left\{z_{\alpha} ;\left|z_{\alpha}\right|<\epsilon\right\}$ for sufficiently small $\epsilon>0$. Then if we denote the polydisk on the total space

$$
\mathcal{U}_{\alpha}=\left\{\left(t, w_{\alpha}\right) ;|t|<2,\left|w_{\alpha}\right|<\epsilon\right\},
$$

then $\pi\left(U_{\alpha}\right) \subset V_{\alpha} \times \mathbb{C}$, and when $t \neq 0$ satisfies $|t|<2$,

$$
\pi\left(U_{\alpha}\right) \cap X_{t} \cong\left\{z_{\alpha} ;\left|z_{\alpha}^{r}\right|<2 \epsilon t,\left|z_{\alpha}^{p}\right|<\epsilon ; \text { for } r=1, \ldots, m ; p=m+1, \ldots, n\right\} .
$$

Denote by $\delta$ the strict transform of $S \times \mathbb{C}$ on $\tilde{X}$. Let $\pi_{1}$ be the composition $\tilde{X} \rightarrow X \times$ $\mathbb{C} \rightarrow \mathbb{C}$. For any $a>0 \in \mathbb{R}$, denote $\delta_{|t|<a}=\pi^{-1}(\{t ;|t|<a\})$. Then the collection of open sets $\left\{U_{\alpha}\right\}$ is a covering of $\delta_{|t|<1}$ inside the total space $\tilde{X}$, and on $U_{\alpha}$ the ideal sheaf $\ell_{\delta}$ is generated by $w_{\alpha}^{1}, \ldots, w_{\alpha}^{m}$. Denote $\mathcal{U}=\bigcup_{\alpha} U_{\alpha}$. We can find a small neighborhood $\mathcal{W}$ of $s_{|t|<1} \subset \tilde{X}$ such that $\mathcal{W} \subset \subset \mathcal{U}$. Denote $w_{\alpha}^{\prime}=\left(w_{\alpha}^{1}, \ldots, w_{\alpha}^{m}\right)$, $w_{\alpha}^{\prime \prime}=\left(w_{\alpha}^{m+1}, \ldots, w_{\alpha}^{n}\right)$, and define

$$
\begin{aligned}
& \tilde{R}_{k}^{r}\left(t ; w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)=t^{-k} R_{k}^{r}\left(t w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right) \\
& \tilde{R}_{k}^{p}\left(t ; w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)=t^{-k} R_{k}^{p}\left(t w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)
\end{aligned}
$$

Then $\tilde{R}_{k}^{r} \in \mathcal{l}_{\delta}^{k}, \tilde{R}_{k}^{p} \in \mathcal{d}_{\delta}^{k}$. Note that $\left\{U_{\alpha} \cap \mathcal{W}_{t}, w_{\alpha}\right\}_{\alpha}$ form an atlas covering $\mathcal{W}_{t}:=$ $\pi^{-1}\left(X_{t}\right) \cap \mathscr{W}$ for $|t|<1$. The transition function on $\left(U_{\alpha} \cap \mathcal{W}_{t}\right) \cap\left(U_{\beta} \cap \mathcal{W}_{t}\right)$ is given by

$$
\begin{cases}w_{\beta}^{r}=\sum_{s=1}^{m}\left(a_{\beta \alpha}\right)_{s}^{r}\left(w_{\alpha}^{\prime \prime}\right) w_{\alpha}^{s}+t^{k-1} \tilde{R}_{k}^{r} & \text { for } r=1, \ldots, m  \tag{3.4}\\ w_{\beta}^{p}=\phi_{\beta \alpha}^{p}\left(w_{\alpha}^{\prime \prime}\right)+t^{k} \tilde{R}_{k}^{p} & \text { for } p=m+1, \ldots, n\end{cases}
$$

So we get a $(k-2)$-trivial atlas covering $\mathcal{W}_{0}$ in the sense of Definition 2.4. Next we can construct the diffeomorphism that we want. Choose a partition of unity $\left\{\rho_{\alpha}, \tilde{\rho}\right\}$ subordinate to the covering $\left\{\mathcal{U}_{\alpha}, \tilde{\mathcal{X}} \backslash \overline{\mathcal{W}}\right\}$. In particular, $\operatorname{Supp}\left(\rho_{\alpha}\right) \subset \mathcal{U}_{\alpha}, \operatorname{Supp}(\tilde{\rho}) \cap$ $\mathcal{W}=\emptyset$. As in Section 2, define the differentiable vector field in the small neighbor$\operatorname{hood} \mathcal{W}$ of $g_{|t|<1} \subset \tilde{X}$ :

$$
\begin{aligned}
\mathbb{V} & =\sum_{\alpha} \rho_{\alpha}\left(\frac{\partial}{\partial t}\right)_{\alpha} \\
& =\sum_{i=1}^{n}\left(\sum_{\alpha} \rho_{\alpha} \frac{\partial f_{\beta \alpha}^{i}\left(w_{\alpha}, t\right)}{\partial t}\right) \frac{\partial}{\partial w_{\beta}^{i}}+\left(\frac{\partial}{\partial t}\right)_{\beta} \\
& =\sum_{r=1}^{m} \sum_{\alpha} \rho_{\alpha} \partial_{t}\left(t^{k-1} \tilde{R}_{k}^{r}\right) \frac{\partial}{\partial w_{\beta}^{r}}+\sum_{p=m+1}^{n} \sum_{\alpha} \rho_{\alpha} \partial_{t}\left(t^{k} \tilde{R}_{k}^{p}\right) \frac{\partial}{\partial w_{\beta}^{p}}+\left(\frac{\partial}{\partial t}\right)_{\beta} .
\end{aligned}
$$

Let $\{\sigma(s) ; s \in(-\epsilon, \epsilon)\}$ be the one-parameter subgroup generated by $\operatorname{Re}(\mathbb{V})$, which exists when $\epsilon$ is sufficiently small. Then we get a map $\sigma(s): \mathcal{W} \cap \tilde{X}_{0} \rightarrow$ $\mathcal{U} \cap \tilde{X}_{s}$ which gives a diffeomorphism to its image.

Note that the vector field $\mathbb{V}$ is tangent to $\delta$ so that $\sigma(s)$ preserves $\delta$. Denote by $\mathcal{I}$ the complex structure on the total space $\tilde{X}$ of the blowup. Denote

$$
\Phi(s)=\sigma(s)^{*} \mathcal{H}-\mathcal{Z}
$$

Then we can calculate

$$
\begin{aligned}
\dot{\Phi}(s)= & \frac{d}{d s}\left(\sigma(s)^{*} \mathcal{H}\right)=\mathscr{L}_{\operatorname{Re}(\mathbb{V})} \mathscr{J}=\bar{\partial} \mathbb{V}+\overline{\bar{\partial} \mathbb{V}} \\
= & \sum_{r=1}^{m} \sum_{\alpha}\left[\partial_{t}\left(t^{k-1} \tilde{R}_{k}^{r}\right)\right]\left(\bar{\partial} \rho_{\alpha}\right) \otimes \frac{\partial}{\partial w_{\beta}^{r}} \\
& +\left.\sum_{p=m+1}^{n} \sum_{\alpha}\left[\partial_{t}\left(t^{k} \tilde{R}_{k}^{p}\right)\right]\left(\bar{\partial} \rho_{\alpha}\right) \otimes \frac{\partial}{\partial w_{\beta}^{p}}\right|_{t=s} \\
& + \text { complex conjugates. }
\end{aligned}
$$

Assume that $\tilde{\omega}_{0}$ is a smooth Kähler metric on the open set $\mathcal{W}$. Because both $\tilde{R}_{k}^{r}, \tilde{R}_{k}^{p} \in$ $d^{k}$, we get

$$
|\dot{\Phi}|_{\tilde{\omega}_{0}} \leq C s^{\max \{0, k-2\}}\left|w^{\prime}\right|^{k}
$$

So we can integrate to get

$$
\begin{equation*}
|\Phi(s)|_{\tilde{\omega}_{0}}=\left|\sigma(s)^{*} \mathcal{J}-\mathcal{J}\right|_{\tilde{\omega}_{0}}=\left|\int_{0}^{s} \sigma(s)^{*}\left(\mathscr{L}_{\mathbb{V}} \mathcal{J}\right) d s\right|_{\tilde{\omega}_{0}} \leq C s^{k-1}\left|w^{\prime}\right|^{k} \tag{3.5}
\end{equation*}
$$

If $\tilde{r}$ is the distance function to $S_{0}$ with respect to $\tilde{g}_{0}$, then $\tilde{r}$ is comparable to the norm $\left|w^{\prime}\right|$. So the above estimate proves the inequality (1.1) for $j=0$. The higherorder estimates of $\Phi$ can be proved in the same way by taking the higher-order Lie derivative of $\mathbb{V}$.

Next we show that if $S \hookrightarrow X$ is $(k-1)$-comfortable, the estimates of some components of $\Phi$ can be improved. In this case, by Theorem A.8, we can choose the coordinate charts such that the following holds:

$$
\begin{cases}z_{\beta}^{r}=\sum_{s=1}^{m}\left(a_{\beta \alpha}\right)_{s}^{r}\left(z_{\alpha}^{\prime \prime}\right) z_{\alpha}^{s}+R_{k+1}^{r} & \text { for } r=1, \ldots, m  \tag{3.6}\\ z_{\beta}^{p}=\phi_{\beta \alpha}^{p}\left(z_{\alpha}^{\prime \prime}\right)+R_{k}^{p} & \text { for } p=m+1, \ldots, n\end{cases}
$$

where $R_{k+1}^{r} \in l_{S}^{k+1}, R_{k}^{p} \in l_{S}^{k}$. Similarly as before, denote $\tilde{R}_{k+1}^{r}\left(t ; w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)=$ $t^{-(k+1)} R_{k+1}^{r}\left(t w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)$ and $\tilde{R}_{k}^{p}\left(t ; w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)=t^{-k} R_{k}^{p}\left(t w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)$. Then $\tilde{R}_{k+1}^{r} \in d_{\beta}^{k+1}$ and $\tilde{R}_{k}^{p} \in \mathcal{l}_{8}^{k}$. On the total space of the deformation to the normal cone, we have

$$
\begin{cases}w_{\beta}^{r}=\sum_{s=1}^{m}\left(a_{\beta \alpha}\right)_{s}^{r}\left(w_{\alpha}^{\prime \prime}\right) w_{\alpha}^{s}+t^{k} \tilde{R}_{k+1}^{r} & \text { for } r=1, \ldots, m  \tag{3.7}\\ w_{\beta}^{p}=\phi_{\beta \alpha}^{p}\left(w_{\alpha}^{\prime \prime}\right)+t^{k} \tilde{R}_{k}^{p} & \text { for } p=m+1, \ldots, n\end{cases}
$$

Notice that this is a $(k-1)$-trivial atlas covering $\mathcal{W}_{0}$ in the sense of Definition 2.4.
Similarly as before, the differentiable vector field $\mathbb{V}$ (see Section 2 ) becomes

$$
\begin{align*}
\mathbb{V}= & \sum_{i=1}^{n}\left(\sum_{\alpha} \rho_{\alpha} \frac{\partial f_{\beta \alpha}^{i}\left(w_{\alpha}, t\right)}{\partial t}\right) \frac{\partial}{\partial w_{\beta}^{i}}+\left(\frac{\partial}{\partial t}\right)_{\beta} \\
= & \sum_{r=1}^{m} \sum_{\alpha} \rho_{\alpha}\left[\partial_{t}\left(t^{k} \tilde{R}_{k+1}^{r}\right)\right] \otimes \frac{\partial}{\partial w_{\beta}^{r}}+\sum_{p=m+1}^{n} \sum_{\alpha} \rho_{\alpha}\left[\partial_{t}\left(t^{k} \tilde{R}_{k}^{p}\right)\right] \otimes \frac{\partial}{\partial w_{\beta}^{p}} \\
& +\left(\frac{\partial}{\partial t}\right)_{\beta} \tag{3.8}
\end{align*}
$$

Use the same notation $\sigma(s), \mathscr{l}, \Phi(s)$, and $\dot{\Phi}(s)$, as before. We have

$$
\begin{aligned}
\dot{\Phi}(s)= & \frac{d}{d s}\left(\sigma(s)^{*} \mathcal{J}\right)=\mathscr{L}_{\operatorname{Re}(\mathbb{V})} \mathscr{J}=\bar{\partial} \mathbb{V}+\overline{\bar{\partial} \mathbb{V}} \\
= & \sum_{r=1}^{m} \sum_{\alpha}\left[\partial_{t}\left(t^{k} \tilde{R}_{k+1}^{r}\right)\right]\left(\bar{\partial} \rho_{\alpha}\right) \otimes \frac{\partial}{\partial w_{\beta}^{r}} \\
& +\left.\sum_{p=m+1}^{n} \sum_{\alpha}\left[\partial_{t}\left(t^{k} \tilde{R}_{k}^{p}\right)\right]\left(\bar{\partial} \rho_{\alpha}\right) \otimes \frac{\partial}{\partial w_{\beta}^{p}}\right|_{t=s} \\
& + \text { complex conjugates. }
\end{aligned}
$$

We assume the index $v \in\{1, \ldots, m, \overline{1}, \ldots, \bar{m}\}, h \in\{m+1, \ldots, n, \overline{m+1}, \ldots, \bar{n}\}$, and we decompose $\Phi$ into four types of components:

$$
\begin{align*}
\Phi= & \Phi_{v}^{h}+\Phi_{h}^{v}+\Phi_{v}^{v}+\Phi_{h}^{h} \\
:= & \phi_{v}^{h} d w^{v} \otimes \partial_{w^{h}}+\phi_{h}^{v} d w^{h} \otimes \partial_{w^{v}} \\
& +\phi_{v}^{v} d w^{v} \otimes \partial_{w^{v}}+\phi_{h}^{h} d w^{h} \otimes \partial_{w^{h}} . \tag{3.9}
\end{align*}
$$

Again we assume that $\tilde{\omega}_{0}$ is a smooth Kähler metric on $\mathcal{W}$.
Since $\tilde{R}_{k+1}^{r} \in l_{g}^{k+1}, \tilde{R}_{k}^{p} \in l_{g}^{k}$, it is easy to see that

$$
\begin{array}{ll}
\left|\dot{\phi}_{h}^{v}\right| \leq C s^{k-1}\left|w^{\prime}\right|^{k+1}, & \left|\dot{\phi}_{v}^{v}\right| \leq C s^{k-1}\left|w^{\prime}\right|^{k+1}, \\
\left|\dot{\phi}_{h}^{h}\right| \leq C s^{k-1}\left|w^{\prime}\right|^{k}, & \left|\dot{\phi}_{v}^{h}\right| \leq C s^{k-1}\left|w^{\prime}\right|^{k}
\end{array}
$$

Integrating these, we get

$$
\begin{align*}
& \left|\Phi_{h}^{v}\right| \tilde{\omega}_{0} \leq C s^{k}\left|w^{\prime}\right|^{k+1}, \quad\left|\Phi_{v}^{v}\right| \tilde{\omega}_{0} \leq C s^{k}\left|w^{\prime}\right|^{k+1} \\
& \left|\Phi_{h}^{h}\right| \tilde{\omega}_{0} \leq C s^{k}\left|w^{\prime}\right|^{k}, \quad\left|\Phi_{v}^{h}\right| \tilde{\omega}_{0} \leq C s^{k}\left|w^{\prime}\right|^{k} \tag{3.10}
\end{align*}
$$

When $|s|<\epsilon$ with $\epsilon$ sufficiently small, since $\tilde{r}$ is comparable to $\left|w^{\prime}\right|$, we get the estimates that improve the estimates in (3.2) for $j=0$. The higher-order estimates can be proved similarly by taking higher-order Lie derivatives of $J$ with respect to $\mathbb{V}$.

### 3.2. Order of embedding via deformation to the normal cone

Let $S$ be a smooth submanifold of a complex manifold $X$. We will denote by $\pi_{S}$ : $N_{S} \rightarrow S$ the normal bundle of $S$ inside $X$ and by $\Theta_{N_{S}}$ the tangent sheaf on the total space of $N_{S}$. The natural $\mathbb{C}^{*}$-action on $N_{S}$ induces $\mathbb{C}^{*}$-actions on various cohomology groups. Since we will use various Čech cohomology groups frequently, we choose a Stein covering $\left\{\hat{U}_{\alpha}\right\}$ of $N_{S}$ by first choosing a Stein covering $\left\{U_{\alpha}\right\}$ of $S$ and then defining $\hat{U}_{S}=\pi_{S}^{-1}\left(U_{\alpha}\right)$. In particular, $\hat{U}_{\alpha}$ is invariant under the natural
$\mathbb{C}^{*}$-action. On each $\hat{U}_{\alpha}$, choose a coordinate system $w_{\alpha}=\left\{w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right\}=\left\{w_{\alpha}^{r}, w_{\alpha}^{p} \mid r=\right.$ $1, \ldots, m ; p=m+1, \ldots, n\}$ such that $w_{\alpha}^{r}$ are fiber variables and $w_{\alpha}^{p}$ are base variables. Then the $\mathbb{C}^{*}$-action is given by

$$
t \cdot\left\{w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right\}=\left\{t^{-1} w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right\} .
$$

The transition function on $\hat{U}_{\alpha} \cap \hat{U}_{\beta}$ is of the form

$$
\begin{cases}w_{\beta}^{r}=\sum_{s=1}^{m}\left(a_{\beta \alpha}\right)_{s}^{r}\left(w_{\alpha}^{\prime \prime}\right) w_{\alpha}^{s} & \text { for } r=1, \ldots, m  \tag{3.11}\\ w_{\beta}^{p}=\phi_{\beta \alpha}^{p}\left(w_{\alpha}^{\prime \prime}\right) & \text { for } p=m+1, \ldots, n\end{cases}
$$

Let $\mathbf{V}$ be a Čech cohomology space $H^{i}(X, \mathcal{F})$, where $X$ is an analytic space with a $\mathbb{C}^{*}$-action and $\mathscr{F}$ is the coherent sheaf associated to a $\mathbb{C}^{*}$-equivariant vector bundle $F \rightarrow X$. The space of cocycles of $\mathcal{F}$ with respect to a $\mathbb{C}^{*}$-invariant Stein covering has a continuous $S^{1}$-action. By the result from [20, Proposition 3.4], this space can be written as the closure of the algebraic direct sum of eigenspaces. This induces a weight decomposition of the cohomology space $\mathbf{V}=H^{i}(X, \mathcal{F})$. We will denote by $\mathbf{V}(-k)$ the subspace of elements of weight $-k$.

## LEMMA 3.2

For $k \geq 0$, we have the commutative diagram of exact sequences

$$
\begin{aligned}
& H^{1}\left(N_{S}, \Theta_{N_{S}} \otimes l_{S}^{k+1}\right)(-k) \xrightarrow{\mathfrak{X}_{k}^{\prime}} H^{1}\left(N_{S}, \Theta_{N_{S}} \otimes d_{S}^{k}\right)(-k) \xrightarrow{\mathfrak{T}_{k}^{\prime}} H^{1}\left(S, \Theta_{S} \otimes l_{S}^{k} / l_{S}^{k+1}\right)
\end{aligned}
$$

where the morphisms are given as follows:
(1) $\mathfrak{I}_{k}, \mathfrak{N}_{k}^{\prime}$ are induced by inclusion of sheaves;
(2) $\mathfrak{T}_{k}^{\prime}, \mathfrak{R}_{k}$ will be defined in the proof, and $\mathfrak{R}_{k}$ is an isomorphism;
(3) $\mathfrak{N}_{k}=\mathfrak{I}_{k} \circ \mathfrak{N}_{k}^{\prime} \circ \mathfrak{R}_{k}^{-1}$ and $\mathfrak{T}_{k}=\mathfrak{T}_{k}^{\prime} \circ \mathfrak{I}_{k}^{-1}$ are defined by using the commutativity of the diagram.

Note that in the above diagram the sheaf $\ell_{S}^{k} / \partial_{S}^{k+1}$ is a sheaf supported on $S$. The Kodaira-Spencer class $\theta_{k}$ of the atlas constructed in the proof of Proposition 3.1 lives in $H^{1}\left(N_{S}, \Theta_{N_{S}}\right)(-k)$ and the bottom exact sequence will serve to compare $\theta_{k}$ to Abate, Bracci, and Tovena's obstruction in Proposition 3.3.

## Proof

We first notice that $\mathfrak{T}_{k}^{\prime}$ is well defined as the composition of maps

$$
H^{1}\left(N_{S}, \Theta_{N_{S}} \otimes d_{S}^{k}\right) \rightarrow H^{1}\left(S, \Theta_{N_{S}} \mid S \otimes d_{S}^{k} / d_{S}^{k+1}\right) \rightarrow H^{1}\left(S, \Theta_{S} \otimes \|_{S}^{k} / d_{S}^{k+1}\right)
$$

In the last map, we used the holomorphic splitting $\Theta_{N_{S}} \mid S=\Theta_{S} \oplus N_{S}$. Similarly, $\mathfrak{R}_{k}$ is well defined as the composition of maps

$$
\begin{aligned}
H^{1}\left(N_{S}, \Theta_{N_{S}} \otimes d_{S}^{k+1}\right) & \rightarrow H^{1}\left(S, \Theta_{N_{S}} \mid S \otimes \ell_{S}^{k+1} / \ell_{S}^{k+2}\right) \\
& \rightarrow H^{1}\left(S, N_{S} \otimes l_{S}^{k+1} / \ell_{S}^{k+2}\right)
\end{aligned}
$$

Let us first show that the first row of the sequence is exact. Assume that $\theta_{k} \in$ $H^{1}\left(N_{S}, \Theta_{N_{S}} \otimes d_{S}^{k}\right)(-k)$. Let $\theta_{k}$ be represented by a cocycle $\left\{\theta_{\alpha \beta}\right\}$ with respect to a $\mathbb{C}^{*}$-invariant covering of $N_{S}$. Then by [20], we can write $\theta_{\alpha \beta}$ as a convergent series $\theta_{\alpha \beta}=\sum_{\ell} \theta_{\alpha \beta, \ell}$, where $\theta_{\alpha \beta, \ell}$ has weight $\ell$. Because $\delta$ commutes with the $\mathbb{C}^{*}$-action, we know that $\theta_{\alpha \beta, \ell}$ is also a cocycle. Because $\theta_{k}=\left[\left\{\theta_{\alpha \beta}\right\}\right]$ has weight $-k$ and the weight decomposition of cohomology is induced by the weight decomposition on the space of cocycles, we know that $\left[\left\{\theta_{\alpha \beta, \ell}\right\}\right]=0$ if $\ell \neq k$. So we can assume that $\theta_{k}$ is represented by a weight $(-k)$ cocycle

$$
\left(\theta_{k}\right)_{\beta \alpha}=\sum_{r=1}^{m} b_{\beta \alpha}^{r}(w) \frac{\partial}{\partial w_{\beta}^{r}}+\sum_{p=m+1}^{n} c_{\beta \alpha}^{p}(w) \frac{\partial}{\partial w_{\beta}^{p}}
$$

where $b_{\beta \alpha}^{r}, c_{\beta \alpha}^{p} \in \ell_{S}^{k}$. Since $\frac{\partial}{\partial w_{\beta}^{r}}$ (resp., $\frac{\partial}{\partial w_{\beta}^{D}}$ ) has weight 1 (resp., 0 ), we know that $b_{\beta \alpha}^{r}$ (resp., $c_{\beta \alpha}^{p}$ ) is homogeneous of degree $(k+1)$ (resp., $k$ ) in $w^{\prime}=\left\{w_{\beta}^{r}\right\}$. Then

$$
\left(\mathfrak{T}_{k}^{\prime}\left(\theta_{k}\right)\right)_{\beta \alpha}=\sum_{p=m+1}^{n}\left[c_{\beta \alpha}^{p}(w)\right]_{k+1} \frac{\partial}{\partial w_{\beta}^{p}}
$$

If $\mathfrak{T}_{k}^{\prime}\left(\theta_{k}\right)=0$, then we can write

$$
\begin{aligned}
\sum_{p=m+1}^{n} & {\left[c_{\beta \alpha}^{p}(w)\right]_{k+1} \frac{\partial}{\partial w_{\beta}^{p}} } \\
& =\sum_{p=m+1}^{n}\left[d_{\beta}^{p}\right]_{k+1} \frac{\partial}{\partial w_{\beta}^{p}}-\sum_{p=m+1}^{n}\left[d_{\alpha}^{q}\right]_{k+1} \frac{\partial}{\partial w_{\alpha}^{q}} \quad \text { over } \hat{U}_{\alpha} \cap \hat{U}_{\beta} .
\end{aligned}
$$

We can assume that $d_{\beta}^{p}$ and $d_{\beta}^{q}$ are homogeneous of degree $k$. Then it is easy to see that $c_{\beta \alpha}^{p}=d_{\beta}^{p}-d_{\alpha}^{q} \frac{\partial w_{\beta}^{p}}{\partial w_{\alpha}^{q}}$. So if we define

$$
\left(\tilde{\theta}_{k}\right)_{\beta \alpha}=\left(\theta_{k}\right)_{\beta \alpha}-\sum_{p=m+1}^{n} d_{\beta}^{p} \frac{\partial}{\partial w_{\beta}^{p}}+\sum_{q=m+1}^{n} d_{\alpha}^{q} \frac{\partial}{\partial w_{\alpha}^{q}},
$$

then it is easy to see that $\left(\tilde{\theta}_{k}\right)_{\beta \alpha} \in H^{0}\left(\hat{U}_{\alpha} \cap \hat{U}_{\beta}, \Theta_{N_{S}} \otimes \ell_{S}^{k+1}\right)(-k)$ and we have $\theta_{k}=\mathfrak{N}_{k}^{\prime}\left(\tilde{\theta}_{k}\right)$.

To show that $\Re_{k}$ is an isomorphism, we will construct its inverse. Assume that $\mathfrak{h} \in H^{1}\left(S, N_{S} \otimes l_{S}^{k+1} / \ell_{S}^{k+2}\right)$; we can represent it as a cocycle

$$
\begin{equation*}
\mathfrak{h}_{\beta \alpha}=\sum_{r=1}^{m}\left[b_{\beta \alpha}^{r}\right]_{k+2} \frac{\partial}{\partial w_{\beta}^{r}} . \tag{3.13}
\end{equation*}
$$

We can assume that $b_{\beta \alpha}^{r}$ is homogeneous of degree $k+1$ in $w_{\beta}^{\prime}=\left\{w_{\beta}^{r}\right\}$. Then because of homogeneity, the cocycle condition of $\left\{\mathfrak{h}_{\beta \alpha}\right\}$ becomes

$$
\begin{equation*}
\sum_{r=1}^{m}\left(b_{\beta \alpha}^{r}\left(w_{\beta}\right) \frac{\partial}{\partial w_{\beta}^{r}}+b_{\alpha \gamma}^{r} \frac{\partial}{\partial w_{\alpha}^{r}}+b_{\gamma \beta}^{r} \frac{\partial}{\partial w_{\gamma}^{r}}\right)=0 . \tag{3.14}
\end{equation*}
$$

So if we define

$$
\mathfrak{h}_{\beta \alpha}^{\prime}:=\mathfrak{R}_{k}^{-1}\left(\mathfrak{h}_{\beta \alpha}\right)=\sum_{r=1}^{m} b_{\beta \alpha}^{r} \frac{\partial}{\partial w_{\beta}^{r}} \in H^{0}\left(\hat{U}_{\alpha} \cap \hat{U}_{\beta}, \Theta_{N_{S}} \otimes d_{S}^{k+1}\right)(-k),
$$

where $\frac{\partial}{\partial w_{\beta}^{r}}$ and so on are considered as tangent vectors along the fibers of $N_{S} \rightarrow S$, then by (3.14) $\left\{\mathfrak{h}_{\beta \alpha}^{\prime}\right\}$ satisfies the cocycle condition and hence represents a cohomology class in $H^{1}\left(N_{S}, \Theta_{N_{S}} \otimes d_{S}^{k+1}\right)$ of weight $-k$. Now we can define $\mathfrak{N}_{k}$. Choose $\mathfrak{h} \in H^{1}\left(S, N_{S} \otimes l_{S}^{k+1} / d_{S}^{k+2}\right)$ represented by the cocycle as in (3.13) such that $b_{\beta \alpha}^{p}$ is homogeneous of degree $k+1$ in $w_{\beta}^{\prime}=\left\{w_{\beta}^{r}\right\}$. Then we define

$$
\mathfrak{N}_{k}\left(\mathfrak{h}_{\beta \alpha}\right)=\mathfrak{I}_{k} \circ \mathfrak{N}_{k}^{\prime} \circ \mathfrak{\Re}_{k}^{-1}\left(\mathfrak{h}_{\beta \alpha}\right)=\sum_{r=1}^{m} b_{\beta \alpha}^{r} \frac{\partial}{\partial w_{\beta}^{r}} \in H^{0}\left(\hat{U}_{\alpha} \cap \hat{U}_{\beta}, \Theta_{N_{S}}\right)(-k) .
$$

Using a similar homogeneity argument, one can also construct an inverse of $\mathfrak{I}_{k}$ showing that it is an isomorphism. Indeed, for any $\theta \in H^{1}\left(N_{S}, \Theta_{N_{S}}\right)$ of weight $(-k)$, we can choose a $\mathbb{C}^{*}$-equivariant Čech cocycle $\left\{\theta_{\beta \alpha}\right\}$ of weight $(-k)$ representing $\theta$. On $\hat{U}_{\alpha} \cap \hat{U}_{\beta}$, we can write

$$
\theta_{\beta \alpha}=\sum_{r=1}^{m} a_{\beta \alpha}^{r}\left(w_{\alpha}\right) \frac{\partial}{\partial w_{\beta}^{r}}+\sum_{p=m+1}^{n} b_{\beta \alpha}^{p}\left(w_{\alpha}\right) \frac{\partial}{\partial w_{\beta}^{p}} .
$$

Since $\frac{\partial}{\partial w_{\beta}^{r}}$ (resp., $\frac{\partial}{\partial w_{\beta}^{D}}$ ) has weight 1 (resp., 0 ), we see that $a_{\alpha}^{r}\left(w_{\alpha}\right)$ (resp., $b_{\alpha}^{p}$ ) is homogeneous of degree $(k+1)$ (resp., $k$ ) in $w_{\alpha}^{r}$. In particular, $a_{\beta \alpha}^{r} \in l_{D}^{k+1}$ and $b_{\beta \alpha}^{p} \in$
$\ell_{D}^{k}$. So $\theta_{\beta \alpha} \in H^{0}\left(\hat{U}_{\alpha} \cap \hat{U}_{\beta}, \Theta_{N_{S}} \otimes \ell_{S}^{k}\right)$ and $\left\{\theta_{\beta \alpha}\right\}$ represents a cohomology class in $H^{1}\left(N_{S}, \Theta_{N_{S}} \otimes l_{S}^{k}\right)$ of weight $(-k)$.

Our main result in this subsection is the following technical proposition which, under appropriate assumptions, reinterprets the obstructions to splitting and comfortable embeddings via the deformation to normal cone construction.

## PROPOSITION 3.3

Assume that $S$ is a $(k-1)$-comfortably embedded submanifold of $X$ for some $k \geq 1$, and let $\left(\rho_{k-1}, \boldsymbol{v}_{k-1}\right)$ be a $(k-1)$-comfortable pair. Then for the holomorphic family of complex manifolds $\mathfrak{W}$ from Proposition 3.1, the associated $k$-order KodairaSpencer class $\theta_{k} \in H^{1}\left(\mathcal{W}_{0}, \Theta_{w_{0}}\right)$ extends uniquely to a class in $H^{1}\left(N_{S}, \Theta_{N_{S}}\right)$. This extension lies in the $(-k)$-weight space and will still be denoted by $\theta_{k}$. Moreover, $\theta_{k}$ satisfies the following properties under the exact sequence from Lemma 3.2:
(1) $\mathfrak{T}_{k}\left(\theta_{k}\right)=\mathfrak{g}_{k}^{\rho_{k-1}} \in H^{1}\left(S, \Theta_{S} \otimes \chi_{S}^{k} / d_{S}^{k+1}\right)$ is the obstruction to $k$-splitting relative to $\rho_{k-1}$. As a consequence, if $S$ is not $k$-splitting relative to $\rho_{k-1}$, then $\theta_{k} \in H^{1}\left(N_{S}, \Theta_{N_{S}}\right)(-k)$ is nonzero.
If $S$ is $k$-splitting relative to $\rho_{k-1}$ (i.e., we have a kth-order lifting $\rho_{k}$ such that $\left.\phi_{k, k-1} \circ \rho_{k}=\rho_{k-1}\right)$, then $\theta_{k}=\mathfrak{N}_{k}\left(\mathfrak{h}_{k}^{\rho_{k}}\right)$, where $\mathfrak{h}_{k}^{\rho_{k}} \in H^{1}\left(S, N_{S} \otimes\right.$ $d_{S}^{k+1} / d_{S}^{k+2}$ ) is the obstruction to $k$-comfortable embedding with respect to $\rho_{k}$.

## Proof

Suppose that the embedding $S \hookrightarrow X$ is ( $k-1$ )-comfortably embedded. As shown in (3.7), we can choose a $(k-1)$-comfortable atlas adapted to $\left(\rho_{k-1}, v_{k-1}\right)$ such that we get an induced atlas on the blowup with coordinate changes given by

$$
\begin{cases}w_{\beta}^{r}=\sum_{s=1}^{m}\left(a_{\beta \alpha}\right)_{s}^{r}\left(w_{\alpha}^{\prime \prime}\right) w_{\alpha}^{s}+t^{k} \tilde{R}_{k+1}^{r} & \text { for } r=1, \ldots, m  \tag{3.15}\\ w_{\beta}^{p}=\phi_{\beta \alpha}^{p}\left(w_{\alpha}^{\prime \prime}\right)+t^{k} \tilde{R}_{k}^{p} & \text { for } p=m+1, \ldots, n\end{cases}
$$

We can substitute the transition function in (3.15) into (2.5) above to get

$$
\begin{align*}
\left(\theta_{k}\right)_{\beta \alpha} & =\left.\frac{1}{k!} \sum_{i=1}^{n} \frac{\partial^{k} f_{\beta \alpha}^{i}\left(w_{\alpha}, t\right)}{\partial t^{k}}\right|_{t=0} \frac{\partial}{\partial w_{\beta}^{i}} \\
& =\sum_{r=1}^{m} \tilde{R}_{k+1}^{r}\left(0 ; w_{\alpha}\right) \frac{\partial}{\partial w_{\beta}^{r}}+\sum_{p=m+1}^{n} \tilde{R}_{k}^{p}\left(0 ; w_{\alpha}\right) \frac{\partial}{\partial w_{\beta}^{p}} \tag{3.16}
\end{align*}
$$

where in the last expression, $w_{\alpha}$ and $w_{\beta}$ are related by the following relation on $\tilde{X}_{0}$ near $S_{0} \cong S$ :

$$
\begin{cases}w_{\beta}^{r}=\sum_{s=1}^{m}\left(a_{\beta \alpha}\right)_{s}^{r}\left(w_{\alpha}^{\prime \prime}\right) w_{\alpha}^{s} & \text { for } r=1, \ldots, m  \tag{3.17}\\ w_{\beta}^{p}=\phi_{\beta \alpha}^{p}\left(w_{\alpha}^{\prime \prime}\right) & \text { for } p=m+1, \ldots, n\end{cases}
$$

which is nothing but the transition function on $N_{S}$. Recall that $\tilde{R}_{k+1}^{r}\left(t ; w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)=$ $t^{-(k+1)} R_{k+1}\left(t w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)$ and $\tilde{R}_{k}^{p}\left(t ; w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)=t^{-k} R_{k}^{p}\left(t w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)$. So $\tilde{R}_{k+1}^{r}\left(0 ; w_{\alpha}\right)$ (resp., $\left.\tilde{R}_{k}^{p}\left(0 ; w_{\alpha}\right)\right)$ is nothing but the $(k+1)$ th-order (resp., $k$ th-order) leading term of $R_{k+1}^{r}\left(w_{\alpha}\right)$ (resp., $\left.R_{k}^{p}\left(w_{\alpha}\right)\right)$ in its Taylor expansion with respect to $w_{\alpha}^{\prime}$.

Since $w_{\alpha}^{\prime}$ are global coordinates on the whole $\hat{U}_{\alpha} \subset N_{S}$, we see that $\left(\theta_{k}\right)_{\beta \alpha}$ is actually defined over $\hat{U}_{\alpha} \cap \hat{U}_{\beta} \subset N_{S}$. This shows the statement that $\theta_{k} \in$ $H^{1}\left(\mathcal{W}_{0}, \Theta_{W_{0}}\right)$ extends uniquely to a class in $H^{1}\left(N_{S}, \Theta_{N_{S}}\right)$ which will still be denoted by $\theta_{k}$.

So if we denote by $\pi_{S}: N_{S} \rightarrow S$ the natural projection of the normal bundle to its base, and by $\hat{U}_{\alpha}=\pi_{S}^{-1}\left(U_{\alpha} \cap \tilde{X}_{0} \cap S_{0}\right)$ the $\mathbb{C}^{*}$-invariant open set on $N_{S}$, then we have

$$
\left(\theta_{k}\right)_{\beta \alpha} \in H^{0}\left(\hat{U}_{\alpha} \cap \hat{U}_{\beta}, \Theta_{N_{S}} \otimes d_{S}^{k}\right)
$$

So we get a Čech cohomology class:

$$
\theta_{k}^{\prime}:=\left\{\left(\theta_{k}\right)_{\beta \alpha}\right\} \in \check{H}^{1}\left(N_{S}, \Theta_{N_{S}} \otimes l_{S}^{k}\right) .
$$

From (3.16) and the homogeneity of $\tilde{R}_{k+1}^{r}, \tilde{R}_{k}^{p}$ in $w_{\alpha}^{\prime}$, we see that $\theta_{k}^{\prime}$ has weight $(-k)$ under the natural $\mathbb{C}^{*}$-action on $N_{S}$. When we restrict to $S_{0}=S \subset N_{S}$ and mod out by $\ell_{S_{0}}^{k+1}$, we get

$$
\begin{align*}
\left(\mathfrak{g}_{k}\right)_{\beta \alpha} & :=\left.\left(\theta_{k}\right)_{\beta \alpha}\right|_{S_{0}} \\
& =\sum_{r=1}^{m}\left[\tilde{R}_{k+1}^{r}\left(0 ; w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)\right]_{(k)} \frac{\partial}{\partial w_{\beta}^{r}}+\sum_{p=m+1}^{n}\left[\tilde{R}_{k}^{p}\left(0 ; w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)\right]_{(k)} \frac{\partial}{\partial w_{\beta}^{p}} \\
& =\sum_{p=m+1}^{n}\left[\tilde{R}_{k}^{p}\left(0 ; w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)\right]_{(k)} \frac{\partial}{\partial w_{\beta}^{p}}, \tag{3.18}
\end{align*}
$$

which form a cocycle

$$
\begin{aligned}
\left\{\left(\mathfrak{g}_{k}\right)_{\beta \alpha}\right\} & \in \check{H}^{1}\left(\left\{U_{\alpha}\right\}, \Theta_{N_{S}} \mid S_{0} \otimes d_{S_{0}}^{k} / \ell_{S_{0}}^{k+1}\right) \\
& =\check{H}^{1}\left(\left\{U_{\alpha}\right\}, N_{S_{0}} \otimes \mathcal{l}_{S_{0}}^{k} / d_{S_{0}}^{k+1}\right) \oplus \check{H}^{1}\left(\left\{U_{\alpha}\right\}, \Theta_{S_{0}} \otimes \ell_{S_{0}}^{k} / \ell_{S_{0}}^{k+1}\right)
\end{aligned}
$$

In the last equality, we used the holomorphic splitting $\Theta_{N_{S}} \mid S_{0}=\Theta_{S_{0}} \oplus N_{S_{0}}$. Because we assumed that $S$ is $(k-1)$-comfortably embedded, the component in the first summand is 0 as seen in (3.18). So using the notation in Lemma 3.2, we can write $\mathfrak{g}_{k}=\mathfrak{T}_{k}\left(\theta_{k}\right)$. By Proposition A.2, we see that $\mathfrak{g}_{k}=\left\{\left(\mathfrak{g}_{k}\right)_{\beta \alpha}\right\}$ is the obstruction to
the existence of $\rho_{k}$ satisfying $\phi_{k, k-1} \circ \rho_{k}=\rho_{k-1}$. In other words, $\mathfrak{g}_{k}^{\rho_{k-1}}:=\mathfrak{g}_{k}$ is the obstruction to $k$-splitting relative to $\rho_{k-1}$. So we get the first part of Proposition 3.3.

Now if we assume that the obstruction to $k$-splitting vanishes (i.e., that the above $\mathfrak{g}_{k}^{\rho_{k-1}}$ vanishes), then by Theorem A. 9 the transition functions in (3.15) can be improved to

$$
\begin{cases}w_{\beta}^{r}=\sum_{s=1}^{m}\left(a_{\beta \alpha}\right)_{s}^{r}\left(w_{\alpha}^{\prime \prime}\right) w_{\alpha}^{s}+t^{k} \tilde{R}_{k+1}^{r} & \text { for } r=1, \ldots, m  \tag{3.19}\\ w_{\beta}^{p}=\phi_{\beta \alpha}^{p}\left(w_{\alpha}^{\prime \prime}\right)+t^{k+1} \tilde{R}_{k+1}^{p} & \text { for } p=m+1, \ldots, n\end{cases}
$$

Substituting this into (3.16), $\left(\theta_{k}\right)_{\beta \alpha}$ now becomes

$$
\begin{equation*}
\left(\theta_{k}\right)_{\beta \alpha}=\left.\frac{1}{k!} \sum_{i=1}^{n} \frac{\partial^{k} f_{\beta \alpha}^{i}\left(w_{\alpha}, t\right)}{\partial t^{k}}\right|_{t=0} \frac{\partial}{\partial w_{\beta}^{i}}=\sum_{r=1}^{m} \tilde{R}_{k+1}^{r}\left(0 ; w_{\alpha}\right) \frac{\partial}{\partial w_{\beta}^{r}} \tag{3.20}
\end{equation*}
$$

So we see that in this case $\left(\theta_{k}\right)_{\beta \alpha} \in H^{0}\left(\hat{U}_{\alpha} \cap \hat{U}_{\beta}, \Theta_{N_{S}} \otimes \ell_{S}^{k+1}\right)$. Again we get a weight ( $-k$ ) Čech cohomology class

$$
\theta_{k}^{\prime \prime}:=\left\{\left(\theta_{k}\right)_{\beta \alpha}\right\} \in \check{H}^{1}\left(\left\{\hat{U}_{\alpha}\right\}, \Theta_{N_{S}} \otimes \ell_{S}^{k+1}\right)(-k)
$$

which satisfies $\mathfrak{N}_{k}^{\prime}\left(\theta_{k}^{\prime \prime}\right)=\theta_{k}$. When we restrict to $S_{0}$ and mod out by $\ell_{S_{0}}^{k+2}$, we get

$$
\begin{align*}
\left(\mathfrak{h}_{k}\right)_{\beta \alpha} & :=\left.\left(\theta_{k}\right)_{\beta \alpha}\right|_{S_{0}} \\
& =\sum_{r=1}^{m}\left[\tilde{R}_{k+1}^{r}\left(0 ; w_{\alpha}^{\prime}, w_{\alpha}^{\prime \prime}\right)\right]_{(k+1)} \frac{\partial}{\partial w_{\beta}^{r}} \\
& \in H^{0}\left(\hat{U}_{\alpha} \cap \hat{U}_{\beta} \cap S_{0}, N_{S_{0}} \otimes l_{S_{0}}^{k+1} / d_{S_{0}}^{k+2}\right) \tag{3.21}
\end{align*}
$$

Comparing with (A.3), we see that $\mathfrak{h}_{k}:=\left\{\left(\mathfrak{h}_{k}\right)_{\beta \alpha}\right\}$ is nothing but the obstruction $\mathfrak{h}_{k}^{\rho_{k}}$ to $k$-comfortable embedding with respect to the $k$-splitting $\rho_{k}$. By Lemma 3.2, we can write $\theta_{k}^{\prime \prime}=\mathfrak{R}_{k}^{-1}\left(\mathfrak{h}_{k}\right)$.

## 4. Special case: $S=D$ is an ample divisor

One of the main goals of this section is to prove Theorem 1.5. The proof is essentially based on the construction in Section 3.1 and Proposition 3.3. Roughly speaking, under the assumption that $D \rightarrow X$ is $(m-1)$-comfortable, we get an $(m-1)$-trivial atlas by the construction in Section 3.1 and hence a reduced Kodaira-Spencer class defined as a class in $H^{1}\left(U, \Theta_{U}\right)$. Then Proposition 3.3 is also used to show that this reduced Kodaira-Spencer class is nontrivial if the embedding $D \rightarrow X$ is not $m$-comfortable (and $n \geq 3$ ). Finally, by Proposition 2.15, the reduced Kodaira-Spencer class near the "infinity" divisor via coordinate changes coincides with the reduced Kodaira-Spencer class for the deformation of the cone defined in Definition 2.12. This allows us to complete the proof.


Figure 1. $\mu: \tilde{X} \longrightarrow \mathcal{X}$.

### 4.1. Degeneration to the projective cone

From now on, we assume that $S=D$ is a smooth ample divisor in $X$. Then we can further modify the deformation to the normal cone construction. Recall from the above section that $\tilde{X}=\mathrm{Bl}_{D \times\{0\}}(X \times \mathbb{C})$ and that $\tilde{X}_{0}=\left(\mathrm{Bl}_{D} X\right) \cup E=X \cup E$, where $E=\mathbb{P}\left(N_{D} \oplus \mathbb{C}\right)$. Denote by $L:=L_{D}$ the holomorphic line bundle associated to the divisor $D$. Since $D$ is an ample divisor, one can verify that the line bundle $\tilde{\mathscr{L}}=$ $\pi_{1}^{*} L-E$ is $\pi_{2}$-relatively semiample, where $\pi_{1}$ is the composition $\tilde{X} \rightarrow X \times \mathbb{C} \rightarrow X$ and $\pi_{2}$ is the composition $\tilde{X} \rightarrow X \times \mathbb{C} \rightarrow \mathbb{C}$. Moreover, the strict transform of $X$ under the blowup becomes exceptional and can be blown down so that we get $\mathcal{X}$ under the morphism associated to $\tilde{\mathscr{L}}$. Then the canonical morphism $\pi: \mathcal{X} \rightarrow \mathbb{C}=$ $\operatorname{Spec}(\mathbb{C}[t])$ gives a flat family of projective varieties, satisfying that $\mathcal{X}_{t} \cong X$ for $t \neq 0$ and $\mathcal{X}_{0}$ is obtained from $E$ by contracting the infinity section $D_{\infty}$ (see Figure 1 for an illustration). The central fiber $\mathcal{X}_{0}$ thus obtained is very close to being the projective cone $\bar{C}(D, L)$. One delicate point here is that $\mathcal{X}_{0}$ may not be normal.

## LEMMA 4.1

The central fiber $X_{0}$ coincides with $\bar{C}(D, L)$ if the restriction map $\psi_{m}: H^{0}(X$, $m L) \rightarrow H^{0}\left(D,\left.m L\right|_{D}\right)$ is surjective for any $m \geq 1$.

## Proof

We first describe the above construction of $\mathcal{X}$ in the algebraic category (see [13, Chapter 5]). Let $\ell_{D}$ denote the ideal sheaf of $D$ as a subvariety of $X$. Then $\tilde{X}$ is the blowup of the ideal sheaf $\ell_{D}+(t)$ on $X \times \mathbb{C}$ :

$$
\tilde{X}=\operatorname{Proj}_{X \times \mathbb{C}}\left(\bigoplus_{k=0}^{+\infty}\left(d_{D}+(t)\right)^{k}\right)
$$

Moreover $\mathcal{X}=\operatorname{Proj}_{\mathbb{C}[t]} \mathcal{R}$, where $\mathcal{R}$ is the following finitely generated graded algebra over $\mathbb{C}[t]$ :

$$
\begin{equation*}
\mathcal{R}=\bigoplus_{k=0}^{+\infty} H^{0}\left(\mathbb{C},\left(\pi_{2}\right)_{*}(k \tilde{\mathscr{L}})\right)=\bigoplus_{k=0}^{+\infty} H^{0}(\tilde{X}, k \tilde{\mathscr{L}})=\bigoplus_{k=0}^{+\infty} \mathcal{R}_{k} \tag{4.1}
\end{equation*}
$$

where $\tilde{\mathscr{L}}=\pi_{1}^{*} L-E$. The graded pieces $\mathscr{R}_{k}$ can be calculated in the same way as in [29, Section 4]:

$$
\begin{align*}
\mathcal{R}_{k} & =H^{0}\left(\tilde{X}, k\left(\pi_{1}^{*} L-E\right)\right)=H^{0}\left(X \times \mathbb{C}, L^{k} \otimes\left(\ell_{D}+(t)\right)^{k}\right) \\
& =\bigoplus_{j=0}^{k-1} t^{j} H^{0}\left(X, L^{k} \otimes \ell_{D}^{k-j}\right) \oplus t^{k} \mathbb{C}[t] H^{0}\left(X, L^{k}\right) \\
& =\bigoplus_{j=0}^{k-1} t^{j} H^{0}\left(X, L^{j}\right) \oplus t^{k} \mathbb{C}[t] H^{0}\left(X, L^{k}\right) \tag{4.2}
\end{align*}
$$

In the last identity, we used $\ell_{D}=\mathcal{O}_{X}(-D) \cong L^{-1}$. The central fiber is thus equal to

$$
\begin{equation*}
\mathcal{X}_{0}=\operatorname{Proj}_{\mathbb{C}}(\mathcal{R} /(t) \mathcal{R})=\operatorname{Proj}_{\mathbb{C}}\left(\bigoplus_{k=0}^{+\infty} \mathcal{R}_{k} /(t) \mathcal{R}_{k}\right) \tag{4.3}
\end{equation*}
$$

From (4.2), we see directly that

$$
\begin{equation*}
\mathcal{R}_{k} /(t) \mathcal{R}_{k}=\mathbb{C} \oplus \bigoplus_{j=1}^{k} t^{j} \frac{H^{0}\left(X, L^{j}\right)}{H^{0}\left(X, L^{j-1}\right)}=\left.\bigoplus_{j=0}^{k} t^{j} H^{0}\left(X, L^{j}\right)\right|_{D} \tag{4.4}
\end{equation*}
$$

Here $\left.H^{0}\left(X, L^{j}\right)\right|_{D}$ denotes the image of the restriction map $H^{0}\left(X, L^{r}\right) \rightarrow H^{0}(D$, $\left.L^{j}\right|_{D}$ ) for any $j \geq 0$. To see the last identity, we consider the exact sequence of ideal sheaves

$$
\begin{equation*}
0 \longrightarrow L^{j-1}=\left.L^{j} \otimes \mathcal{O}(-D) \longrightarrow L^{j} \longrightarrow L^{j}\right|_{D} \longrightarrow 0 \tag{4.5}
\end{equation*}
$$

and the corresponding long exact sequence

$$
\begin{equation*}
0 \longrightarrow H^{0}\left(X, L^{j-1}\right) \longrightarrow H^{0}\left(X, L^{j}\right) \longrightarrow H^{0}\left(D,\left.L^{j}\right|_{D}\right) \longrightarrow H^{1}\left(X, L^{j-1}\right) \tag{4.6}
\end{equation*}
$$

So indeed $H^{0}\left(X, L^{j}\right) / H^{0}\left(X, L^{j-1}\right)=\left.H^{0}\left(X, L^{j}\right)\right|_{D}$ for $j \geq 1$.
On the other hand, we have

$$
\bar{C}(D, L)=\operatorname{Proj} \bigoplus_{k=0}^{\infty}\left(\bigoplus_{j=0}^{k} H^{0}\left(D,\left.L^{j}\right|_{D}\right) \cdot t^{k-j}\right)
$$

Combining this with (4.3) and (4.4), we see that $X_{0} \cong \bar{C}(D, L)$ if $\left.H^{0}\left(X, L^{j}\right)\right|_{D}=$ $H^{0}\left(D,\left.L^{j}\right|_{D}\right)$ for any $j \geq 1$ (the $j=0$ case is automatic).

For example, let $X$ be any Riemann surface of genus at least 1, and let $D=\{p\}$ be any point. Then $D$ is ample. In this special case, the central fiber $X_{0}$ is a singular curve whose normalization is $\mathbb{P}^{1}$. Here the map $\psi_{0}=\mathrm{Id}: H^{0}\left(X, \mathcal{O}_{X}\right) \rightarrow H^{0}\left(p, \mathcal{O}_{p}\right)$. But $\psi_{1}=0: H^{0}\left(X, L_{p}\right)=\mathbb{C} \rightarrow H^{0}\left(\{p\},\left.L_{p}\right|_{\{p\}}\right)=\mathbb{C}$ because $\psi_{1}$ factors through the inverse of isomorphism $H^{0}\left(X, \mathcal{O}_{X}\right)=\mathbb{C} \xrightarrow{\cdot s_{\{p\}}} H^{0}\left(X, L_{p}\right)$ by the assumption that $g(X) \geq 1$. In particular, $\psi_{1}$ is not surjective.

## Remark 4.2

The above lemma was communicated to me by H.-J. Hein. One referee provided an even more explicit example to me: if $X$ is an elliptic curve and $p$ is a Weierstrass point, then by using the Weierstrass form, one can verify that the total space has a singularity of type $\tilde{E}_{8}$.

On the other hand, from the exact sequence

$$
\begin{aligned}
0 & \rightarrow H^{0}\left(X,(m-1) L_{D}\right) \rightarrow H^{0}\left(X, m L_{D}\right) \rightarrow H^{0}\left(D,\left.m L\right|_{D}\right) \\
& \rightarrow H^{1}(X,(m-1) L) \rightarrow \cdots,
\end{aligned}
$$

we see that $\psi_{m}$ is surjective if $H^{1}(X,(m-1) L)=0$ for all $m \geq 1$. In particular, this is satisfied in the Tian-Yau setting. Indeed, if $X$ is Fano and $m \geq 1$, then $H^{1}(X,(m-$ 1) $L)=H^{1}\left(X, \Omega_{X}^{n} \otimes \mathcal{O}_{X}\left(-K_{X}+(m-1) L\right)\right)=0$ by the Kodaira-Nakano vanishing theorem.

### 4.2. Proof of Theorem 1.5

From now on, we assume that we are in the situation that the above central fiber $\mathcal{X}_{0}$, that is, the strict transform of the exceptional divisor of the blowup, is normal and hence coincides with $\bar{C}(D, L)=: \bar{C}$. Let $\mathscr{D}$ be the strict transform of $D \times \mathbb{C}$, and let $\mathcal{X}^{\circ}=\mathcal{X} \backslash \mathscr{D}$. Because $\mathscr{D}$ is a relatively ample divisor over $\mathbb{C}$, we know that $X^{\circ}$ is a flat family of affine varieties. In particular, we can define Ord $\mathcal{X}^{\circ}$ as in Definition 2.11. Notice that $\mathcal{X}_{0}^{\circ}=C(D, L)=: C$ and we can define the reduced Kodaira-Spencer class $\mathbf{K S}_{X^{\circ}}{ }^{\text {red }} \in \mathbf{T}_{C}^{1}$. Since there is a natural $\mathbb{C}^{*}$-action on $\mathbf{T}_{C}^{1}$, we can talk about the weight of $\mathbf{K S}_{X^{\circ}}{ }^{\mathrm{red}} \in \mathbf{T}_{C}^{1}$ and denote it by $w\left(\mathcal{X}^{\circ}\right)$ (see Section A.2.2). With this notation and combining the calculations from the previous subsection, we can derive the following.

## PROPOSITION 4.3

Let $\mathcal{X} \rightarrow \mathbb{B}$ be the flat family constructed in the above section, and assume that $X_{0}=$ $\bar{C}\left(D, N_{D}\right)$. Let $D \hookrightarrow X$ be $(k-1)$-comfortably embedded, and let $\left(\rho_{k-1}, v_{k-1}\right)$ be a ( $k-1$ )-comfortable pair. If $D$ is not $k$-splitting relative to $\rho_{k-1}$, then $\operatorname{Ord}\left(\mathcal{X}^{\circ}\right)=k=$
$-w\left(X^{\circ}\right)$. In particular, if $D$ is $(k-1)$-comfortably embedded and not $k$-splitting, then $\operatorname{Ord}\left(\mathcal{X}^{\circ}\right)=k=-w\left(\mathcal{X}^{\circ}\right)$.

## Proof

Let $\left(\rho_{k-1}, \boldsymbol{v}_{k-1}\right)$ be a $(k-1)$-comfortable pair. Then by the proof of Proposition 3.3, we have a $(k-1)$-trivial atlas covering $\mathcal{W}_{0}$. Without loss of generality, we can assume that $\mathcal{W}_{0}=\bar{C} \backslash K$ where $K$ is a strongly pseudoconvex neighborhood of the vertex $o \in \bar{C}$. Then we also have a $(k-1)$-trivial atlas covering $\mathcal{W}_{0} \backslash D=C \backslash K$. In particular, this atlas covers the annulus $Y=\left(C \backslash \bar{K}_{c_{1}}\right) \cap \stackrel{\circ}{K}_{c_{2}}$. By Proposition 2.15, we get $\operatorname{Ord}\left(\mathcal{X}^{\circ}\right) \geq k$. Moreover from Proposition 3.3, we get a cohomology class $\theta_{k} \in H^{1}\left(L, \Theta_{L}\right)$ with weight $-k$, which is represented by a cocycle $\left\{\left(\theta_{k}\right)_{\beta \alpha}\right\}$. Proposition 2.15 yields that

$$
\left(\mu_{1} \circ \tau_{U}\right)\left(\mathbf{K S}_{X^{\circ}}^{(k)}\right)=\left.\theta_{k}\right|_{Y}
$$

where $Y$ again denotes the annulus and $\mu_{1}, \tau_{U}$ are from the diagram (2.34). But $\left.\theta_{k}\right|_{Y}=\mu_{1}\left(\left.\theta_{k}\right|_{U}\right)$. So thanks to the injectivity of both $\tau_{U}$ and $\mu_{1}$, we may reduce to proving that the class $\vartheta_{k}:=\left.\theta_{k}\right|_{U} \in H^{1}\left(U, \Theta_{U}\right)$ is not zero.

By Proposition 3.3, we know that $\mathfrak{T}_{k}\left(\theta_{k}\right)=\mathfrak{g}_{k}$ is the obstruction to $k$-splitting relative to $\rho_{k-1}$. So if the embedding is not $k$-splitting with respect to $\rho_{k-1}$, then $\theta_{k}$ is nonzero. Now the claim follows from Lemma 4.6.

## COROLLARY 4.4

Assume that $\operatorname{dim} D=n-1 \geq 2$. If $D$ is $(k-1)$-comfortably embedded and not $k$ comfortably embedded, then the following holds.
(1) $\operatorname{Ord}\left(\mathcal{X}^{\circ}\right)=k=-w\left(\mathcal{X}^{\circ}\right)$; that is, Theorem 1.5 is true.
(2) For any $l<k$ and any $(l-1)$ th-order lifting $\rho_{l-1}: \mathcal{O}_{D} \rightarrow \mathcal{O}_{X} / \mathfrak{l}_{D}^{l}$, there exists $a(k-1)$ th-order lifting $\rho_{k-1}: \mathcal{O}_{D} \rightarrow \mathcal{O}_{X} / \mathcal{d}_{D}^{k}$ such that $\phi_{k-1 . l-1}\left(\rho_{k-1}\right)=\rho_{l-1}$, where $\phi_{k-1, l-1}: \mathcal{O}_{X} / \ell_{D}^{k} \rightarrow \mathcal{O}_{X} / \ell_{D}^{l}$ is the natural map.

Proof
We first recall Remark A.7. If $\operatorname{dim} D \geq 2$ and $D$ is ample, then $H^{1}\left(D, N_{D} \otimes d_{D}^{k+1} /\right.$ $\left.\ell_{D}^{k+2}\right)=H^{1}\left(D, L_{D}^{-k}\right)=0$ for any $k \geq 1$ by the Kodaira-Nakano vanishing theorem. So there is no obstruction to $k$-comfortably embedded relative to any $k$ th-order lifting. As a consequence, $k$-comfortable is equivalent to $k$-splitting for any $k \geq 0$, and is also equivalent to $k$-linearizable for all $k \geq 0$.

By the assumption, we know that $(X, D)$ is $(k-1)$-splitting but not $k$-splitting, and hence there exists a comfortable pair $\left(\rho_{k-1}, \boldsymbol{v}_{k-1}\right)$ such that there is no $k$ th-order lifting relative to $\rho_{k-1}$. So the first statement holds by Proposition 4.3.

Suppose that for some $l<k$, there exists an $(l-1)$ th-order lifting $\rho_{l-1}$ that cannot be lifted to a $(k-1)$-order lifting. By choosing the maximal $l$ and using Remark A.7, we can assume that there is a comfortable pair ( $\rho_{l-1}, \boldsymbol{v}_{l-1}$ ) such that $\rho_{l-1}$ cannot be lifted to an $l$ th-order lifting. By Proposition 4.3, we get $w(X, D)=$ $-l>-k$, which contradicts Corollary 4.4(1).

## Remark 4.5

We will see in Proposition 4.9 that Corollary 4.4(2) is not necessarily true if $n=2$.

## LEMMA 4.6

For $k \geq 1$, the natural restriction map induces an isomorphism $H^{1}\left(L, \Theta_{L}\right)(-k) \xrightarrow{\cong}$ $H^{1}\left(U, \Theta_{U}\right)(-k)$.

## Proof

This is already clear by the homogeneity argument as in the proof of Lemma 3.2. Indeed, we just need to construct an inverse of the natural morphism. Let $\theta_{k} \in$ $H^{1}\left(U, \Theta_{U}\right)(-k)$. Then by the same argument as in the proof of Lemma 3.2, we can assume that $\theta_{k}$ is represented by a weight $(-k)$ cocycle

$$
\left(\theta_{k}\right)_{\beta \alpha}=\sum_{r=1}^{m} b_{\beta \alpha}^{r}(w) \frac{\partial}{\partial w_{\beta}^{r}}+\sum_{p=m+1}^{n} c_{\beta \alpha}^{p}(w) \frac{\partial}{\partial w_{\beta}^{p}} .
$$

Since $\frac{\partial}{\partial w_{\beta}^{r}}$ (resp., $\frac{\partial}{\partial w_{\beta}^{D}}$ ) has weight 1 (resp., 0 ), we know that $b_{\beta \alpha}^{r}$ (resp., $c_{\beta \alpha}^{p}$ ) is homogeneous of degree $(k+1)$ (resp., $k$ ) in $w^{\prime}=\left\{w_{\beta}^{r}\right\}$. Because $k \geq 1, \theta_{k}$ can be extended to become a cocycle $H^{1}\left(L, \Theta_{L}\right)(-k)$. This defines the inverse of the restriction morphism.

## Remark 4.7

We sketch a slightly more conceptual proof by using the Dolbeault cohomology. On the total space $L$, we have the exact sequence

$$
\begin{equation*}
0 \rightarrow \pi_{L}^{*} L \rightarrow \Theta_{L} \rightarrow \pi_{L}^{*} \Theta_{D} \rightarrow 0 \tag{4.7}
\end{equation*}
$$

By restricting this exact sequence to $U=L \backslash D$, we have a similar exact sequence on $U$. So we get a commutative diagram of long exact sequences:


For any $k \geq 0$, we have the weight-( $-k$ ) pieces of the cohomology groups under the natural $\mathbb{C}^{*}$-action:

$$
\begin{aligned}
H^{p}\left(L, \pi_{L}^{*} L\right)(-k) & =H^{p}\left(D, L^{-k}\right), \\
H^{p}\left(L, \pi_{L}^{*} \Theta_{D}\right)(-k) & =H^{p}\left(D, \Theta_{D} \otimes L^{-k}\right) ; \\
H^{p}\left(U, \pi_{U}^{*} L\right)(-k) & =H^{p}\left(D, L^{-k}\right), \\
H^{p}\left(U, \pi_{U}^{*} \Theta_{D}\right)(-k) & =H^{p}\left(D, \Theta_{D} \otimes L^{-k}\right) .
\end{aligned}
$$

If we were to work in the algebraic category, the weight decomposition is directly obtained by using a projection formula as in [4, Section 11]. Since we are working in the analytic category, we need to be more careful as we now explain. Since the arguments to get the decompositions are the same, we just explain the first identity. Using the isomorphism between Dolbeault cohomology and sheaf cohomology, any cohomology class $\alpha \in H^{p}\left(L, \pi_{L}^{*} L\right)$ is represented by a $\bar{\partial}$-closed $\pi_{L}^{*} L$-valued ( $0, p$ )-form denoted by $\eta$. For any point $p \in D$, we first choose local holomorphic coordinates $\left\{z^{i}, \xi\right\}$, where the $\left\{z^{i}\right\}$ 's are holomorphic coordinates on $D$ and $\xi$ is a linear coordinate along the fiber associated to a local trivializing holomorphic section $s$. By using the Fourier expansion along the circle $|\xi|=$ constant and extending to the whole $U$, one can show that $\eta$ can be expressed as a convergent sum:

$$
\begin{aligned}
\eta= & \sum_{m \in \mathbb{N}_{0},|I|=p}\left[A_{m, I}^{\prime}\left(z,|\xi|^{2}\right) \xi^{m}+A_{\bar{m}, I}^{\prime}\left(z,|\xi|^{2}\right) \bar{\xi}^{m}\right] s d \bar{z}^{I} \\
& +\bar{\partial}\left(\sum_{m \in \mathbb{N}_{0},|J|=p-1}\left[B_{m, J}^{\prime}\left(z,|\xi|^{2}\right) \xi^{m-1}+B_{\bar{m}, J}^{\prime}\left(z,|\xi|^{2}\right) \bar{\xi}^{m+1}\right] s d \bar{z}^{J}\right) \\
= & \eta^{\prime}+\bar{\partial} \zeta .
\end{aligned}
$$

Furthermore, by using the fact that $\bar{\partial} \eta^{\prime}=0$, one can see that $A_{m, I}^{\prime}\left(z,|\xi|^{2}\right)$ and $A_{\bar{m}, I}^{\prime}\left(z,|\xi|^{2}\right)|\xi|^{2 m}$ are constants in $\xi$. In particular, by smoothness, $A_{\bar{m}, I}^{\prime}=0$ for all $m \in \mathbb{N}_{0}$. So we see that $\eta$ is $\bar{\partial}$-cohomologous to a $(0, p)$-form of the form

$$
\eta^{\prime}=\sum_{m \in \mathbb{N}_{0}} \sum_{|I|=p} A_{m, I}^{\prime}(z) \xi^{m} s d \bar{z}^{I}=: \sum_{m} \eta_{m}
$$

$\mathbb{C}^{*}$ acts on $\eta^{\prime}$ by $t \circ \eta^{\prime}=\sum_{m} t^{m-1} \eta_{m}^{\prime}$. Using the $\bar{\partial}$-closedness of $\eta^{\prime}$, it is easy to see that each component $\eta_{m}^{\prime}$ is $\bar{\partial}$-closed. We have that $\eta^{\prime}$ is of weight $-k$ if and only if $\eta^{\prime}=\eta_{k+1}^{\prime}=\sum_{|I|=p} A_{k+1, I}^{\prime} \xi^{k+1} s d \bar{z}^{I}$ which represents a cohomology class $\alpha \in H^{p}\left(D, L^{-k}\right)$. We can now extract the weight $(-k)$-part from (4.8) to get exact sequences:


The statement then follows from the five lemma.

## Remark 4.8

If we rewrite the statement of Proposition 3.3 by using the isomorphism of Lemma 4.6, then we get the exact sequence

$$
\begin{equation*}
H^{1}\left(D, L^{-k}\right) \xrightarrow{\mathfrak{N}_{k}^{\circ}} H^{1}\left(U, \Theta_{U}\right)(-k) \xrightarrow{\mathfrak{T}_{k}^{\circ}} H^{1}\left(D, \Theta_{D} \otimes L^{-k}\right) \tag{4.10}
\end{equation*}
$$

such that (1) $\mathfrak{T}_{k}^{\circ}\left(\vartheta^{(k)}\right)=\mathfrak{g}_{k}$ is the obstruction to $k$-splitting, and (2) if $\mathfrak{T}_{k}^{\circ}\left(\vartheta^{(k)}\right)=0$, then there is a $k$ th-order lifting $\rho_{k}$ and $\vartheta^{(k)}=\mathfrak{N}_{k}^{\circ}\left(\mathfrak{h}^{(k)}\right)$, where $\mathfrak{h}^{(k)}$ is the obstruction to $k$-comfortably embedding with respect to $\rho_{k}$.

### 4.3. 2-dimensional examples and a remark on comfortable embedding

As mentioned in the Introduction and recalled in Section A. 1 of the Appendix, Abate, Bracci, and Tovena in [1] gave a detailed study of various conditions of embedding: $k$-linearizable, $k$-splitting, and $k$-comfortable embedding. In order to talk about $k$ comfortable embedding, we need to assume $k$-splitting (see Definition A.4). Under this assumption, we can study whether the embedding is comfortable with respect to any $k$ th-order lifting. In [1, Remark 3.4], the authors asked whether $k$-comfortable embedding with respect to one $k$ th-order lifting implies $k$-comfortable embedding with respect to any other $k$ th-order lifting. Here we give a simple example showing that the answer to this question is in general negative.

## PROPOSITION 4.9

For the diagonal embedding $D=\Delta\left(\mathbb{P}^{1}\right) \hookrightarrow X=\mathbb{P}^{1} \times \mathbb{P}^{1}$, the following conditions hold.
(i) It is $k$-splitting for any $k \geq 1$.
(ii) The set of all first-order liftings is parameterized by $\mathbb{C}$. So we can denote by $\rho_{1}^{a}$ the first-order lifting corresponding to any $a \in \mathbb{C}$.
(iii) There exists a second-order lifting $\rho_{2}$ satisfying $\phi_{2,1} \circ \rho_{2}=\rho_{1}^{a}$ if and only if $a=0$.
(iv) The embedding is 1-comfortable with respect to $\rho_{1}^{a}$ if and only if $a=-1 / 2$.
(v) The embedding is 1-linearizable but not 2-linearizable.

## Remark 4.10

This diagonal embedding is 2 -splitting and 1-comfortable, but the embedding is only 1 -linearizable. This does not contradict Theorem A.9, since the 1-comfortable embedding is with respect to $\rho_{1}^{-1 / 2}$ which cannot be lifted to a second-order lifting.

## Proof of Proposition 4.9

Because there is a projection morphism onto the first factor $p_{1}: X=\mathbb{P}^{1} \times \mathbb{P}^{1} \rightarrow$ $\mathbb{P}^{1}$, we see that there is a natural $k$ th-order lifting $\rho_{k}: \mathcal{O}_{D} \rightarrow \mathcal{O}_{X} / \Omega_{D}^{k+1}$ given by $\phi_{\infty, k} \circ p_{1}^{*} \circ \Delta^{*}$, where $p_{1}^{*}: \mathcal{O}_{D} \rightarrow \mathcal{O}_{X}$ is the pullback and $\phi_{\infty, k}: \mathcal{O}_{X} \rightarrow \mathcal{O}_{X} / \ell_{D}^{k+1}$ is the natural quotient map. So the embedding is $k$-splitting for any $k \geq 1$. Since any embedding is 0 -comfortable, we know that the embedding is 1 -linearizable by Theorem A.9. So we get (i) and the first half of (v).

We will quickly show that the embedding is not comfortable with respect to the natural first-order lifting $\rho_{1}$. We first construct an atlas near $D$. Choose the open covering of $\mathbb{P}^{1} \times \mathbb{P}^{1}$,

$$
\mathfrak{V}=\left\{U_{i} \times U_{j} ; 1 \leq i, j \leq 2\right\},
$$

with (we denote $\mathbb{P}^{1}=\mathbb{C} \cup\{\infty\}$ with $|\infty|=+\infty$ )

$$
U_{1}=\left\{z \in \mathbb{P}^{1} ;|z|<2\right\}, \quad U_{2}=\left\{z \in \mathbb{P}^{1} ;|z|>1 / 2\right\} .
$$

Then $S=\Delta\left(\mathbb{P}^{1}\right)$ is covered by two open sets $\left\{V_{i}:=U_{i} \times U_{i} ; i=1,2\right\}$. We define the new coordinate functions by

$$
\begin{aligned}
V_{1}=\left\{\left(z, z^{\prime}\right) \in \mathbb{P}^{1} \times \mathbb{P}^{1} ;|z|<2,\left|z^{\prime}\right|<2\right\} & \rightarrow \mathbb{C}^{2}, \\
\left(z, z^{\prime}\right) & \mapsto\left(y_{1}=z-z^{\prime}, z_{1}=z\right), \\
V_{2}=\left\{\left(z, z^{\prime}\right) \in \mathbb{P}^{1} \times \mathbb{P}^{1} ;|z|>1 / 2,\left|z^{\prime}\right|>1 / 2\right\} & \rightarrow \mathbb{C}^{2}, \\
\left(z, z^{\prime}\right) & \mapsto\left(y_{2}=z^{-1}-z^{\prime-1}, z_{2}=z^{-1}\right) .
\end{aligned}
$$

So we have $D \cap V_{i}=\left\{y_{i}=0\right\}$. If $V^{\prime}$ is a small neighborhood of $S=\Delta\left(\mathbb{P}^{1}\right)$, then on the intersection $V_{1} \cap V_{2} \cap V^{\prime}$, the transition functions are given by

$$
\begin{equation*}
y_{2}=-\frac{y_{1}}{z_{1}\left(z_{1}-y_{1}\right)}=-\frac{y_{1}}{z_{1}^{2}}-\frac{y_{1}^{2}}{z_{1}^{3}}+R_{3}, \quad z_{2}=z_{1}^{-1} \tag{4.11}
\end{equation*}
$$

In the above expansion, we assume that $y_{1}$ is sufficiently small, and we denote by $R_{3}$ a term belonging to $l_{D}^{3}$. It is immediate to see that this atlas is adapted to the natural first-order lifting $\rho_{1}$ where we have

$$
\rho_{1}\left(z_{1}\right)=\left[z_{1}\right]_{2} \quad \text { on } V_{1} \cap V^{\prime}, \quad \rho_{1}\left(z_{2}\right)=\left[z_{2}\right]_{2} \quad \text { on } V_{2} \cap V^{\prime} .
$$

The obstruction to 1 -comfortable embedding is given by

$$
\begin{equation*}
\left(\mathfrak{h}_{1}^{\rho_{1}}\right)_{21}=-\frac{\left[y_{1}^{2}\right]_{3}}{z_{1}^{3}} \frac{\partial}{\partial y_{2}} \in H^{0}\left(U_{1} \cap U_{2}, N_{D} \otimes \ell_{D}^{2} / d_{D}^{3}\right) . \tag{4.12}
\end{equation*}
$$

Here we consider $\frac{\partial}{\partial y_{2}}$ and $\frac{\partial}{\partial y_{1}}$ as local generators of $N_{D}$, so that we have $\frac{\partial}{\partial y_{2}}=$ $-z_{1}^{2} \frac{\partial}{\partial y_{1}}$ on $U_{1} \cap U_{2}$. We claim that $\mathfrak{h}_{1}^{\rho_{1}}$ represents a nonzero cohomology class in $H^{1}\left(D, N_{D} \otimes \ell_{D}^{2} / \downarrow_{D}^{3}\right) \cong H^{1}\left(\mathbb{P}^{1}, \mathcal{O}_{\mathbb{P}^{1}}(-2)\right)=\mathbb{C}$. Otherwise, we can write

$$
-\frac{\left[y_{1}^{2}\right]_{3}}{z_{1}^{3}} \frac{\partial}{\partial y_{2}}=a\left[y_{1}^{2}\right]_{3} \frac{\partial}{\partial y_{1}}-b\left[y_{2}^{2}\right]_{3} \frac{\partial}{\partial y_{2}} \quad \text { on } U_{1} \cap U_{2}
$$

where $a=a\left(z_{1}\right)$ is analytic in $z_{1}$ and $b=b\left(z_{1}^{-1}\right)$ is analytic in $z_{2}=z_{1}^{-1}$. Using the change of coordinates, we arrive at an equation

$$
-\frac{1}{z_{1}}=a\left(z_{1}\right)-\frac{b\left(z_{1}^{-1}\right)}{z_{1}^{2}}
$$

which obviously has no solutions by looking at the Laurent expansion. So we get that $D \hookrightarrow X$ is not 1 -comfortably embedded with respect to $\rho_{1}$.

Let us find all possible first-order liftings, that is, homomorphisms of sheaves of rings $\rho: \mathcal{O}_{D}=\mathcal{O}_{X} / \ell_{D} \rightarrow \mathcal{O}_{X} / \ell_{D}^{2}$ with $\phi_{1,0} \circ \rho=$ Id. On $U_{1}$, we can write $\rho\left(z_{1}\right)=$ $\left[z_{1}+a\left(z_{1}\right) y_{1}\right]_{2}$ with $a\left(z_{1}\right)$ analytic in $z_{1}$ and $\rho\left(z_{2}\right)=\left[z_{2}+b\left(z_{2}\right) y_{2}\right]_{2}$ with $b\left(z_{2}\right)$ analytic in $z_{2}=z_{1}^{-1}$. Since $\rho$ is a homomorphism of sheaves of rings, we must have

$$
\begin{aligned}
1 & =\rho\left(z_{1} z_{2}\right) \\
& =\left[z_{1} z_{2}+a\left(z_{1}\right) z_{1} y_{1}+b\left(z_{2}\right) z_{2} y_{2}\right]_{2} \\
& =1+a\left(z_{1}\right) z_{1}\left[y_{1}\right]_{2}+b\left(z_{2}\right) z_{2}\left[y_{2}\right]_{2} \quad \text { over } U_{1} \cap U_{2} .
\end{aligned}
$$

Since we have $\left[y_{2}\right]_{2}=-\left[y_{1}\right]_{2} z_{1}^{-2}$ by (4.11), we get $\left(a\left(z_{1}\right)-b\left(z_{2}\right)\right) z_{1}\left[y_{1}\right]_{2}=0$. So we must have that $a\left(z_{1}\right)=b\left(z_{2}\right)=a=$ constant. Thus we get (ii). We will denote the corresponding first-order lifting by $\rho_{1}^{a}$.

Now for any fixed first-order lifting $\rho^{a}$, it is easy to find an atlas adapted to it. We simply need to make a coordinate change:

$$
\begin{array}{lll}
\hat{z}_{1}=z_{1}+a y_{1}, & \hat{y}_{1}=y_{1} & \text { on } V_{1} \\
\hat{z}_{2}=z_{2}+a y_{2}, & \hat{y}_{2}=y_{2} & \text { on } V_{2} . \tag{4.13}
\end{array}
$$

We can calculate the new transition function

$$
\begin{equation*}
\hat{y}_{2}=-\frac{\hat{y}_{1}}{\hat{z}_{1}^{2}}-(2 a+1) \frac{\hat{y}_{1}^{2}}{\frac{z_{1}^{3}}{3}}+R_{3}, \quad \hat{z}_{2}=\hat{z}_{1}^{-1}-\left(a^{2}+a\right) \frac{\hat{y}_{1}^{2}}{\hat{z}_{1}^{3}}+R_{3}, \tag{4.14}
\end{equation*}
$$

where $R_{3}$ denotes terms in $\ell_{D}^{3}$. So we see that the obstruction to 1-comfortable embedding with respect to $\rho_{1}^{a}$ is equal to $(2 a+1) \mathfrak{h}_{1}^{\rho_{1}}$ (see (4.12)). From the above we have seen that $H^{1}\left(D, N_{D} \otimes d_{D}^{2} / d_{D}^{3}\right) \cong \mathbb{C}$ is generated by $\mathfrak{h}_{1}^{\rho_{1}}$. So the embedding is comfortable with respect to $\rho_{1}^{a}$ if and only if $a=-1 / 2$. So we get (iii).

Furthermore, we can calculate the obstruction to existence of second-order lifting $\rho_{2}^{a}$ such that $\phi_{2,1} \circ \rho_{2}^{a}=\rho_{1}^{a}$ :

$$
\left(\mathfrak{g}_{2}^{\rho_{1}^{a}}\right)_{21}=-a^{2} \frac{\left[y_{1}^{2}\right]_{3}}{z_{1}^{3}} \frac{\partial}{\partial z_{2}} \in H^{0}\left(U_{1} \cap U_{2}, \Theta_{D} \otimes l_{D}^{2} / l_{D}^{3}\right)
$$

By similar reasoning as before, we can see that $H^{1}\left(D, \Theta_{D} \otimes \ell_{D}^{2} / \downarrow_{D}^{3}\right)=H^{1}\left(\mathbb{P}^{1}\right.$, $\left.\Theta_{\mathbb{P}^{1}} \otimes \mathcal{O}_{\mathbb{P}^{1}}(-4)\right) \cong \mathbb{C}$ is generated by the cohomology $\mathfrak{g}_{2}^{\rho_{1}^{a}}$ if and only if $a \neq 0$. So we get (iv).

If the embedding is 2 -linearizable, then it is 2 -splitting and 1-comfortable with respect to the induced 1 -splitting (see Theorem A.9). But from (ii)-(iv), we see that no such kind of 1 -splitting exists. So we get the second half of (v).

## Remark 4.11

By (4.13), it is clear that the special value $a=-1 / 2$ corresponds to the (most) "symmetric" coordinate atlas

$$
\begin{aligned}
& V_{1} \ni\left(z, z^{\prime}\right) \mapsto\left(z-z^{\prime}, \frac{1}{2}\left(z+z^{\prime}\right)\right)=\left(\hat{y}_{1}, \hat{z}_{1}\right) \\
& V_{2} \ni\left(z, z^{\prime}\right) \mapsto\left(z^{-1}-z^{\prime-1}, \frac{1}{2}\left(z^{-1}+z^{\prime-1}\right)\right)=\left(\hat{y}_{2}, \hat{z}_{2}\right),
\end{aligned}
$$

for which (see (4.14)) the transition functions are given by

$$
\hat{y}_{2}=-\frac{\hat{y}_{1}}{\hat{z}_{1}^{2}-\frac{1}{4} \hat{y}_{1}^{2}}=-\frac{\hat{y}_{1}}{\hat{z}_{1}^{2}}-\frac{1}{4} \frac{\hat{y}_{1}^{3}}{\hat{z}_{1}^{4}}+R_{5}, \quad \hat{z}_{2}=\frac{\hat{z}_{1}}{\hat{z}_{1}^{2}-\frac{1}{4} \hat{y}_{1}^{2}}=\frac{1}{\hat{z}_{1}}+\frac{1}{4} \frac{\hat{y}_{1}^{2}}{\hat{z}_{1}^{3}}+R_{4}
$$

So this is indeed a 1-comfortable atlas (see Theorem A.8).

## Remark 4.12

By Theorem A.3, 1-comfortable embedding is equivalent to the splitting of the exact sequence

$$
\begin{equation*}
0 \rightarrow \ell_{D}^{2} / \ell_{D}^{3} \rightarrow \ell_{D} / \ell_{D}^{3} \rightarrow \ell_{D} / \ell_{D}^{2} \rightarrow 0 \tag{4.15}
\end{equation*}
$$

This is an a priori sequence of sheaves of $\mathcal{O}_{X} / \ell_{D}^{2}$-modules. $\ell_{D}^{2} / \ell_{D}^{3}$ and $\ell_{D} / \ell_{D}^{2}$ are natural $\mathcal{O}_{D}$-modules. $\ell_{D} / \ell_{D}^{3}$ becomes an $\mathcal{O}_{D}$-module depending on the first-order lifting (ring homomorphism) $\rho_{1}^{a}: \mathcal{O}_{D} \rightarrow \mathcal{O}_{X} / \mathscr{L}_{D}^{2}$. Proposition 4.9(iv) is equivalent to saying that (4.15) splits as an exact sequence of $\mathcal{O}_{D}$-modules thus obtained if and
only if $a=-1 / 2$. This can also be verified directly using the expressions $\rho_{1}^{a}\left(z_{1}\right)=$ $\left[z_{1}+a y_{1}\right]_{2}$ on $V_{1}$ and $\rho_{1}^{a}\left(z_{2}\right)=\left[z_{2}+a y_{2}\right]_{2}$ on $V_{2}$.

## Remark 4.13

If we denote by $w_{i}$ the fiber variables of $N_{D}$ satisfying $w_{2}=-z_{1}^{-2} w_{1}$, then using the notation in Lemma 3.2, we have $\theta_{1}^{a}=\mathfrak{N}_{1}\left(\mathfrak{h}_{1}^{\rho_{1}^{a}}\right)=0$ and $\mathfrak{T}_{2}\left(\left(_{2}^{c-1 / 2}\right)=\mathfrak{g}_{2}^{\rho_{1}^{-1 / 2}} \neq 0\right.$, where

$$
\begin{aligned}
\left(\theta_{1}^{a}\right)_{21} & =-(2 a+1) \frac{w_{1}^{2}}{z_{1}^{3}} \frac{\partial}{\partial w_{2}} \\
& =(2 a+1)\left(\frac{1}{2} w_{2} \frac{\partial}{\partial z_{2}}-\frac{1}{2} w_{1} \frac{\partial}{\partial z_{1}}\right) \in H^{0}\left(\hat{U}_{1} \cap \hat{U}_{2}, \Theta_{N_{D}}\right)(-1)
\end{aligned}
$$

and

$$
\left(\theta_{2}^{-1 / 2}\right)_{21}=-\frac{1}{4} \frac{w_{1}^{2}}{z_{1}^{3}} \frac{\partial}{\partial z_{2}} \in H^{0}\left(\hat{U}_{1} \cap \hat{U}_{2}, \Theta_{N_{D}}\right)(-2)
$$

Notice that the central fiber of $\mathcal{X}$ from the contracted deformation to the normal cone is $\bar{C}\left(\mathbb{P}^{1}, \mathcal{O}_{\mathbb{P}^{1}}(2)\right) \cong \mathbb{P}(1,1,2)$. So by Proposition 4.3, we get the following corollary (see Example 5.2).

## COROLLARY 4.14

The contracted deformation to the normal cone associated with $\left(\mathbb{P}^{1} \times \mathbb{P}^{1}, \Delta\left(\mathbb{P}^{1}\right)\right)$ degenerates $\mathbb{P}^{1} \times \mathbb{P}^{1}$ to $\mathbb{P}(1,1,2)$. The weight of this deformation is -2 .

Similarly, we can deal with the case $D_{2}=\left\{Z_{0}^{2}+Z_{1}^{2}+Z_{2}^{2}=0\right\} \hookrightarrow X_{2}=\mathbb{P}^{2}$. For this, we notice that there is a two-fold branched covering:

$$
\begin{aligned}
p_{2}: \mathbb{P}^{1} \times \mathbb{P}^{1} \longrightarrow & \mathbb{P}^{2} \\
\left(\left[X_{0}, X_{1}\right],\left[Y_{0}, Y_{1}\right]\right) \mapsto & {\left[X_{0} Y_{0}+X_{1} Y_{1}, \sqrt{-1}\left(X_{0} Y_{0}-X_{1} Y_{1}\right),\right.} \\
& \left.\sqrt{-1}\left(X_{0} Y_{1}+X_{1} Y_{0}\right)\right] .
\end{aligned}
$$

The branch locus is exactly $\Delta\left(\mathbb{P}^{1}\right)$ with $p_{2}\left(\Delta\left(\mathbb{P}^{1}\right)\right)=D_{2}$. Using this covering structure, it is easy to obtain two open sets $\left\{V_{1}, V_{2}\right\}$ covering $D_{2}$ :

$$
\begin{aligned}
V_{1}=\left(U_{1} \times U_{1}\right) / \mathbb{Z}^{2} & \rightarrow \mathbb{C}^{2}, \\
\left(z, z^{\prime}\right) & \mapsto\left(y_{1}=\frac{1}{4}\left(z-z^{\prime}\right)^{2}, z_{1}=\frac{1}{2}\left(z+z^{\prime}\right)\right), \\
V_{2}=\left(U_{2} \times U_{2}\right) / \mathbb{Z}^{2} & \rightarrow \mathbb{C}^{2}, \\
\left(z, z^{\prime}\right) & \mapsto\left(y_{2}=\frac{1}{4}\left(z^{-1}-z^{\prime-1}\right)^{2}, z_{2}=\frac{1}{2}\left(z^{-1}+z^{\prime-1}\right)\right) .
\end{aligned}
$$

The transition function over $V_{1} \cap V_{2}$ is given by

$$
y_{2}=\frac{y_{1}}{\left(z_{1}^{2}-y_{1}\right)^{2}}=\frac{y_{1}}{z_{1}^{4}}+\frac{2 y_{1}^{2}}{z_{1}^{6}}+R_{3}, \quad z_{2}=\frac{z_{1}}{z_{1}^{2}-y_{1}}=\frac{1}{z_{1}}+\frac{y_{1}}{z_{1}^{3}}+R_{2} .
$$

So this atlas is a 0 -comfortable one. The associated $\theta_{1} \in H^{1}\left(D_{2}, N_{D_{2}}\right)(-1)$ is represented by

$$
\left(\theta_{1}\right)_{21}=\frac{2 w_{1}^{2}}{z_{1}^{6}} \frac{\partial}{\partial w_{2}}+\frac{w_{1}}{z_{1}^{3}} \frac{\partial}{\partial z_{2}} \in H^{0}\left(\hat{U}_{1} \cap \hat{U}_{2}, \Theta_{N_{D_{2}}}\right)
$$

where the $w_{i}$ 's are fiber variables of $N_{D_{2}} \cong \mathcal{O}_{\mathbb{P}^{1}}$ (4) satisfying $w_{2}=z_{1}^{-4} w_{1}$. So we have

$$
\left(\mathfrak{g}_{1}\right)_{21}=\left(\mathfrak{T}_{1}\left(\theta_{1}\right)\right)_{21}=\frac{\left[w_{1}\right]_{2}}{z_{1}^{3}} \frac{\partial}{\partial z_{2}} \in H^{0}\left(U_{1} \cap U_{2}, \Theta_{D_{2}} \otimes \ell_{D_{2}} / \ell_{D_{2}}^{2}\right) .
$$

In the Čech cohomology $\check{H}^{1}\left(\left\{U_{1}, U_{2}\right\}, \Theta_{D_{2}} \otimes \ell_{D_{2}} / \ell_{D_{2}}^{2}\right)$, any coboundary can be represented by

$$
a\left(z_{1}\right)\left[w_{1}\right]_{2} \frac{\partial}{\partial z_{1}}-b\left(z_{2}\right)\left[w_{2}\right]_{2} \frac{\partial}{\partial z_{2}}=\left(\frac{-a\left(z_{1}\right)}{z_{1}^{2}}-\frac{b\left(z_{1}^{-1}\right)}{z_{1}^{4}}\right)\left[w_{1}\right]_{2} \frac{\partial}{\partial z_{2}}
$$

Since $a\left(z_{1}\right)$ (resp., $b\left(z_{1}^{-1}\right)$ ) is analytic in $z_{1}$ (resp., $z_{1}^{-1}$ ), the term in the bracket of the right-hand side cannot contain any $z_{1}^{-3}$-term. So we see that $H^{1}\left(D_{2}, \Theta_{D_{2}} \otimes\right.$ $\left.\ell_{D_{2}} / \ell_{D_{2}}^{2}\right) \cong H^{1}\left(\mathbb{P}^{1}, \mathcal{O}_{\mathbb{P}^{1}}(-2)\right) \cong \mathbb{C}$ is generated by $\mathfrak{g}_{1} \neq 0$. Because $\mathfrak{g}_{1}$ is the obstruction to 1 -splitting (see Proposition A.2), we obtain that the embedding is not even 1 -splitting and hence not 1-linearizable. In this case, $\mathcal{X}_{0}=\bar{C}\left(\mathbb{P}^{1}, \mathcal{O}_{\mathbb{P}^{1}}(4)\right) \cong$ $\mathbb{P}(1,1,4)$. So by Proposition 4.3, we obtain the following result.

PROPOSITION 4.15
We have that $D_{2}=\left\{Z_{0}^{2}+Z_{1}^{2}+Z_{2}^{2}=0\right\} \hookrightarrow \mathbb{P}^{2}$ is 0 -linearizable. The contracted deformation to normal cone associated to $\left(\mathbb{P}^{2}, D_{2}\right)$ degenerates $\mathbb{P}^{2}$ to $\mathbb{P}(1,1,4)$. The deformation weight $w(X, D)$ is equal to -1 .

## 5. Applications to AC Kähler metrics

In the first subsection, we explicitly compute the data of rotationally symmetric Kähler cone metrics on the affine cone. We also compare the norms with respect to a smooth metric (living on the projective cone) and norms with respect to the cone metric near the infinity divisor. This allows us to get the estimate in Proposition 1.3. In the second subsection, we combine this estimate with Conlon and Hein's estimates in (5.9) to get Corollary 1.4. We then calculate several examples to illustrate our results. In particular, we can indeed recover numerical quantities in examples of [10].

### 5.1. Proof of Proposition 1.3

First we review the Kähler cone metric on $C(D, L)$ given by the special Calabi ansatz $\omega_{0}=\sqrt{-1} \partial \bar{\partial} h^{\delta}$. Then $\omega_{0}$ is a Riemannian cone metric on $C(D, L)$ :

$$
g=d r^{2}+r^{2} g_{Y}
$$

where $Y$ is the associated circle bundle over $D$. To see this, we consider the coordinate chart on $\mathbb{P}\left(L^{-1} \oplus \mathbb{C}\right)$. Away from the infinity section $D_{\infty}$, we have the coordinate chart given by $\left(z,\left[\zeta_{\alpha} e_{\alpha}, 1\right]\right)=\left(z,\left[e_{\alpha}, \zeta_{\alpha}^{-1}\right]\right)=\left(z,\left[e_{\alpha}, \xi_{\alpha}\right]\right)$. Let $h=\left|e_{\alpha}\right|_{h}^{2}\left|\zeta_{\alpha}\right|^{2}=$ $a_{\alpha-}(z)\left|\zeta_{\alpha}\right|^{2}=\left(a_{\alpha+}(z)\left|\xi_{\alpha}\right|^{2}\right)^{-1}$. For simplicity, we will denote $\zeta=\zeta_{\alpha}, \xi=\xi_{\alpha}, a=$ $a_{\alpha-}=a_{\alpha+}^{-1}$. Then we can calculate

$$
\begin{align*}
\omega_{0} & =\sqrt{-1} \partial \bar{\partial} h^{\delta}=\delta h^{\delta} \omega_{D}+\delta^{2} h^{\delta} \frac{\nabla \zeta \wedge \overline{\nabla \zeta}}{|\zeta|^{2}} \\
& =\delta h^{\delta} \omega_{D}+\delta^{2} h^{\delta} \frac{\nabla \xi \wedge \overline{\nabla \xi}}{|\xi|^{2}} \tag{5.1}
\end{align*}
$$

where $\omega_{D}=\sqrt{-1} \partial \bar{\partial} \log h$ is a smooth Kähler metric on $D$, and we have used vertical and horizontal frames:

$$
d z^{i}, \nabla \zeta=d \zeta+\zeta a^{-1} \partial a \quad \stackrel{\text { dual }}{\Longleftrightarrow} \quad \nabla_{z^{i}}=\frac{\partial}{\partial z^{i}}-a^{-1} \frac{\partial a}{\partial z^{i}} \zeta \frac{\partial}{\partial \zeta}, \frac{\partial}{\partial \zeta}
$$

Under the $\{z, \xi\}$ coordinate, we have similarly

$$
\begin{aligned}
d z^{i}, \nabla \xi=d \xi-\xi a^{-1} \partial a & =-\zeta^{-2} \nabla \zeta \\
& \Longleftrightarrow \text { dual }^{\Longleftrightarrow} \nabla_{z^{i}}=\frac{\partial}{\partial z^{i}}+a^{-1} \frac{\partial a}{\partial z^{i}} \xi \frac{\partial}{\partial \xi}, \quad \frac{\partial}{\partial \xi}=-\zeta^{2} \frac{\partial}{\partial \zeta}
\end{aligned}
$$

To write the metric into a metric cone, we write $\zeta=\tilde{\rho} e^{i \theta}$. Then

$$
\nabla \zeta=d \zeta+\zeta a^{-1} \partial a=e^{i \theta}\left(d \tilde{\rho}+i \tilde{\rho} d \theta+\tilde{\rho} a^{-1} \partial a\right)=e^{i \theta}\left(d \tilde{\rho}+i \tilde{\rho}\left(d \theta-i a^{-1} \partial a\right)\right)
$$

So if we let $r=h^{\delta / 2}=\left(a(z)|\zeta|^{2}\right)^{\delta / 2}$ and $\nabla \theta=d \theta-J a^{-1} d a$, then it is easy to verify that the corresponding metric tensor is given by

$$
g_{\omega_{0}}=d r^{2}+r^{2}\left(\delta g_{\omega_{D}}+\delta^{2} \nabla \theta \otimes \nabla \theta\right)
$$

Note that $\nabla \theta$ is nothing but the connection form on the unit $S^{1}$-bundle in $L^{-1}$. Now we compare the norm of tensors on $U=L \backslash D$ with respect to two metrics $\omega_{0}$ and $\tilde{\omega}_{0}$, where $\tilde{\omega}_{0}$ is any smooth Kähler metric on a neighborhood of $D$ in $L$. For example, we can take

$$
\tilde{\omega}_{0}=\pi_{L}^{*} \omega_{D}+\epsilon \sqrt{-1} \partial \bar{\partial}\left(a_{+}(z)|\xi|^{2}\right)
$$

for small $\epsilon>0$. Suppose that $\Phi$ is a tensor of type ( $p=p_{h}+p_{v}, q=q_{h}+q_{v}$ ), that is,

$$
\Phi \in\left(T_{h}^{*} X\right)^{\otimes p_{h}} \otimes\left(T_{v}^{*} X\right)^{\otimes p_{v}} \otimes\left(T_{h} X\right)^{\otimes q_{h}} \otimes\left(T_{v} X\right)^{\otimes q_{v}}
$$

Then, by noticing that $h^{\delta / 2} \sim|\xi|^{-\delta}$, we have

$$
\begin{equation*}
\frac{|\Phi|_{\omega_{0}}}{|\Phi|_{\tilde{\omega}_{0}}} \sim|\xi|^{\delta p_{h}+(\delta+1) p_{v}-\delta q_{h}-(\delta+1) q_{v}} \tag{5.2}
\end{equation*}
$$

In particular, we get the following lemma.

## LEMMA 5.1

If $\Phi$ is tensor of type $(1,1)$, then

$$
\begin{aligned}
& \left|\Phi_{v}^{h}\right|_{\omega_{0}} \sim\left|\Phi_{v}^{h}\right| \tilde{\omega}_{0}|\xi|, \quad\left|\Phi_{h}^{v}\right| \omega_{0} \sim\left|\Phi_{h}^{v}\right| \tilde{\omega}_{0}|\xi|^{-1} \\
& \left|\Phi_{v}^{v}\right|_{\omega_{0}} \sim\left|\Phi_{v}^{v}\right|_{\tilde{\omega}_{0}}, \quad\left|\Phi_{h}^{h}\right| \omega_{0}=\left|\Phi_{h}^{h}\right|_{\tilde{\omega}_{0}}
\end{aligned}
$$

As a consequence, under the assumption that the embedding $D \hookrightarrow X$ is $(k-1)$ comfortable, we combine Lemma 5.1 with estimates (3.10) to get

$$
\begin{equation*}
|\Phi|_{\omega_{0}} \leq C_{0}|\xi|^{k} \sim C_{0} r^{-\frac{k}{\delta}} \tag{5.3}
\end{equation*}
$$

Next we compare the Christoffel symbols of the two metrics, which will be useful for converting the estimate of covariant derivatives with respect to $\omega_{0}$ to that with respect to $\tilde{\omega}_{0}$. See (6.2) and (6.3). To simplify the calculation, we can choose the coordinate $\left\{z_{\alpha}^{i}\right\}$ on $D$ and holomorphic frame such that

$$
\begin{aligned}
g_{i \bar{j}}^{D}(0) & =\omega_{D}\left(\partial_{z_{\alpha}^{i}}, \partial_{z_{\alpha}^{j}}\right)(0)=\delta_{i j}, \quad\left(\partial_{z_{\alpha}^{k}} g_{i \bar{j}}^{D}\right)(0)=0 ; \\
\left(\partial_{z_{\alpha}^{i}} a\right)(0) & =0, \quad\left(\partial_{z_{\alpha}^{i}} \partial_{z_{\alpha}^{j}} a\right)(0)=0 .
\end{aligned}
$$

Denote by index 0 the coordinate corresponding to $\xi=\xi_{\alpha}$. Then the components of the metric tensor associated with $\omega_{0}$ are given by

$$
g_{i \bar{j}}=\delta a^{\delta}|\xi|^{-2 \delta} \delta_{i j}, \quad g_{0 \overline{0}}=\delta^{2} a^{\delta}|\xi|^{-2(\delta+1)}, \quad g_{0 \bar{j}}=g_{j \overline{0}}=0
$$

So it is easy to calculate that

$$
\begin{aligned}
\left|d z_{\alpha}^{i}\right|_{\omega_{0}} & =\delta^{-1 / 2} a^{-\delta / 2}|\xi|^{\delta} \sim \frac{1}{|\xi|^{-\delta}}, \quad|d \xi|_{\omega_{0}}=\delta^{-1} a^{-\delta / 2}|\xi|^{(\delta+1)} \sim \frac{|\xi|}{|\xi|^{-\delta}}, \\
\Gamma_{i j}^{k} & =\Gamma_{i j}^{0}=\Gamma_{i 0}^{0}=\Gamma_{00}^{i}=0, \quad \Gamma_{i 0}^{j}=-\frac{\delta}{\xi} \delta_{i j}, \quad \Gamma_{00}^{0}=-\frac{\delta+1}{\xi} .
\end{aligned}
$$

In other words,

$$
\begin{aligned}
& \nabla \partial_{z_{\alpha}^{i}}=-\frac{\delta}{\xi} d \xi \otimes \partial_{z_{\alpha}^{i}}, \quad \nabla \partial_{\xi}=-\frac{\delta+1}{\xi} d z_{\alpha}^{i} \otimes \partial_{z_{\alpha}^{i}}-\frac{\delta+1}{\xi} d \xi \otimes \partial_{\xi} \\
& \nabla d z_{\alpha}^{i}=-\frac{\delta}{\xi}\left(d \xi \otimes d z_{\alpha}^{i}+d z_{\alpha}^{i} \otimes d \xi\right), \quad \nabla d \xi=-\frac{\delta+1}{\xi} d \xi \otimes d \xi
\end{aligned}
$$

So we see that

$$
\begin{align*}
& \left|\nabla_{\omega_{0}} \partial_{z_{\alpha}^{i}}\right|_{\omega_{0}} \leq C \sim \frac{\left|\partial_{z_{\alpha}^{i}}\right| \omega_{0}}{|\xi|^{-\delta}} \sim \frac{\left|\partial_{z_{\alpha}^{i}}\right| \omega_{0}}{r}  \tag{5.4}\\
& \left|\nabla_{\omega_{0}} \partial_{\xi}\right|_{\omega_{0}} \leq C|\xi|^{-1} \sim \frac{|\partial \xi|_{\omega_{0}}}{|\xi|^{-\delta}} \sim \frac{\left|\partial_{\xi}\right|_{\omega_{0}}}{r} \\
& \left|\nabla_{\omega_{0}} d z_{\alpha}^{i}\right|_{\omega_{0}} \leq C|\xi|^{2 \delta} \sim \frac{\left|d z_{\alpha}^{i}\right| \omega_{0}}{|\xi|^{-\delta}} \sim \frac{\left|d z_{\alpha}^{i}\right| \omega_{0}}{r} \\
& \left|\nabla_{\omega_{0}} d \xi\right|_{\omega_{0}} \leq C|\xi|^{1+2 \delta} \sim \frac{|d \xi| \omega_{0}}{|\xi|^{-\delta}} \sim \frac{|d \xi| \omega_{0}}{r} \tag{5.5}
\end{align*}
$$

The above estimates imply that each time we take a covariant derivative with respect to $\omega_{0}$, we get an extra decay factor $|\xi|^{\delta} \sim r^{-1}$. So by induction which starts from (5.3), we get the wanted estimate in Proposition 1.3:

$$
\begin{equation*}
\left|\nabla_{\omega_{0}}^{j} \Phi\right|_{\omega_{0}} \leq C_{j}|\xi|^{k+j \delta} \sim C_{j} r^{-\frac{k}{\delta}-j} \quad \text { for any } j \geq 0 \tag{5.6}
\end{equation*}
$$

### 5.2. Asymptotic rates of Tian and Yau's Ricci-flat metrics

In this subsection, we explain how to get Corollary 1.4. First we recall the CalabiYau cone metric on $C:=C(D, L)$ in the case in which $K_{D}^{-1}=\mu L$ for $\mu>0$ and $D$ has a Kähler-Einstein metric $\omega_{D}=\omega_{D}^{\mathrm{KE}} \operatorname{such}$ that $\operatorname{Ric}\left(\omega_{D}^{\mathrm{KE}}\right)=\mu \cdot \omega_{D}^{\mathrm{KE}}$. In this case, note that the Hermitian metric $h$ satisfies $\sqrt{-1} \partial \bar{\partial} \log h=\omega_{D}^{\mathrm{KE}}$. To find the Calabi-Yau cone metric, it is straightforward to calculate that

$$
\operatorname{Ric}\left(\omega_{0}\right)=-\sqrt{-1} \partial \bar{\partial} \log \omega_{0}^{n}=(-n \delta+\mu) \pi_{L}^{*} \omega_{D}^{\mathrm{KE}}
$$

where $n=\operatorname{dim} D+1$. So we get the exponent for the Calabi-Yau cone metric:

$$
\begin{equation*}
-K_{D}=\mu N_{D} \Longrightarrow \delta=\frac{\mu}{\operatorname{dim} D+1} \tag{5.7}
\end{equation*}
$$

Now assume that $X$ is a Fano manifold of dimension $n$ and that $D$ is a smooth divisor such that $-K_{X} \sim \alpha D$ with $\mathbb{Q} \ni \alpha>1$. By the adjunction formula, we get that $-K_{D}=-\left.K_{X}\right|_{D}-[D]=(\alpha-1)[D]=\left(1-\alpha^{-1}\right) K_{X}^{-1}$ is still ample, and so $D$ is also a Fano manifold. Assuming that $D$ has a Kähler-Einstein metric, Tian and Yau [32]
constructed an asymptotically conical (AC) Calabi-Yau Kähler metric $\omega_{\text {TY }}$ on $X \backslash D$ whose metric tangent cone at infinity is the conical Calabi-Yau metric on $C\left(D, N_{D}\right)$ discussed above with the exponent $\delta=\frac{\alpha-1}{n}$. See also [5]. More precisely, there is a diffeomorphism $\phi_{K}: C\left(D, N_{D}\right) \backslash B_{R}(o) \rightarrow(X \backslash D) \backslash K$ such that

$$
\begin{equation*}
\left\|\nabla_{\omega_{0}}^{j}\left(\phi_{K}^{*}\left(\omega_{\mathrm{TY}}\right)-\omega_{0}\right)\right\|_{C^{0}} \leq C r^{-\lambda-j} \quad \text { for } j \geq 0 . \tag{5.8}
\end{equation*}
$$

Here $K$ is a compact set in the noncompact manifold $M:=X \backslash D$ and $B_{R}(\underline{o})$ is the ball of radius $R$ around the vertex $\underline{o}$ of the metric cone.

A natural problem is to determine the optimal order (i.e., the number $\lambda$ in (5.8)) of such an AC Calabi-Yau metric. This issue was studied in detail by Cheeger and Tian in [8] and by Conlon and Hein in [10] and [11]. In [10] Conlon and Hein studied the estimates on solutions to the corresponding complex Monge-Ampère equation for Calabi-Yau metrics. If we denote by $\mathfrak{k}$ its Kähler class represented by $\omega_{T Y}$, then their estimate of the optimal rate is as follows (see [10] and [12, Remark 1.2]):

$$
\lambda_{\max } \geq \begin{cases}\min \left(2 n, \lambda_{1}\right) & \text { if } \mathfrak{k} \in H_{c}^{2}(M),  \tag{5.9}\\ \min \left(2, \lambda_{1}\right) & \text { if } \mathfrak{k} \in H^{2}(M) .\end{cases}
$$

Here $\lambda_{1}$ is any number satisfying the following condition: there exists a diffeomorphism $F_{K}: C\left(D, N_{D}\right) \backslash B_{R}(\underline{o}) \rightarrow M \backslash K$ such that

$$
\begin{equation*}
\left\|\nabla_{\omega_{0}}^{j}\left(F_{K}^{*} \Omega-\Omega_{0}\right)\right\|_{\omega_{0}} \leq C r^{-\lambda_{1}-j} \quad \text { for any } j \geq 0 \tag{5.10}
\end{equation*}
$$

where $\Omega$ (resp., $\Omega_{0}$ ) is the multivalued meromorphic volume form on $X$ (resp., $\left.\bar{C}\left(D, N_{D}\right)\right)$ that is nonvanishing holomorphic on $M=X \backslash D$ (resp., $C\left(D, N_{D}\right)$ ) and has pole of order $\alpha$ along $D$. Conlon and Hein [10] also showed that the condition (5.10) is equivalent to the following condition:

$$
\begin{equation*}
\left\|\nabla_{\omega_{0}}^{j}\left(F_{K}^{*} J-J_{0}\right)\right\|_{\omega_{0}} \leq C r^{-\lambda_{1}-j} \quad \text { for any } j \geq 0 \tag{5.11}
\end{equation*}
$$

where $J$ (resp., $J_{0}$ ) is the complex structure on $M$ (resp., $C\left(D, N_{D}\right)$ ). So we see that $\lambda_{1}$ essentially measures the difference between the complex structure of $M \backslash K$ and $C\left(D, N_{D}\right) \backslash B_{R}(o)$. Equivalently, we are indeed comparing the complex structure on the (punctured) neighborhood of $D$ inside $X$ and the complex structure of the (punctured) neighborhood of $D$ inside $N_{D}$.

Now assuming that $D$ is $(k-1)$-comfortably embedded, the diffeomorphism from Proposition 1.3 (constructed in Section 3.1) satisfies (5.11) with $\lambda_{1}=\frac{k}{\delta}$. By the above discussion, we indeed get Corollary 1.4 by using the estimates of Conlon and Hein.

## Example 5.2

(1) $\quad(X, D) \cong\left(\mathbb{P}^{1} \times \mathbb{P}^{1}, \Delta\left(\mathbb{P}^{1}\right)\right)$. In this case, $\omega_{\text {TY }}$ coincides with the EguchiHanson metric. We have $\alpha=2, n=2, \delta=(\alpha-1) / n=1 / 2$. By Proposition $4.9, D$ is 1 -comfortably embedded (and 1 -linearizable) so that $k=2$. So $\lambda=\frac{k}{\delta}=4$.
(2) $\quad(X, D) \cong\left(\mathbb{P}^{2},\left\{Z_{0}^{2}+Z_{1}^{2}+Z_{2}^{2}=0\right\}\right) \cong\left(\mathbb{P}^{1} \times \mathbb{P}^{1}, \Delta\left(\mathbb{P}^{1}\right)\right) / \mathbb{Z}_{2}$. In this case, $\omega_{\text {TY }}$ is the Eguchi-Hanson metric $/ \mathbb{Z}_{2}$. We have $\alpha=\frac{3}{2}, n=2, \delta=$ $(\alpha-1) / n=1 / 4$. By Proposition 4.15, $D$ is 0 -comfortably embedded (and 0 -linearizable) so that $k=1$. So $\lambda=\frac{k}{\delta}=4$.

## Example 5.3

We consider Pinkham's construction of sweeping out the cone (see [27, p. 46]). Assume that $D^{n-1} \subset \mathbb{P}^{N-1}$ is a smooth complete intersection

$$
D=\bigcap_{i=1}^{m}\left\{F_{i}\left(Z_{1}, \ldots, Z_{N}\right)=0\right\} \subset \mathbb{P}^{N-1},
$$

where $m=N-n$ and $F_{i}\left(Z_{1}, \ldots, Z_{N}\right)$ is a (generic) homogeneous polynomial of degree $d_{i}>0$. Denote the affine cone over $D$ in $\mathbb{C}^{N}$ and projective cone over $D$ inside $\mathbb{P}^{N}$ by

$$
\begin{aligned}
& C(D, H)=\bigcap_{i=1}^{m}\left\{F_{i}\left(z_{1}, \ldots, z_{N}\right)=0\right\} \subset \mathbb{C}^{N}, \\
& \bar{C}(D, H)=\bigcap_{i=1}^{m}\left\{F_{i}\left(Z_{1}, \ldots, Z_{N}\right)\right\} \subset \mathbb{P}^{N} .
\end{aligned}
$$

Notice that since we have assumed that $D$ is a complete intersection, it is then known that $D$ is projectively normal in $\mathbb{P}^{N-1}$ which implies that its projective cone inside $\mathbb{P}^{N}$ is normal and hence coincides with its normalization $\bar{C}(D, H)$.

Now assume that $G_{i}\left(Z_{0}, Z_{1}, \ldots, Z_{N}\right)$ is a generic homogeneous polynomial of degree $e_{i}$ with $e_{i}<d_{i}$ for each $i=1, \ldots, m$. In particular, $G_{i}\left(1, z_{1}, \ldots, z_{N}\right)$ is a polynomial of degree $e_{i}$. We construct a degeneration

$$
\begin{align*}
\mathcal{X} & =\bigcap_{i=1}^{m}\left\{F_{i}\left(Z_{1}, \ldots, Z_{N}\right)+\left(t Z_{0}\right)^{d_{i}-\operatorname{deg} G_{i}} G_{i}\left(t Z_{0}, Z_{1}, \ldots, Z_{N}\right)=0\right\} \\
& \subset \mathbb{P}^{N} \times \mathbb{C} . \tag{5.12}
\end{align*}
$$

By the "generic" assumption, $X=\mathcal{X}_{1}$ is smooth. This degenerates the variety $X=$ $X_{1} \subset \mathbb{P}^{N}$ to $\bar{C}(D, H)$. In fact, $X$ is a degeneration of $X_{1}$ generated by the one-
parameter subgroup of projective transformations

$$
\left[Z_{0}, Z_{1}, \ldots, Z_{N}\right] \rightarrow\left[t^{-1} Z_{0}, Z_{1}, \ldots, Z_{N}\right]
$$

Away from $\left\{Z_{0}=0\right\}$, we have the deformation of $C(D, H)$ :

$$
\begin{equation*}
X^{\circ}=\bigcap_{i=1}^{m}\left\{F_{i}\left(z_{1}, \ldots, z_{N}\right)+t^{d_{i}-\operatorname{deg} G_{i}} G_{i}\left(t, z_{1}, \ldots, z_{N}\right)=0\right\} \subset \mathbb{C}^{N} \times \mathbb{C} \tag{5.13}
\end{equation*}
$$

From Digression 5.4, the degeneration $X$ coincides with the family obtained by first blowing up $D \times\{0\}$ inside $X \times \mathbb{C}$ and then blowing down the strict transform of $X \times\{0\}$ as in the Introduction. Now using the representation of $X$ in (5.12), we see that $X$ can be obtained by applying the above construction to the case $X=X_{1}$, $Y^{\prime}=\bar{C}(X, H) \subset \bar{C}\left(\mathbb{P}^{N}, H\right)=\mathbb{P}^{N+1}$, and $D=\left\{Z_{0}=0\right\} \cap X$. The coincidence of $\bar{C}(D, H)$ with the central fiber from the contracted deformation to the normal cone can also be verified directly by using Lemma 4.1 and the projective normality of $D$.

By the adjunction formula, we know that $-K X_{1}=\left(N+1-\sum_{i=1}^{m} d_{i}\right) H$ and $-K_{D}=\left(N-\sum_{i=1}^{m} d_{i}\right) H$. Consider the hyperplane section $D=\mathscr{D}_{1}=\mathcal{X}_{1} \cap\left\{Z_{0}=\right.$ $0\} \subset \mathcal{X}_{1}$. Then if we assume that $\sum_{i=1}^{m} d_{i} \leq N-1$, we are in Tian and Yau's setting above with $\alpha:=N+1-\sum_{i=1}^{m} d_{i} \geq 2$.

By Section A.2, $\mathbf{T}_{C}^{1}$ can be calculated as a quotient ring. As in Example A.11, consider the class

$$
[\mathcal{E}]:=\left[\sum_{i} G_{i}\left(1, z_{1}, \ldots, z_{n}\right)\right] \in \bigoplus_{i=1}^{m} \mathbf{T}_{C}^{1}\left(-\left(d_{i}-e_{i}\right)\right)
$$

where [.] denotes the quotient morphism (see (A.11))

$$
H^{0}\left(U, N_{U}\right) \rightarrow \mathbf{T}_{C}^{1}=\frac{H^{0}\left(U, N_{U}\right)}{H^{0}\left(U,\left.\Theta_{\mathbb{C}^{N}}\right|_{U}\right)}=\bigoplus_{j=-\infty}^{+\infty} \frac{\bigoplus_{i=1}^{m} H^{0}\left(D,\left(d_{i}+j\right) H\right)}{\operatorname{Jac}\left(H^{0}(D,(j+1) H)^{\oplus N}\right)}
$$

Notice the right-hand side is actually finite-dimensional (see [4], [31]). Now if we assume that $[\mathcal{E}]$ in $\mathbf{T}_{C}^{1}$ is nonzero, then the reduced Kodaira-Spencer class $\mathbf{K} \mathbf{S}^{\mathrm{red}}{ }^{\circ}$ is the maximal weight piece of $[\mathcal{E}]$ and the weight of deformation $w\left(\mathcal{X}^{\circ}\right)$ of $\mathbf{K S}_{X^{\circ} / \mathbb{B}}^{\mathrm{red}}$ is equal to the weight of $[\xi]$.

Without loss of generality, we can assume that $e_{1}>e_{2}>\cdots>e_{m}$ so that $\min _{i=1}^{m}\left\{d_{i}-e_{i}\right\}=d_{1}-e_{1}$. Then in general, $w:=w\left(\mathcal{X}^{\circ}\right) \leq-\left(d_{1}-e_{1}\right)$ which could be a strict inequality (see example item (3) of ordinary double point below). The equality holds if $\left[G_{1}\right] \neq 0 \in \mathbf{T}_{C}^{1}\left(-\left(d_{1}-e_{1}\right)\right)$. If we assume furthermore that $n \geq 3$, then by Theorem 1.5, we know that the divisor $D$ is $(|w|-1)$-comfortably embedded into $X$ (but not $|w|$-comfortably embedded into $X$ ).

So by the above calculation, we see that the asymptotic rate of holomorphic form is given by

$$
\lambda=\frac{|w|}{\delta}=\frac{n|w|}{\alpha-1} .
$$

If, furthermore, $e_{i} \leq d_{i}-2$, then

$$
\lambda=\frac{|w|}{\delta}=\frac{n|w|}{\alpha-1}=\frac{n \cdot \min _{i=1}^{m}\left\{d_{i}-e_{i}\right\}}{N-\sum_{i=1}^{m} d_{i}} .
$$

In this way, we can indeed give an algebraic interpretation of the corresponding calculations in [10].
(1) (See [10, Example 1]). This is the smoothing of the cubic cone:

$$
\begin{aligned}
C=\left\{z \in \mathbb{C}^{4} ; \sum_{i=1}^{4} z_{i}^{3}\right. & =0\} \\
& \rightsquigarrow M
\end{aligned} \begin{aligned}
& =\left\{z \in \mathbb{C}^{4} ; \sum_{i=1}^{4} z_{i}^{3}=\sum_{i, j} a_{i j} z_{i} z_{j}+\sum_{k} a_{k} z_{k}+\epsilon\right\},
\end{aligned}
$$

where $a_{i j}, a_{i}, \epsilon$ are small (generic) constants. We have

$$
\mathbf{T}_{C}^{1}=\frac{\mathbb{C}\left[z_{1}, \ldots, z_{4}\right]}{\left\langle z_{1}^{2}, \ldots, z_{4}^{2}\right\rangle}=\bigoplus_{\nu=-3}^{1} \mathbf{T}_{C}^{1}(\nu)
$$

With the earlier notation, $G\left(Z_{0}, \ldots, Z_{4}\right)=\sum_{i, j} a_{i j} Z_{i} Z_{j}+\sum_{k} a_{k} Z_{k} Z_{0}+$ $\epsilon Z_{0}^{2}$ with

$$
[\mathcal{E}]=\left[\sum_{i j} a_{i j} z_{i} z_{j}+\sum_{k} a_{k} z_{k}+\epsilon\right] \in \mathbf{T}_{C}^{1}(-1)+\mathbf{T}_{C}^{1}(-2)+\mathbf{T}_{C}^{1}(-3) .
$$

Note that we assume that $a_{i j}, a_{k}$ are generic if they are not zero. So we get

|  | $\mathbf{K S}_{X^{\circ}}^{\mathrm{red}}$ | $w\left(\mathcal{X}^{\circ}\right)$ | $\lambda$ |
| :--- | :---: | :---: | :---: |
| $a_{i j}=a_{k}=0$ | $\left[\sum_{i, j} a_{i j} z_{i} z_{j}\right]$ | -3 | $\frac{3 \cdot 3}{4-3}=9$ |
| $a_{i j}=0, a_{k} \neq 0$ | $\left[\sum_{k} a_{k} z_{k}\right]$ | -2 | $\frac{3 \cdot 2}{4-3}=6$ |
| $a_{i j} \neq 0$ | $[\epsilon]$ | -1 | $\frac{3 \cdot 1}{4-3}=3$ |

(2) (See [10, Example 2]). This is the smoothing of the complete intersection:

$$
\begin{aligned}
C=\left\{z \in \mathbb{C}^{5} ; f_{1}=\sum_{i=1}^{5} z_{i}^{2}=0, f_{2}\right. & \left.=\sum_{i=1}^{5} \eta_{i} z_{i}^{2}=0\right\} \\
& \rightsquigarrow M=\left\{z \in \mathbb{C}^{5} ; f_{1}(z)=f_{2}(z)=\epsilon\right\}
\end{aligned}
$$

Here $\eta_{i}$ are distinct complex numbers. We have

$$
\mathbf{T}_{C}^{1}=\frac{\mathbb{C}\left[z_{1}, \ldots, z_{5}\right]^{\oplus 2}}{\operatorname{Im}\left(\begin{array}{c}
n_{1} z_{1} \ldots \ldots \\
\eta_{1} \\
z_{5}
\end{array} \eta_{5} z_{5}\right)}=\mathbf{T}_{C}^{1}(-2)
$$

Because the images of $\mathcal{G}=(-\epsilon,-\epsilon)$ are not zero inside $\mathbf{T}_{C}^{1}$, we have $\lambda=$ $\frac{3 \cdot 2}{5-2-2}=6$.
(See [10, Example 3]). This is the smoothing of the ordinary double point:

$$
\begin{align*}
C & =\left\{z \in \mathbb{C}^{n+1} ; \sum_{i=1}^{n+1} z_{i}^{2}=0\right\} \rightsquigarrow M=\left\{z \in \mathbb{C}^{n+1} ; \sum_{i=1}^{n+1} z_{i}^{2}=\sum_{i=1}^{n+1} a_{i} z_{i}+\epsilon\right\},  \tag{3}\\
\mathbf{T}_{C}^{1} & =\frac{\mathbb{C}\left[z_{1}, \ldots, z_{n+1}\right]}{\left\langle z_{1}, \ldots, z_{n+1}\right\rangle}=\mathbf{T}_{C}^{1}(-2) .
\end{align*}
$$

As a result, we get $G\left(Z_{0}, \ldots, Z_{n+1}\right)=\sum_{i=1}^{n+1} a_{i} Z_{i}+\epsilon Z_{0}$. Therefore, we have that $\left[G\left(1, z_{1}, \ldots, z_{n}\right)\right]=\left[\sum_{i=1}^{n+1} a_{i} z_{i}+\epsilon\right]=[\epsilon]$ is of weight -2 . So we have $\lambda=\frac{n \cdot 2}{n+1-2}=\frac{2 n}{n-1}$. Note that if $n=2$, then $D \hookrightarrow X$ is isomorphic to $\Delta\left(\mathbb{P}^{1}\right) \hookrightarrow \mathbb{P}^{1} \times \mathbb{P}^{1}$, where $\Delta: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1} \times \mathbb{P}^{1}$ is the diagonal embedding which was studied in Section 4.3. The identification is easily constructed:

$$
\begin{array}{rll}
\left(\mathbb{P}^{1} \times \mathbb{P}^{1}, \Delta\left(\mathbb{P}^{1}\right)\right) \quad \longrightarrow & (X, D) \\
& =\left(\left\{Z_{0}^{2}+Z_{1}^{2}+Z_{2}^{2}+Z_{3}^{2}=0\right\},\left\{Z_{0}=0\right\} \cap X\right), \\
\left(\left[X_{0}, X_{1}\right],\left[Y_{0}, Y_{1}\right]\right) \quad \mapsto & {\left[X_{0} Y_{1}-X_{1} Y_{0}, \sqrt{-1}\left(X_{0} Y_{1}+X_{1} Y_{0}\right),\right.} \\
& \left.\left(X_{0} Y_{0}+X_{1} Y_{1}\right), \sqrt{-1}\left(X_{0} Y_{0}-X_{1} Y_{1}\right)\right] .
\end{array}
$$

## Digression 5.4

Here we recall an equivalent description of the deformation to the normal cone by using MacPherson's graph construction. Let $s_{D}$ denote the canonical holomorphic section of $L=L_{D}$ with $D=\left\{s_{D}=0\right\}$. We can identify $X$ with the graph of $s_{D}$ as a subvariety of $Y=\mathbb{P}(L \oplus \mathbb{C})$ : $\mathcal{X}_{1}=\left\{\left(p,\left[s_{D}(p), 1\right]\right) ; p \in X\right\}$. We then use the natural $\mathbb{C}^{*}$-action on $Y$ to get a family of subvarieties of $Y: \mathcal{X}_{t}=\left\{p,\left[t^{-1} s_{D}(p), 1\right] ; p \in X\right\}$. For $t \neq 0, X_{t} \cong X$. As $t \rightarrow 0, X_{t}$ converges to a subscheme $\tilde{X}_{0}$ of $Y$ which is nothing but the union of $X$ with $E$. Alternatively, there is a rational map

$$
\Psi: X \times \mathbb{C} \rightarrow \mathbb{P}(L \oplus \mathbb{C}), \quad(p, t) \mapsto\left(p,\left[t^{-1} s(p), 1\right]\right)=(p,[s(p), t])
$$



Figure 2. (Color online) Deformation to the normal cone: graph construction.

Notice that the indeterminacy locus of $\Psi$ is exactly $D \times\{0\}=\{s=0\} \times\{0\}$. So $\tilde{X}=\mathrm{Bl}_{S \times\{0\}}(X \times \mathbb{C})$ is the graph $\Gamma_{\Psi}$ of $\Psi$, that is, the closure of the graph of $\Psi$ : $(X \times \mathbb{C}) \backslash(D \times\{0\}) \rightarrow \mathbb{P}(L \oplus \mathbb{C})$.

Figure 2 is an illustration of deformation to the normal cone using the graph construction $(S=D)$. Notice that the two pairs of opposite sides of the boundary in the figure are glued according to the direction of arrows and the total space $\tilde{X}$ should be taken as the disjoint union of $\mathcal{X}_{t}$ in the figure. (See also [13, Remark 5.1.1, Section 5.1].) To get $\mathcal{X}$ from $\tilde{X}$, we can use the similar construction, just by replacing $Y=\mathbb{P}(L \oplus \mathbb{C})$ by the projective cone $\bar{C}(X, L)=: Y^{\prime}$ which is obtained from $Y$ by contracting the infinity divisor $X_{\infty}$.

## Remark 5.5

As pointed out by the referee, for the above examples of complete intersections the result of Theorem 1.5 may not be surprising since we have explicit expressions:

$$
X_{1}=\bigcap_{i=1}^{m}\left\{F_{i}\left(Z_{1}, \ldots, Z_{N}\right)+Z_{0}^{d_{i}-e_{i}} G_{i}\left(Z_{0}, Z_{1}, \ldots, Z_{N}\right)=0\right\} \subset \mathbb{P}^{N}
$$

Noting that $|w|=\min _{i=1}^{m}\left\{d_{i}-e_{i}\right\}$, it is immediate that

$$
\mathcal{O}_{x_{1}} / \mathscr{d}_{D}^{|w|} \cong \mathcal{O}_{x_{0}} / \mathscr{d}_{D}^{|w|}
$$

using the fact that $\ell_{D}\left(U_{\left\{Z_{i} \neq 0\right\} \cap X_{1}}\right)=\left(\left\langle\frac{Z_{0}}{Z_{i}}\right\rangle+\ell X_{1}\right) / \ell_{X_{1}}$. In other words, $\left(X_{1}, D\right)$ is ( $|w|-1$ )-linearizable. Then by Remark A.7, when $n \geq 3$, we know that $D$ is $(|w|-1)$ comfortably embedded. So we get $m(X, D) \geq|w|$. Note however that the conclusion in Theorem 1.5 is stronger, saying that this is an equality for the more general case without using such explicit defining equations.

## 6. Analytic compactification

In this section, we will prove Theorem 1.6. We will first sketch a proof following the strategy of the classical work of Newlander and Nirenberg in [24] that is modified to adapt to the setting of weighted spaces. Then we will write down the detailed estimates by imitating the corresponding estimates in [24].

### 6.1. Reduction of Theorem 1.6 to Proposition 6.1

We refer to Section 5.1 for background. Denote $U=L \backslash D$. Denote the standard complex structure on $U$ by $J_{0}$. Assume that we have a complex structure $J$ on some neighborhood $U_{\epsilon}$ of $D$. Denote $\Phi=J-J_{0}$. We assume that the index $v \in\{1, \overline{1}\}$ associates to the fiber variable $\xi=z_{\alpha}^{1}$ and that $h \in\{2, \ldots, n, \overline{2}, \ldots, \bar{n}\}$ associates to the base variables $\left\{z_{\alpha}^{2}, \ldots, z_{\alpha}^{n}\right\}$. By abuse of notation, we decompose $\Phi$ into four types of components:

$$
\begin{align*}
\Phi & =\Phi_{v}^{h}+\Phi_{h}^{v}+\Phi_{v}^{v}+\Phi_{h}^{h} \\
& =\phi_{v}^{h} d z^{v} \otimes \partial_{z^{h}}+\phi_{h}^{v} d z^{h} \otimes \partial_{z^{v}}+\phi_{v}^{v} d z^{v} \otimes \partial_{z^{v}}+\phi_{h}^{h} d z^{h} \otimes \partial_{z^{h}} \tag{6.1}
\end{align*}
$$

We assume that $\Phi$ satisfies $\left|\nabla^{j} \Phi\right|_{\omega_{0}} \leq C|r|^{-\lambda-j} \sim|\xi|^{\delta(\lambda+j)}$. We first need to transform this estimate to the corresponding estimate with respect to $\tilde{\omega}_{0}$. For this, since we know that the basic tensors satisfy (5.4) and (5.5), we can equivalently assume that $\Phi$ satisfies

$$
\begin{equation*}
\left|\left(\partial_{z^{v}}^{j_{1}} \partial_{z^{h}}^{j_{2}} \Phi\right) \otimes\left(d z^{v}\right)^{\otimes j_{1}} \otimes\left(d z^{h}\right)^{\otimes j_{2}}\right|_{\omega_{0}} \leq C|r|^{-\lambda-j}=C|\xi|^{\delta(\lambda+j)} \tag{6.2}
\end{equation*}
$$

Recall the norm in Section 5.1:

$$
\begin{aligned}
\left|d z^{v}\right|_{\omega_{0}} \leq C|\xi|^{\delta+1}, & \left|d z^{h}\right|_{\omega_{0}} \leq C|\xi|^{\delta} \\
\Longrightarrow & \left.\mid\left(d z^{v}\right)^{\otimes j_{1}} \otimes d z^{h}\right)\left.^{\otimes j_{2}}\right|_{\omega_{0}} \leq|\xi|^{j_{1}(\delta+1)+j_{2} \delta}=|\xi|^{\delta j+j_{1}}
\end{aligned}
$$

Also, we have

$$
\begin{aligned}
& \left|d z^{v} \otimes \partial_{z^{h}}\right|_{\omega_{0}} \leq C|\xi|, \quad\left|d z^{h} \otimes \partial_{z^{v}}\right|_{\omega_{0}} \leq C|\xi|^{-1}, \\
& \left|d z^{v} \otimes \partial_{z^{v}}\right|_{\omega_{0}} \leq C, \quad\left|d z^{h} \otimes \partial_{z^{h}}\right|_{\omega_{0}} \leq C .
\end{aligned}
$$

By these inequalities, it is easy to see that

$$
\begin{align*}
& \left|\partial_{z^{v}}^{j_{1}} \partial_{z^{h}}^{j_{2}} \phi_{v}^{h}\right| \lesssim|\xi|^{\lambda \delta-1-j_{1}}, \quad\left|\partial_{z^{v}}^{j_{1}} \partial_{z^{h}}^{j_{2}} \phi_{h}^{v}\right| \lesssim|\xi|^{\lambda \delta+1-j_{1}},  \tag{6.3}\\
& \left|\partial_{z^{v}}^{j_{1}} \partial_{z^{h}}^{j_{2}} \phi_{v}^{v}\right| \lesssim|\xi|^{\lambda \delta-j_{1}}, \quad\left|\partial_{z^{v}}^{j_{1}} \partial_{z^{h}}^{j_{2}} \phi_{h}^{h}\right| \lesssim|\xi|^{\lambda \delta-j_{1}}
\end{align*}
$$

## PROPOSITION 6.1

Fix $\eta \in \mathbb{R}_{>0} \backslash \mathbb{N}$. Let $J_{0}$ denote the standard complex structure on $\mathbb{B}^{*} \times \mathbb{B}^{n-1}$. Assume that $J$ is an integrable almost complex structure on $\mathbb{B}^{*} \times \mathbb{B}^{n-1}$ and that the tensor $\Phi=J-J_{0}$ is decomposed into four types of components:

$$
\begin{align*}
\Phi & =J-J_{0} \\
& =\Phi_{v}^{h}+\Phi_{h}^{v}+\Phi_{v}^{v}+\Phi_{h}^{h} \\
& =\phi_{v}^{h} d z^{v} \otimes \partial_{z^{h}}+\phi_{h}^{v} d z^{h} \otimes \partial_{z^{v}}+\phi_{v}^{v} d z^{v} \otimes \partial_{z^{v}}+\phi_{h}^{h} d z^{h} \otimes \partial_{z^{h}}, \tag{6.4}
\end{align*}
$$

where the index $v \in\{1, \overline{1}\}$ is associated to the first variable $z^{1}$, and $h \in\{2, \ldots, n$, $\overline{2}, \ldots, \bar{n}\}$ is associated to the variables $\left\{z^{2}, \ldots, z^{n}\right\}$. Assume that there exists a constant $C$ such that for any $j_{1}+j_{2} \leq 2 n+1$ and all $\left(z_{1}, z_{2}, \ldots, z_{n}\right) \in \mathbb{B}^{*} \times \mathbb{B}^{n-1}$ it holds that

$$
\begin{align*}
& \left|\partial_{z^{v}}^{j_{1}} \partial_{z^{h}}^{j_{2}} \phi_{v}^{h}\right| \leq C|\xi|^{\eta-1-j_{1}}, \quad\left|\partial_{z^{v}}^{j_{1}} \partial_{z^{h}}^{j_{2}} \phi_{h}^{v}\right| \leq C|\xi|^{\eta+1-j_{1}}, \\
& \left|\partial_{z^{v}}^{j_{1}} \partial_{z^{h}}^{j_{2}} \phi_{v}^{v}\right| \leq C|\xi|^{\eta-j_{1}}, \quad\left|\partial_{z^{v}}^{j_{1}} \partial_{z^{h}}^{j_{2}} \phi_{h}^{h}\right| \leq C|\xi|^{\eta-j_{1}} . \tag{6.5}
\end{align*}
$$

Denote $m=\lceil\eta\rceil$. Then for sufficiently small $R>0$, there exist $J$-holomorphic coordinates $\zeta=\left(\zeta_{1}, \zeta_{2}, \ldots, \zeta_{n}\right): \mathbb{B}_{R}^{*} \times \mathbb{B}_{R}^{n-1} \rightarrow \mathbb{B}_{2 R}^{*} \times \mathbb{B}_{2 R}^{n-1}$ and a constant $C^{\prime}$ such that for any $j_{1}+j_{2} \leq 2 n+1$ it holds that

$$
\begin{aligned}
& \left|\partial_{z^{v}}^{j_{1}} \partial_{z^{h}}^{j_{2}}\left(\zeta^{1}-z^{1}(\zeta)\right)\right| \leq C^{\prime}\left|\zeta^{1}\right|^{m+1-j_{1}} \\
& \left|\partial_{z^{v}}^{j_{1}} \partial_{z^{h}}^{j_{2}}\left(\zeta^{k}-z^{k}(\zeta)\right)\right| \leq C^{\prime}\left|\zeta^{1}\right|^{m-j_{1}}, \quad 2 \leq k \leq n .
\end{aligned}
$$

## Remark 6.2

The result obtained here is a counterpart of [18, Theorem 3.1] in our different asymptotically conical setting. In the proof of Theorem 3.1 there, the authors used gauge fixing and a result of Nijenhuis and Woolf [25, Theorem II]. (See [12] for a different proof following a similar argument as in [18].) We aim to give a more direct proof by following the fundamental work of Newlander and Nirenberg. One should also be able to adapt the work of Nijenhuis and Woolf [25] and Malgrange [23] to the current setting to prove the compactification (extension) of the complex structures considered here.

## Remark 6.3

If we assume that $\eta>1$, then the existence of such coordinates follows from the work of [19]. However, even in this case, Proposition 6.1 provides more information (weighted estimates), which is needed to read out the embedding order of the divisor at infinity.

In the remainder of Section 6.1, we will sketch the proof of Proposition 6.1 and show how Theorem 1.6 follows from it. Section 6.2 contains the technical details of the proof of Proposition 6.1.

The $(0,1)$-vector under the new complex structure $J$ is given by

$$
\frac{1}{2}(1+\sqrt{-1} J) \frac{\partial}{\partial \bar{z}^{i}}=\frac{\partial}{\partial \bar{z}^{i}}+\frac{\sqrt{-1}}{2} \phi_{\bar{i}}^{\bar{j}} \frac{\partial}{\partial \bar{z}^{j}}+\frac{\sqrt{-1}}{2} \phi_{\bar{i}}^{k} \frac{\partial}{\partial z^{k}} .
$$

Denote $\eta=\lambda \delta$ and $\rho=|\xi|=\left|z^{1}\right|$. Then from (6.3), we can write

$$
\left(\phi_{\bar{i}}^{\bar{j}}\right)=\left(\begin{array}{cc}
O\left(\rho^{\eta}\right)_{1 \times 1} & O\left(\rho^{\eta+1}\right)_{1 \times(n-1)}  \tag{6.6}\\
O\left(\rho^{\eta-1}\right)_{(n-1) \times 1} & O\left(\rho^{\eta}\right)_{(n-1) \times(n-1)}
\end{array}\right) .
$$

We have the same order estimates for $\left(\phi_{\bar{i}}^{k}\right)$. When $\rho$ is sufficiently small, the matrix $\left(\delta_{\bar{i}}^{\bar{j}}+\frac{\sqrt{-1}}{2} \phi_{\bar{i}}^{\bar{j}}\right)$ is invertible. It is easy to get the order estimates

$$
\begin{align*}
\left(a_{\bar{i}}^{k}\right) & :=-\left(\delta_{\bar{i}}^{\bar{j}}+\frac{\sqrt{-1}}{2} \phi_{\bar{i}}^{\bar{j}}\right)^{-1}\left(\frac{\sqrt{-1}}{2} \phi_{\bar{j}}^{k}\right) \\
& =\left(\begin{array}{cc}
O\left(\rho^{\eta}\right)_{1 \times 1} & O\left(\rho^{\eta+1}\right)_{1 \times(n-1)} \\
O\left(\rho^{\eta-1}\right)_{(n-1) \times 1} & O\left(\rho^{\eta}\right)_{(n-1) \times(n-1)}
\end{array}\right) . \tag{6.7}
\end{align*}
$$

To get an analytic compactification of the complex structure $J$, we want to solve for a map $z: \mathbb{B}_{R}^{n} \rightarrow \mathbb{B}_{2 R}^{n} \subset \mathbb{C}^{n}$, where $\mathbb{B}_{R}^{n}=\left\{\left(\zeta^{1}, \ldots, \zeta^{n}\right) \in \mathbb{C}^{n} ;\left|\zeta^{j}\right| \leq R\right\}$, such that $z$ is a homeomorphism onto the image and is holomorphic with respect to $J_{0}$ and $J$. For the map $z$ to be holomorphic, $d z\left(\partial / \partial \bar{\zeta}^{l}\right)$ should be a $(0,1)$-vector for any $l \geq 1$. It is easily seen that $z^{i}=z^{i}(\zeta)$ must solve the following equations:

$$
\begin{equation*}
\frac{\partial z^{i}}{\partial \bar{\zeta}^{l}}+\sum_{p=1}^{n} a \overline{\bar{p}}^{i}(z) \frac{\partial \bar{z}^{p}}{\partial \bar{\zeta}^{l}}=0, \quad i, l=1, \ldots, n \tag{6.8}
\end{equation*}
$$

We first recall the important homotopy operator in [24]. For a vector of $n$ complex-valued functions $F=\left(f_{\overline{1}}, \ldots, f_{\bar{n}}\right)$, denote (see [24, (2.5)])

$$
\mathbb{T} F=\sum_{s=0}^{n-1} \frac{(-1)^{s}}{(s+1)!} \sum^{\prime} T^{j_{1}} \bar{\partial}_{j_{1}} \cdots T^{j_{s}} \bar{\partial}_{j_{s}} \cdot T^{k} f_{\bar{k}}
$$

where $\sum^{\prime}$ denotes the summation over all $(s+1)$-tuples with $j_{1}, \ldots, j_{s}, k$ distinct, and

$$
\begin{aligned}
T^{1} f(\zeta) & =\frac{1}{2 \pi i} \iint_{0<|\tau|<R} \frac{f\left(\tau, \zeta^{2}, \ldots, \zeta^{n}\right)}{\zeta^{1}-\tau} d \tau d \bar{\tau} \\
T^{j} f(\zeta) & =\frac{1}{2 \pi i} \iint_{|\tau|<R} \frac{f\left(\zeta^{1}, \ldots, \zeta^{j-1}, \tau, \zeta^{j}, \ldots, \zeta^{n}\right)}{\zeta^{j}-\tau} d \tau d \bar{\tau}, \quad \text { for } j \geq 2
\end{aligned}
$$

To adapt this to our setting, we need to modify $T^{1}$. First choose $N=\lceil\eta\rceil$. Then we define (see (6.25) and Lemma 6.5)

$$
\begin{aligned}
\tilde{T}^{1} f(\zeta)= & T^{1} f\left(\zeta^{1}, \zeta^{2}, \ldots, \zeta^{n}\right)-T^{1} f\left(0, \zeta^{2}, \ldots, \zeta^{n}\right) \\
& -\sum_{k=1}^{N-1}\left(T^{1} f\right)^{(k)}\left(0, \zeta^{2}, \ldots, \zeta^{n}\right) \frac{\zeta^{k}}{k!}, \\
\tilde{T}^{j} f(\zeta)= & T^{j} f(\zeta), \quad \text { if } j \geq 2 .
\end{aligned}
$$

Then by Lemmas 6.5 and 6.6, these operators are well defined for functions $f$ such that $f \sim O\left(\left|\zeta^{1}\right|^{\eta-1}\right)$ and satisfy (see [9, p. 775]) the following identities on $\mathbb{B}_{R}^{*} \times \mathbb{B}_{R}^{n-1}$ :

$$
\begin{equation*}
\bar{\partial}_{j} \tilde{T}^{j} f=f, \quad j=1, \ldots, n, \quad \text { and } \quad \bar{\partial}_{j} \tilde{T}^{k} f=\tilde{T}^{k} \bar{\partial}_{j} f, \quad \text { for } j \neq k \tag{6.9}
\end{equation*}
$$

Then we define

$$
\widetilde{\mathbb{T}} F(\zeta)=\sum_{s=0}^{n-1} \frac{(-1)^{s}}{(s+1)!} \sum^{\prime} \tilde{T}^{j_{1}} \bar{\partial}_{j_{1}} \cdots \tilde{T}^{j_{s}} \bar{\partial}_{j_{s}} \cdot \tilde{T}^{k} f_{\bar{k}}
$$

Then using relation (6.9) to manipulate, we can easily get the following formula which is a variation of the one in $[24,(2.6)]$ by replacing the operator $T^{j}$ by $\tilde{T}^{j}$ :

$$
\begin{equation*}
\bar{\partial}_{j} \tilde{\mathbb{T}} F-f_{\bar{j}}=\sum_{s=0}^{n-2} \frac{(-1)^{s}}{(s+2)!} \sum^{j} \tilde{T}^{j_{1}} \bar{\partial}_{j_{1}} \cdots \tilde{T}^{j_{s}} \bar{\partial}_{j_{s}} \cdot \tilde{T}^{k}\left(\bar{\partial}_{j} f_{\bar{k}}-\bar{\partial}_{k} f_{\bar{j}}\right), \tag{6.10}
\end{equation*}
$$

where $\sum^{j}$ denotes the summation over all $(s+1)$-tuples with $j_{1}, \ldots, j_{s}, k$ distinct and different from $j$. From (6.8), we will denote

$$
\begin{equation*}
f_{\bar{l}}^{i}=-\sum_{p=1}^{n} a_{\bar{p}}^{i}(z) \frac{\partial \bar{z}^{p}}{\partial \bar{\zeta}^{l}}, \quad F^{i}=\left(f_{\overline{1}}^{i}, f_{\overline{2}}^{i}, \ldots, f_{\bar{n}}^{i}\right)=\sum_{l=1}^{n} f_{\bar{l}}^{i} d \bar{\zeta}^{l} \tag{6.11}
\end{equation*}
$$

Denote also $\mathfrak{z}^{i}(\zeta)=z^{i}(\zeta)-\zeta^{i}$. We then want to transform (6.8) into

$$
\begin{equation*}
z^{i}=\zeta^{i}+\widetilde{\mathbb{T}}\left(F^{i}(z)\right) \Longleftrightarrow \mathfrak{z}^{i}=\widetilde{\mathbb{T}}\left(F^{i}(\zeta+\mathfrak{z})\right) \Longleftrightarrow \mathfrak{z}=\mathfrak{J}[\mathfrak{z}] . \tag{6.12}
\end{equation*}
$$

We will show in Lemma 6.13 that the solution to this equation with the appropriate control is indeed the solution to (6.8). To get solutions to the system (6.8) with the required order estimates, we prescribe the following asymptotic behaviors:

$$
\begin{align*}
z^{1}=\zeta^{1}+O\left(\rho^{1+\eta}\right), \quad z^{j}= & \zeta^{j}+O\left(\rho^{\eta}\right) \\
& \Longleftrightarrow \quad \mathfrak{z}^{1}=O\left(\rho^{1+\eta}\right), \quad \mathfrak{z}^{k}=O\left(\rho^{\eta}\right) \tag{6.13}
\end{align*}
$$

Here and in the following, we still denote $\rho=\left|\zeta^{1}\right|$ since $\left|\zeta^{1}\right|$ and $\left|z^{1}\right|$ are comparable with this prescription. If we denote by $h$ the index $\{2, \ldots, n\}$, then the precise meaning of (6.13) is the following:

$$
\begin{align*}
& \left|\partial_{\zeta^{1}}^{l_{1}} \partial_{\zeta^{h}}^{l_{2}}\left(z^{1}-\zeta^{1}\right)\right| \leq C\left(l_{1}, l_{2}\right)\left|\zeta^{1}\right|^{1+\eta-l_{1}} \\
& \left|\partial_{\zeta^{1}}^{l_{1}} \partial_{\zeta^{h}}^{l_{2}}\left(z^{h}-\zeta^{h}\right)\right| \leq C\left(l_{1}, l_{2}\right)\left|\zeta^{1}\right|^{\eta-l_{1}}, \quad \text { for all } l_{1}, l_{2} \geq 0 \tag{6.14}
\end{align*}
$$

However, to carry out the argument in [24], we first need to define the space of functions which have only "mixed" higher-order derivatives. So we will first consider the functions $\left\{z^{i} ; i=1, \ldots, n\right\}$ satisfying

$$
\begin{align*}
z^{1}=\zeta^{1}+\tilde{O}\left(\rho^{1+\eta}\right), \quad z^{j}= & \zeta^{j}+\tilde{O}\left(\rho^{\eta}\right) \\
& \Longleftrightarrow \quad \mathfrak{z}^{1}=\tilde{O}\left(\rho^{1+\eta}\right), \quad \mathfrak{z}^{k}=\tilde{O}\left(\rho^{\eta}\right) \tag{6.15}
\end{align*}
$$

which implies that the following estimates hold:

$$
\begin{align*}
& \left|\partial_{\zeta^{1}}^{\prime l_{1}} \partial_{\zeta^{h}}^{l_{2}}\left(z^{1}-\zeta^{1}\right)\right| \leq C\left(l_{1}, l_{2}\right)\left|\zeta^{1}\right|^{1+\eta-l_{1}} \\
& \left|\partial_{\zeta^{1}}^{l_{1}} \partial_{\zeta^{h}}^{\prime l_{2}}\left(z^{h}-\zeta^{h}\right)\right| \leq C\left(l_{1}, l_{2}\right)\left|\zeta^{1}\right|^{\eta-l_{1}}, \tag{6.16}
\end{align*}
$$

where $\partial^{\prime}$ means that we do not allow repeated derivatives with respect to any single variable (see Section 6.2.2).

Under this prescription, by using (6.11) and the asymptotic behavior of $a_{\bar{p}}^{i}$, we first show (see Lemma 6.11) that

$$
\begin{align*}
& \left(f_{\overline{1}}^{1}, f_{\bar{m}}^{1}\right)=\left(\tilde{O}\left(\rho^{\eta}+\rho^{2 \eta}\right), \tilde{O}\left(\rho^{2 \eta+1}+\rho^{\eta+1}\right)\right)=\left(\tilde{O}\left(\rho^{\eta}\right), \tilde{O}\left(\rho^{\eta+1}\right)\right. \\
& \left(f_{\overline{1}}^{j}, f_{\bar{m}}^{j}\right)=\left(\tilde{O}\left(\rho^{\eta-1}+\rho^{2 \eta-1}\right), \tilde{O}\left(\rho^{2 \eta}+\rho^{\eta}\right)\right)=\left(\tilde{O}\left(\rho^{\eta-1}\right), \tilde{O}\left(\rho^{\eta}\right)\right) \tag{6.17}
\end{align*}
$$

Then we show (see Lemma 6.9) that

$$
\widetilde{\mathbb{T}}\left[F^{1}\right]=\tilde{O}\left(\rho^{\eta+1}\right), \quad \widetilde{\mathbb{T}}\left[F^{k}\right]=\tilde{O}\left(\rho^{\eta}\right) \quad \text { for } k \geq 2
$$

This is compatible with the prescription in (6.15) and should allow us to use the arguments in [24] to solve the system (6.12). However, to use the contraction-iteration principle (see Lemma 6.10), we have to relax the asymptotic behaviors in (6.15) a little bit by replacing $\eta$ by a $v$ satisfying

$$
\begin{equation*}
0<\nu<\eta, \quad\lceil\nu\rceil=\lceil\eta\rceil \quad \text { and } \quad \nu \notin \mathbb{N} . \tag{6.18}
\end{equation*}
$$

Although replacing $\eta$ by $\nu$ might seem like a loss of derivative, we will gain this $\epsilon$ back using the analyticity of transition functions.

More precisely, in the next subsection, we will introduce the weighted multiple Hölder norm $\|\cdot\|_{n+n \alpha,(\nu+1, v)}$ and show in Theorem 6.12 that, for any $\mathfrak{z}, \tilde{\mathfrak{z}}$ satisfying that when $R$ is sufficiently small and $\|\mathfrak{z}\|_{n+n \alpha,(v+1, v)} \leq R,\|\tilde{\mathfrak{z}}\|_{n+n \alpha,(v+1, v)} \leq R$, then the following estimates hold:
(1)

$$
\begin{equation*}
\|\mathfrak{J}[\mathfrak{z}]\|_{n+n \alpha,(v+1, v)} \leq R, \tag{6.19}
\end{equation*}
$$

(2)

$$
\begin{equation*}
\|\mathfrak{J}[\mathfrak{z}]-\mathfrak{J}[\tilde{\mathfrak{z}}]\|_{n+n \alpha,(v+1, v)} \leq \frac{1}{2}\left\|_{\mathfrak{z}}-\tilde{\mathfrak{z}}\right\|_{n+n \alpha,(v+1, v)} . \tag{6.20}
\end{equation*}
$$

By standard iteration, there is a unique solution to the system (6.12) such that

$$
\begin{align*}
& \mathfrak{z}^{1}=\tilde{O}\left(\rho^{1+\nu}\right), \quad \mathfrak{z}^{j}=\tilde{O}\left(\rho^{\nu}\right), \quad \text { or equivalently } \\
& z^{1}=\zeta^{1}+\tilde{O}\left(\rho^{1+\nu}\right), \quad z^{j}=\zeta^{j}+\tilde{O}\left(\rho^{\nu}\right) \tag{6.21}
\end{align*}
$$

In the following, $\mathbb{B}_{R}=\{\zeta \in \mathbb{C} ;|\zeta| \leq R\}$ denotes the closed disk of radius R with center 0 , and $\mathbb{B}_{R}^{*}=\{\zeta \in \mathbb{C} ; 0<|\zeta| \leq R\}$ denotes the punctured closed disk. We need to show that the map $\zeta \mapsto z$ gives a coordinate chart for $\zeta \in \mathbb{B}_{R}^{n}$ when $R$ is sufficiently small. First note that $\left\{z^{i}(\zeta)\right\}$ is the identity for $\zeta^{1}=0$ and is Hölder continuous on $\left\{\zeta^{1}=0\right\}$. Second, on $\mathbb{U}_{R}=\mathbb{B}_{R}^{*} \times \mathbb{B}_{R}^{n-1}$, consider the Jacobian

$$
\mathbb{J}=\left(\frac{\partial\left(z^{i}, \bar{z}^{i}\right)}{\partial\left(\zeta^{j}, \bar{\zeta}^{j}\right)}\right)
$$

By an argument similar to the one used to obtain (6.7), it is easy to see that $\mathbb{J}$ is invertible if $R$ is very small. So on $\mathbb{U}_{R}, \zeta \mapsto z$ is a local diffeomorphism to its image. We just need to show that it is an injective map and hence a homeomorphism.

To do this, we decompose the coordinate change in (6.13) into two steps. First we let

$$
\begin{equation*}
y^{1}=z^{1}(\zeta)=\zeta^{1}+\tilde{O}\left(\left|\zeta^{1}\right|^{1+v}\right), \quad y^{k}=\zeta^{k} \quad \text { for } k \geq 2 \tag{6.22}
\end{equation*}
$$

Since the Jacobian matrix is invertible and $C^{\nu}$, the map is a $C^{1, \nu}$-diffeomorphism and is clearly a change of coordinates. We can express $\zeta$ in terms of $y$ to get

$$
\zeta^{1}=y^{1}+\tilde{O}\left(\left|y^{1}\right|^{1+v}\right), \quad \zeta^{k}=y^{k} \quad \text { for } k \geq 2
$$

Now we can write the map in (6.13) as

$$
z^{1}=y^{1}, \quad z^{k}=y^{k}+\tilde{O}\left(\left|y^{1}\right|^{\nu}\right) \quad \text { for } k \geq 2 .
$$

We just need to show that this is injective. We assume that $z(y)=z(\tilde{y})$. Then $y^{1}=$ $\tilde{y}^{1}$ and $z^{j}(y)=z^{j}(\tilde{y})$. On the slice $y^{1}=\tilde{y}^{1}$, we connect $y$ and $\tilde{y}$ by $y_{t}=(1-t) y+$ $t \tilde{y}$. Then we have

$$
\begin{aligned}
0 & =\|z(\tilde{y})-z(y)\| \\
& =\sum_{j=1}^{n}\left|\int_{0}^{1} \sum_{k=1}^{n}\left(\partial_{y^{k}} z^{j}\right)\left(y_{t}\right) \cdot\left(\tilde{y}^{k}-y^{k}\right) d t\right| \\
& =\sum_{j=2}^{n}\left|\int_{0}^{1} \sum_{k=2}^{n}\left(\delta_{k}^{j}+\tilde{O}\left(\left|y^{1}\right|^{\nu}\right)\right)\left(\tilde{y}^{k}-y^{k}\right) d t\right| \geq C\left(1-R^{v}\right)\|\tilde{y}-y\| .
\end{aligned}
$$

So if $R$ is sufficiently small, then we indeed have $\tilde{y}=y$.
To get all the higher-order estimates for the functions as stated in Proposition 6.1, that is,

$$
\begin{align*}
& \mathfrak{z}^{1}=O\left(\rho^{1+\nu}\right), \quad \mathfrak{z}^{j}=O\left(\rho^{\nu}\right), \quad \text { or equivalently } \\
& z^{1}=\zeta^{1}+O\left(\rho^{1+\nu}\right), \quad z^{j}=\zeta^{j}+O\left(\rho^{\nu}\right) \tag{6.23}
\end{align*}
$$

we need to apply similar arguments as in [24, Section 6] involving regularity theorems for elliptic equations (6.8). Since this part of argument is now standard, we will be brief and refer to [24, Section 6] for references on differentiability theorems. By (6.21), we know that $z^{1}, \ldots, z^{n}$ are $C_{1+v, v}^{1+\alpha}$ functions of $\zeta^{j}, \bar{\zeta}^{j}$ under the weighted Hölder norm. Because (6.8) is first-order elliptic, we infer that the $z^{k}$,s are $C_{1+v, v}^{2+\alpha}$ with respect to the variables $\zeta^{j}, \bar{\zeta}^{j}$. Combining this with the "mixed" second derivatives from (6.21), we see that the $z^{k}$ 's are of class $C_{1+v, \nu}^{2+\alpha}$ whose norm is defined using all derivatives (including repeated derivatives) with respect to $\zeta^{1}, \ldots, \zeta^{n}$. The higher-order regularity follows from differentiating equations (6.8) and improving the derivatives by a standard bootstrapping argument. See [12] for a different proof of the higher-order estimates using the gauge-fixing method and regularity theorems.

This completes the sketch of the proof of Proposition 6.1. We will now explain the comfortable order of the divisor in the last statement in Theorem 1.6. Note that the transition functions on the bundle $N_{D} \rightarrow D$ in terms of $\left\{z_{\alpha}^{i}\right\}$ are standard ones:

$$
z_{\beta}^{1}=a_{\beta \alpha}\left(z^{\prime \prime}\right) z_{\alpha}^{1}, \quad z_{\beta}^{k}=\phi_{\beta \alpha}^{k}\left(z_{\alpha}^{\prime \prime}\right) \quad \text { for } k \geq 2
$$

By the asymptotic behavior (6.23) and its inverse, we see that the transition functions in the $\zeta$-coordinates have the shape

$$
\zeta_{\beta}^{1}=a_{\beta \alpha}\left(\zeta_{\alpha}^{\prime \prime}\right) \zeta_{\alpha}^{1}+O\left(\left|\zeta_{\alpha}^{1}\right|^{\nu+1}\right), \quad \zeta_{\beta}^{k}=\phi_{\beta \alpha}^{k}\left(\zeta_{\alpha}^{\prime \prime}\right)+O\left(\left|\zeta_{\alpha}^{1}\right|^{\nu}\right)
$$

We know that $\zeta_{\beta}^{i}$, for any $1 \leq i \leq n$, is a holomorphic function of $\zeta_{\alpha}$ outside $D$, and from the above expressions it is Hölder continuous across $D=\left\{\zeta_{\alpha}^{1}=0\right\}$. So we see
that $\zeta_{\beta}^{i}$ is holomorphic across $D$ and hence is a holomorphic function of $\zeta_{\alpha}$. Denote $m=\lceil\nu\rceil=\lceil\eta\rceil=\lceil\lambda \delta\rceil$ (recall that $\eta=\lambda \delta$ and $\nu=\eta-\epsilon$ for small $\epsilon$ ). Then the analyticity of holomorphic functions clearly implies that we must have the following improved transition:

$$
\zeta_{\beta}^{1}=a_{\beta \alpha}\left(\zeta_{\alpha}^{\prime \prime}\right) \zeta_{\alpha}^{1}+R_{m+1}^{1}, \quad \zeta_{\beta}^{k}=\phi_{\beta \alpha}^{k}\left(\zeta_{\alpha}^{\prime \prime}\right)+R_{m}^{k}
$$

where $R_{m+1}^{1} \in \mathcal{l}_{D}^{m+1}, R_{m}^{k} \in \mathcal{l}_{D}^{m}$, where $\ell_{D}$ is the ideal sheaf of $D$ generated by $\left\{\zeta_{\alpha}^{1}\right\}$. By Theorem A. 8 (see also (3.6)), we see that in the compactification, the divisor $D$ is indeed $(m-1)$-comfortably embedded. In this way, we prove Theorem 1.6.

### 6.2. Estimates for the proof of Proposition 6.1

Suppose that $f$ is a complex-valued function defined on $\mathbb{B}_{R}^{*} \times \mathbb{B}_{R}^{n-1}$. Denote by $D_{j}$ either of the differential operators $\frac{\partial}{\partial \xi^{j}}, \frac{\partial}{\partial \bar{\zeta}^{j}}$. We denote by $D^{k}$ a general $k$ th-order derivative $D^{k}=D_{i_{1}} \cdots D_{i_{k}}$ with $i_{1}, \ldots, i_{k}$ distinct (i.e., we only consider "mixed" derivatives), and we denote by $D^{k, j}=D_{i_{1}} \cdots D_{i_{k}}$ (resp., $D^{k,\{1, j\}}$ ) such a derivative with the $i_{1}, \ldots, i_{k}$ distinct and different from $j$ (resp., $\{1, j\}$ ). For a fixed positive $\alpha<1$, we denote the difference quotient operators

$$
\begin{aligned}
& \delta_{1} f=\frac{f\left(\tilde{\zeta}^{1}, \zeta^{2}, \ldots, \zeta^{n}\right)-f\left(\zeta^{1}, \zeta^{2}, \ldots, \zeta^{n}\right)}{\left|\tilde{\zeta}^{1}-\zeta^{1}\right|^{\alpha}} \\
& \text { for } 0<\left|\zeta^{1}\right| \leq R, 0<\left|\tilde{\zeta}^{1}\right| \leq R, \zeta^{1} \neq \tilde{\zeta}^{1} \\
& \delta_{i} f=\frac{f\left(\zeta^{1}, \ldots, \tilde{\zeta}^{i}, \ldots, \zeta^{n}\right)-f\left(\zeta^{1}, \ldots, \zeta^{i}, \ldots, \zeta^{n}\right)}{\left|\tilde{\zeta}^{i}-\zeta^{i}\right|^{\alpha}} \\
& \quad \text { for } i>1,\left|\zeta^{i}\right|<R,\left|\tilde{\zeta}^{i}\right|<R, \zeta^{i} \neq \tilde{\zeta}^{i}
\end{aligned}
$$

Denote $\delta^{m}=\delta_{j_{1}} \cdots \delta_{j_{m}}$ for $0 \leq m \leq n$ and $j_{1}, \ldots, j_{m}$ distinct; $\delta^{0}$ will denote the identity operator; $\delta^{m, 1}$ will denote such a difference quotient with $j_{1}, \ldots, j_{m}$ distinct and different from 1 .

### 6.2.1. Single-variable estimates

The following is the standard Schauder estimate for the elliptic operator $\bar{\partial}$ for a single variable.

## LEMMA 6.4

Assume that $\alpha \in(0,1)$ is fixed. There exists a constant $c>0$ such that, if $w \in$ $C^{1, \alpha}\left(\mathbb{B}_{1}(0)\right)$ satisfies $\frac{\partial w}{\partial \bar{\zeta}}=f$ in $\mathbb{B}_{1}$ and if $f \in C^{0, \alpha}\left(\mathbb{B}_{1}(0)\right)$, then

$$
\begin{equation*}
\|w\|_{C^{1, \alpha}\left(\mathbb{B}_{1 / 2}\right)} \leq c\left(\|w\|_{L^{\infty}\left(\mathbb{B}_{1}\right)}+\|f\|_{C^{0, \alpha}\left(\mathbb{B}_{1}\right)}\right) . \tag{6.24}
\end{equation*}
$$

## Proof

In the following proof, the constant $c$ may change but does not depend on $f \in$ $C^{0, \alpha}(\mathbb{B}(0))$. Denote operators

$$
T f(\zeta)=\frac{1}{2 \pi i} \iint_{\mathbb{B}_{1}} \frac{f(\tau)}{\tau-\zeta} d \tau \wedge d \bar{\tau}, \quad S w(\zeta)=\frac{1}{2 \pi i} \int_{C} \frac{w(\tau)}{\tau-\zeta} d \tau
$$

Then $w \in C^{1, \alpha}\left(\mathbb{B}_{1}\right)$ satisfies

$$
w=T \partial_{\bar{\zeta}} w+S w=T f+S w
$$

By Chern [9, Main Lemma], we have

$$
\|T f\|_{C^{1, \alpha}\left(\mathbb{B}_{1}\right)} \leq c\|f\|_{C^{0, \alpha}\left(\mathbb{B}_{1}\right)} .
$$

On the other hand, because $S w=w-T f$ is holomorphic, we have

$$
\begin{aligned}
\|S w\|_{C^{1, \alpha}\left(\mathbb{B}_{1 / 2}\right)} & \leq c\|S w\|_{L^{\infty}\left(\mathbb{B}_{1}\right)} \\
& \leq c\left(\|w\|_{L^{\infty}\left(\mathbb{B}_{1}\right)}+\|T f\|_{L^{\infty}\left(\mathbb{B}_{1}\right)}\right) \\
& \leq c\|w\|_{L^{\infty}\left(\mathbb{B}_{1}\right)}+c\|f\|_{L^{\infty}\left(\mathbb{B}_{1}\right)} .
\end{aligned}
$$

We need to extend the above Schauder estimate to the weighted Hölder space. We follow [26, Chapter 2] to define the weighted Hölder norm for functions on the punctured disks. For any $s>0$, denote the annulus $\left\{\zeta^{1} \in \mathbb{C} ; s<\left|\zeta^{1}\right|<2 s\right\}$ by $A(s, 2 s)$. First we define the norm on the annulus:

$$
\begin{aligned}
{[w]_{1, \alpha, s}:=} & \sup _{A(s, 2 s)}|w|+s \sup _{A(s, 2 s)}\left|D_{1} w\right|+s^{\alpha} \sup _{x, y \in A(s, 2 s)} \frac{|w(x)-w(y)|}{|x-y|^{\alpha}} \\
& +s^{1+\alpha} \sup _{x, y \in A(s, 2 s)} \frac{\left|D_{1} w(x)-D_{1} w(y)\right|}{|x-y|^{\alpha}} .
\end{aligned}
$$

The following is the scaling-invariant weighted Hölder norm for functions on the punctured disk of radius $R$ :

$$
\|w\|_{C_{v}^{1, \alpha}\left(\mathbb{B}_{R}(0)\right)}=\sup _{s \in(0, R / 2]} s^{-v}[w]_{1, \alpha, s}
$$

As pointed out in [26, Corollary 2.1], the following lemma is important for deriving the rescaled Schauder estimate in Lemma 6.6.

Denote $m=\lceil\nu\rceil=\lceil\eta\rceil$, and denote the area form $\frac{d \tau \wedge d \bar{\tau}}{2 \pi \sqrt{-1}}$ by $d V$, or $d V(\tau)$ if we want to emphasize the integration variable. For any $f \in C_{v-1}^{1, \alpha}\left(\mathbb{B}_{R}\right)$, define

$$
\begin{align*}
\tilde{T} f(\zeta) & =T f(\zeta)-T f(0)-\sum_{k=1}^{m-1}(T f)^{(k)}(0) \frac{\zeta^{k}}{k!} \\
& =\frac{1}{2 \pi i}\left(\iint_{\mathbb{B}_{R}} \frac{f(\tau)}{\tau-\zeta} d \tau \wedge d \bar{\tau}-\sum_{k=0}^{m-1} \iint_{\mathbb{B}_{R}} \frac{f(\tau) \zeta^{k}}{\tau^{k+1}} d \tau \wedge d \bar{\tau}\right) \\
& =\frac{1}{2 \pi i} \iint_{\mathbb{B}_{R}} \frac{f(\tau) \zeta^{m}}{(\tau-\zeta) \tau^{m}} d \tau \wedge d \bar{\tau}
\end{align*}
$$

## LEMMA 6.5

Denote $\rho=|\zeta|$ for any $\zeta \in \mathbb{B}_{R}^{*}$. Then there exists a positive constant $C$ independent of $R$ such that for any $f \in C_{v-1}^{1, \alpha}\left(\mathbb{B}_{R}\right)$, we have

$$
\begin{equation*}
\left\|\rho^{-v} \tilde{T} f\right\|_{L^{\infty}\left(\mathbb{B}_{R}\right)} \leq C\left\|\rho^{1-v} f\right\|_{L^{\infty}\left(\mathbb{B}_{R}\right)} . \tag{6.26}
\end{equation*}
$$

## Proof

We can first estimate

$$
\begin{aligned}
\left|\rho^{-v} \tilde{T} f\right| & =|\zeta|^{-v}\left|\iint_{\mathbb{B}_{R}} \frac{f(\tau) \zeta^{m}}{(\tau-\zeta) \tau^{m}} d V\right| \\
& \leq\left\||\rho|^{1-v} f\right\|_{L^{\infty}}|\zeta|^{m-v} \iint_{\mathbb{B}_{R}(0)} \frac{d V}{|\tau-\zeta||\tau|^{m+1-v}}
\end{aligned}
$$

We split the integral into three parts:

$$
\iint_{\mathbb{B}_{R}(0)}=\iint_{\mathbb{B}_{\rho / 2}(0)}+\iint_{\mathbb{B}_{\rho / 2}(\zeta)}+\iint_{\mathbb{B}_{R}(0) \backslash\left(\mathbb{B}_{\rho / 2}(0) \cup \mathbb{B}_{\rho / 2}(\zeta)\right)}=\mathbf{I}+\mathbf{I I}+\mathbf{I I I} .
$$

The inequality (6.26) follows from the following estimates:

$$
\begin{aligned}
& \mathbf{I} \leq C \int_{0}^{\rho / 2} \frac{d s}{s^{m-v} \rho / 2} \leq C \rho^{\nu-m}, \\
& \mathbf{I I} \leq C \int_{0}^{\rho / 2} \frac{d s}{\rho^{m+1-v}} \leq C \rho^{\nu-m} .
\end{aligned}
$$

To estimate part IIII, it is easy to see that $|\tau-\zeta| \geq \frac{|\tau|}{4}$ for $\tau \in \mathbb{B}_{R}(0) \backslash \mathbb{B}_{\rho / 2}(\zeta)$. So we can estimate for any $v<m$ :

$$
\mathbf{I I I} \leq C \int_{\rho / 2}^{R} \frac{d s}{s^{m+1-v}} \leq \frac{C}{m-v}\left(\left(\frac{\rho}{2}\right)^{\nu-m}-R^{\nu-m}\right) \leq C \rho^{\nu-m} .
$$

It is clear that (6.26) follows by combining the above estimates.

LEMMA 6.6
If $f \in C_{v-1}^{0, \alpha}\left(\mathbb{B}_{R}\right)$, then $\tilde{T} f \in C_{v}^{1, \alpha}\left(\mathbb{B}_{R}\right)$ and satisfies

$$
\|\tilde{T} f\|_{C_{v}^{1, \alpha}\left(\mathbb{B}_{R}\right)} \leq C\|f\|_{C_{v-1}^{0, \alpha}\left(\mathbb{B}_{R}\right)} .
$$

## Proof

Let $F(\zeta)=\tilde{T} f(\zeta)$. Let $\rho=|\zeta|$. By Lemmas 6.4 and 6.5 and a standard rescaling argument as in [26, Corollary 2.1], we have

$$
\|\tilde{T} f\|_{C_{v}^{1, \alpha}\left(\mathbb{B}_{R / 2}\right)} \leq C\|f\|_{C_{v-1}^{0, \alpha}\left(\mathbb{B}_{R}\right)}
$$

To get the estimate on $\mathbb{B}_{R} \backslash \mathbb{B}_{R / 2}$, we use the explicit formula of $\tilde{T}$. As in [9, (18), (26)], we have

$$
\begin{aligned}
F_{\bar{\zeta}}= & f(\zeta) \\
F_{\zeta}= & \frac{1}{2 \pi \sqrt{-1}} \iint_{\mathbb{B}_{R}(0)} \frac{f(\tau)-f(\zeta)}{(\tau-\zeta)^{2}} d \tau d \bar{\tau} \\
& -\frac{1}{2 \pi \sqrt{-1}} \sum_{k=1}^{m-1} k \zeta^{k-1} \iint_{\mathbb{B}_{R}(0)} \frac{f(\tau)}{\tau^{k+1}} d \tau \wedge d \bar{\tau}
\end{aligned}
$$

So

$$
\begin{aligned}
\left|\frac{\left|F_{\zeta}\right|}{|\zeta|^{v-1}}\right| \leq & \frac{1}{2 \pi} \frac{1}{|\zeta|^{v-1}} \iint_{\mathbb{B}_{R}(0)} \frac{|f(\tau)-f(\zeta)|}{|\tau-\zeta|^{2}} d V(\tau) \\
& +\sum_{k=1}^{m-1} k R^{k-v}\left\|\rho^{1-v} f\right\|_{\infty} \int_{0}^{R} \frac{d s}{s^{k-v+1}}
\end{aligned}
$$

The second term on the right-hand side of the above identity is uniformly bounded by $C\left\|\rho^{1-v} f\right\|_{\infty}$. To estimate the first integral term, we split it into two parts:

$$
\iint_{\mathbb{B}_{R}(0)}=\iint_{\mathbb{B}_{\rho / 2}(0)}+\iint_{\mathbb{B}_{R}(0) \backslash \mathbb{B}_{\rho / 2}(0)}=\mathbf{I}+\mathbf{I I}
$$

Here we need to separate the integral over $\mathbb{B}_{\rho / 2}(0)$ from each estimate since we only have Hölder estimates for $x$ and $y$ of comparable lengths. Notice that we can assume that $R / 8 \leq|\zeta| \leq R$ and estimate

$$
\begin{aligned}
\mathbf{I} & \leq \frac{1}{2 \pi} \iint_{\mathbb{B}_{\rho / 2}(0)} \frac{1}{(|\zeta|-|\tau|)^{2}}\left(|\tau|^{1-v}|f(\tau)| \frac{|\zeta|^{1-v}}{|\tau|^{1-v}}+|\zeta|^{1-v}|f(\zeta)|\right) d V(\tau) \\
& \leq C\left\|\rho^{1-v} f\right\|_{L^{\infty}\left(\mathbb{B}_{R}\right)} \frac{1}{R^{2}} \int_{0}^{R / 2}\left(R^{1-v} s^{v-1}+1\right) s d s
\end{aligned}
$$

$$
\begin{aligned}
& \leq C\left\|\rho^{1-v} f\right\|_{L^{\infty}\left(\mathbb{B}_{R}(0)\right),} \\
\mathbf{I I} & \leq C \iint_{\mathbb{B}_{R}(0) \backslash \mathbb{B}_{\rho / 2}(0)} \\
& \leq C\|f\|_{C_{v-1}^{0, \alpha}} R^{-\alpha} \int_{0}^{2 R} s_{C_{v-1}^{0, \alpha}}|\tau-\zeta|^{\alpha} R^{-\alpha} \\
|\tau-\zeta|^{2} & s^{\alpha-2+1} d s \leq C\|f\|_{C_{v-1}^{0, \alpha}} .
\end{aligned}
$$

So we get $\left\|\rho^{1-v} D_{1} \tilde{T} f\right\|_{L^{\infty}} \leq C\|f\|_{C_{v-1}^{0, \alpha}}$, that is, the $C^{1}$-estimate. This implies the $C^{0, \alpha}$-estimate

$$
R^{\alpha} \sup _{x, y \in A(R / 8, R)} \frac{|w(x)-w(y)|}{|x-y|^{\alpha}} \leq C\|f\|_{C_{\nu-1}^{0, \alpha}} .
$$

Similarly, one can prove that

$$
R^{1+\alpha} \sup _{x, y \in A(R / 8, R)} \frac{\left|D_{1} w(x)-D_{1} w(y)\right|}{|x-y|^{\alpha}} \leq C\|f\|_{C_{v-1}^{0, \alpha}},
$$

with $w=\tilde{T}(f)$. In fact, we can prove the inequality as in [25, Section 6.1e], again the only difference is that we need to separate the integral over $\mathbb{B}_{\rho / 2}(0)$ from each estimate since we only have Hölder estimates for $x$ and $y$ of comparable lengths.

### 6.2.2. Multivariable estimates

Similarly to [24, (3.1)-(3.3)], we introduce the weighted multiple Hölder space by incorporating the weighted first-order Hölder space for $\zeta^{1}$ and the usual first-order Hölder spaces for the other variables. Formally, we introduce various norms:
(1) (Integral part)

$$
\begin{aligned}
\|u\|_{n, v}= & \sum_{k=0}^{n-1}\left(\frac{R^{k}}{k!} \sup _{\mathbb{B}_{R}(0)^{*} \times \mathbb{B}_{R}(0)^{n-1}}\left(\frac{\left|D^{k, 1} u\right|}{\left|\zeta^{1}\right|^{v}}\right)\right. \\
& \left.+\frac{R^{k+1}}{(k+1)!} \sup _{\mathbb{B}_{R}(0)^{*} \times \mathbb{B}_{R}(0)^{n-1}}\left(\frac{\left|D_{1} D^{k, 1} u\right|}{\left|\zeta^{1}\right|^{v-1}}\right)\right) .
\end{aligned}
$$

(2) (Fractional part, i.e., difference quotient part)

$$
\begin{aligned}
{[u]_{n \alpha, v}=} & \sum_{m=1}^{n-1}\left(\frac{R^{m \alpha}}{m!} \sup _{\mathbb{B}_{R}(0)^{*} \times \mathbb{B}_{R}(0)^{n-1}}\left(\frac{\left|\delta^{m, 1} u\right|}{\left|\zeta^{1}\right|^{v}}\right)\right. \\
& \left.+\frac{R^{(m+1) \alpha}}{(m+1)!} \sup _{s \in(0, R / 2)} s^{\alpha-v} \sup _{\left\{\zeta^{1}, \tilde{\zeta}^{1} \in A(s, 2 s)\right\}}\left|\delta_{1} \delta^{m, 1} u\right|\right) .
\end{aligned}
$$

(3) (0th-order weighted multiple Hölder norm)

$$
\|u\|_{n \alpha, v}=\tilde{H}_{\alpha, v}[u]=\sup _{\mathbb{B}_{R}(0)^{*} \times \mathbb{B}_{R}(0)^{n-1}} \frac{|u|}{\left|\zeta^{1}\right|^{\nu}}+[u]_{n \alpha, v}
$$

(4) (First-order weighted multiple Hölder norm)

$$
\begin{aligned}
\|u\|_{n+n \alpha, v}= & \|u\|_{n, v} \\
& +\sum_{k=0}^{n-1}\left(\frac{R^{k}}{k!}\left[D^{k, 1} u\right]_{n \alpha, v}+\frac{R^{k+1}}{(k+1)!}\left[D_{1} D^{k, 1} u\right]_{n \alpha, v-1}\right) \\
= & \sum_{k=0}^{n-1}\left(\frac{R^{k}}{k!} \tilde{H}_{\alpha, \nu}\left[D^{k, 1} u\right]+\frac{R^{k+1}}{(k+1)!} \tilde{H}_{\alpha, v-1}\left[D_{1} D^{k, 1} u\right]\right) .
\end{aligned}
$$

(5) (Partial first-order weighted multiple Hölder norm)

$$
\begin{aligned}
\|u\|_{n-1+n \alpha, v}^{1}= & \sum_{k=0}^{n-1} \frac{R^{k}}{k!} \sup _{\mathbb{B}_{R}(0)^{*} \times \mathbb{B}_{R}(0)^{n-1}} \tilde{H}_{\alpha, \nu}\left[D^{k, 1} u\right], \\
\|u\|_{n-1+n \alpha, v}^{j}= & \sum_{k=0}^{n-2}\left(\frac{R^{k}}{k!} \sup _{\mathbb{B}_{R}(0)^{*} \times \mathbb{B}_{R}(0)^{n-1}} \tilde{H}_{\alpha, \nu}\left[D^{k,\{1, j\}} u\right]\right. \\
& \left.+\frac{R^{k+1}}{(k+1)!} \tilde{H}_{\alpha, v-1}\left[D_{1} D^{k,\{1, j\}} u\right]\right) \quad \text { for } j \geq 2 .
\end{aligned}
$$

(6) (Anisotropically weighted norm for vector of functions) Denote $\mathfrak{z}=$ $\left(\mathfrak{z}^{1}(\zeta), \ldots, \mathfrak{z}^{n}(\zeta)\right), F=\left(f_{\overline{1}}, \ldots, f_{\bar{n}}\right)$. Denote

$$
\begin{aligned}
\|\mathfrak{z}\|_{n+n \alpha,(v+1, v)} & =\|\mathfrak{z}\|_{n+n \alpha, v+1}+\sum_{j=2}^{n}\left\|\mathfrak{z}^{j}\right\|_{n+n \alpha, v}, \\
\|F\|_{n-1+n \alpha,(v, v+1)} & =\left\|f_{\overline{1}}\right\|_{n-1+n \alpha, v}^{1}+\sum_{j=2}^{n}\left\|f_{\bar{j}}\right\|_{n-1+n \alpha, v+1}^{j} .
\end{aligned}
$$

Now we come back to solve the system (6.12) which is equivalent to

$$
\begin{equation*}
\mathfrak{z}^{i}=\widetilde{\mathbb{T}}\left(F^{i}(\zeta+\mathfrak{z})\right)=\mathfrak{J}^{i}[\mathfrak{z}], \quad \text { where } F^{i}=\left(f_{\bar{l}}^{i}\right)=\left(-\sum_{p=1}^{n} a \bar{p}_{\bar{p}}^{i} \frac{\partial \bar{z}^{p}}{\partial \bar{\zeta}^{l}}\right) \tag{6.27}
\end{equation*}
$$

Arguing as in [24], the following lemma is a consequence of the definitions of the above norms and Lemma 6.6.

LEMMA 6.7 (cf. [24, (3.4), Lemma 4.1, Lemma 4.3])
We have the following estimates:

$$
\begin{align*}
\left\|D_{j} f\right\|_{n-1+n \alpha, v}^{j} & \leq \frac{c}{R}\|f\|_{n+n \alpha, v}, \quad j=1, \ldots, n, \\
\left\|\tilde{T}^{j} D_{j} f\right\|_{n-1+n \alpha, v}^{l} & \leq c\|f\|_{n-1+n \alpha, v}^{l}, \quad j, l=1, \ldots, n, j \neq l,  \tag{6.28}\\
\left\|\tilde{T}^{1} f\right\|_{n+n \alpha, v+1} & \leq c R\|f\|_{n-1+n \alpha, v}^{1}, \\
\left\|\tilde{T}^{j} f\right\|_{n+n \alpha, v} & \leq c R\|f\|_{n-1+n \alpha, v}^{j} \quad \text { for } j \geq 2 .
\end{align*}
$$

## Remark 6.8

Note that the idea for the above estimates are the following.
(1) Differentiation with respect to $z^{j}$ for $j \neq 1$ keeps the weight unchanged and produces an $R^{-1}$ factor under appropriate norms. $\tilde{T}^{j}$ for $j \neq 1$ keeps the weight unchanged and produces an $R$ factor.
(2) Differentiation with respect to $z^{1}$ decreases the weight and produces an $R^{-1}$ factor. $\tilde{T}^{1}$ improves the weight by 1 and produces an extra $R$ factor.

Packing these estimates for components of $F^{1}, F^{j}$, the above lemma implies the following one.

LEMMA 6.9 (cf. [24, Theorem 4.1])
We have

$$
\begin{aligned}
& \left\|\widetilde{\mathbb{T}}\left(F^{1}\right)\right\|_{n+n \alpha, v+1} \leq c R\left\|F^{1}\right\|_{n-1+n \alpha,(v, v+1)} \\
& \left\|\widetilde{\mathbb{T}}\left(F^{j}\right)\right\|_{n+n \alpha, v} \leq c R\left\|F^{j}\right\|_{n-1+n \alpha,(v-1, v)}, \quad \text { for } j \geq 2
\end{aligned}
$$

The next lemma follows from the decay rate of $\left(a_{\bar{j}}^{i}\right)$ in identity (6.7) and the definition of norms listed above. It shows the reason for relaxing the asymptotics by replacing $\eta$ by $\nu$.

LEMMA 6.10 (cf. [24, Lemma 3.1])
Suppose that $\|\mathfrak{z}\|_{n+n \alpha,(v+1, v)} \leq 1$. Then

$$
\begin{aligned}
\left\|a \frac{1}{1}(\zeta+\mathfrak{z})\right\|_{n-1+n \alpha, v} & \leq K R^{\eta-v}\left(1+R^{v}\left\|_{\mathfrak{z}}\right\|_{n+n \alpha,(v+1, v)}\right), \\
\left\|a \frac{1}{k}(\zeta+\mathfrak{z})\right\|_{n-1+n \alpha, v+1} & \leq K R^{\eta-v}\left(1+R^{v}\left\|_{\mathfrak{z}}\right\|_{n+n \alpha,(v+1, \nu)}\right), \\
\left\|a \frac{k}{1}(\zeta+\mathfrak{z})\right\|_{n-1+n \alpha, v-1} & \leq K R^{\eta-v}\left(1+R^{v}\left\|_{\mathfrak{z}}\right\|_{n+n \alpha,(v+1, v)}\right), \\
\left\|a \frac{j}{k}(\zeta+\mathfrak{z})\right\|_{n-1+n \alpha, v} & \leq K R^{\eta-v}\left(1+R^{v}\left\|_{\mathfrak{z}}\right\|_{n+n \alpha,(v+1, v)}\right) .
\end{aligned}
$$

The following lemma is the precise formulation of the estimates in (6.17). Notice that if $\eta=1$, then we get back the estimate in [24, Lemma 5.1].

LEMMA 6.11 (cf. [24, Lemma 5.1])
If $\|\mathfrak{z}\|_{n+n \alpha,(v+1, \nu)} \leq R$, then

$$
\begin{align*}
\left\|F^{1}\right\|_{n-1+n \alpha,(v, v+1)} & \leq C R^{\eta-v}\left(1+R^{v}\left\|_{\mathfrak{z}}\right\|_{n+n \alpha,(v+1, v)}\right), \\
\left\|F^{1}[\mathfrak{z}]-F^{1}[\tilde{\mathfrak{z}}]\right\|_{n+n \alpha,(v, v+1)} & \leq C R^{\eta-1}\|\mathfrak{z}-\tilde{\mathfrak{z}}\|_{n+n \alpha,(v+1, v)} . \tag{6.29}
\end{align*}
$$

For $j \geq 2$, we have

$$
\begin{align*}
\left\|F^{j}\right\|_{n-1+n \alpha,(v-1, \nu)} & \leq C R^{\eta-v}\left(1+R^{v}\left\|_{\mathfrak{z}}\right\|_{n+n \alpha,(v+1, v)}\right), \\
\left\|F^{j}[\mathfrak{z}]-F^{j}[\tilde{\mathfrak{z}}]\right\|_{n+n \alpha,(v-1, \nu)} & \leq C R^{\eta-1}\|\mathfrak{z}-\tilde{\mathfrak{z}}\|_{n+n \alpha,(v+1, v)} . \tag{6.30}
\end{align*}
$$

## Proof

We prove the first two estimates for $F^{1}=\left(f_{\overline{1}}^{1}, f_{\bar{m}}^{1}\right)$. We first deal with $f_{\overline{1}}^{1}$ :

$$
\begin{equation*}
f_{\overline{1}}^{1}=a_{\overline{1}}^{1} \frac{\partial \bar{z}^{1}}{\partial \bar{\zeta}^{1}}+\sum_{m>1} a_{\bar{m}}^{1} \frac{\partial \bar{z}^{m}}{\partial \bar{\zeta}^{1}} . \tag{6.31}
\end{equation*}
$$

For the first term on the right-hand side of (6.31), we have the following estimate:

$$
\begin{aligned}
\left\|a \frac{1}{1} \frac{\partial \bar{z}^{1}}{\partial \bar{\zeta}^{1}}\right\|_{n-1+n \alpha, v}^{1} \leq & \left\|a \frac{1}{1}\right\|_{n-1+n \alpha, v}^{1}\left(1+\left\|\frac{\partial \overline{\mathfrak{z}}^{1}}{\partial \bar{\zeta}^{1}}\right\|_{n-1+n \alpha, 0}^{1}\right) \\
\lesssim & K R^{\eta-v}\left(1+R^{v}\left\|_{\mathfrak{z}}\right\|_{n+n \alpha,(v+1, v)}\right) \\
& \times\left(1+\left\|\mathfrak{z}^{1}\right\|_{n+n \alpha, v+1} R^{v-1}\right) \\
\lesssim & R^{\eta-v}\left(1+R^{v}\left\|_{\mathfrak{z}}\right\|_{n+n \alpha,(v+1, v)}\right)
\end{aligned}
$$

where we estimated $\left\|a_{1}^{1}\right\|_{n-1+n \alpha, \nu}^{1}$ using Lemma 6.10. Using Remark 6.8, we can estimate

$$
\begin{aligned}
&\left\|a \frac{1}{\overline{1}}(\zeta+\mathfrak{z}) \frac{\partial \bar{z}^{1}}{\partial \bar{\zeta}^{1}}-a \frac{1}{\overline{1}}(\zeta+\tilde{\mathfrak{z}}) \frac{\partial \overline{\tilde{z}}^{1}}{\partial \bar{\zeta}^{1}}\right\|_{n-1+n \alpha, v}^{1} \\
& \leq\left\|a \overline{\overline{1}}_{1}^{1}(\zeta+\mathfrak{z})-a \overline{\overline{1}}^{1}(\zeta+\tilde{\mathfrak{z}})\right\|_{n-1+n \alpha, v}^{1}\left\|\frac{\partial \bar{z}^{1}}{\partial \bar{\zeta}^{1}}\right\|_{n-1+n \alpha, 0}^{1} \\
& \quad+\left\|a a_{\overline{1}}^{1}(\zeta+\tilde{\mathfrak{z}})\right\|_{n-1+n \alpha, v}\left\|\frac{\partial\left(\mathfrak{z}^{1}-\tilde{\mathfrak{z}}^{1}\right)}{\partial \bar{\zeta}^{1}}\right\|_{n-1+n \alpha, 0}^{1} \\
& \quad \leq K R^{\eta-1}\|\mathfrak{z}-\tilde{\mathfrak{z}}\|_{n+n \alpha,(v+1, v)} .
\end{aligned}
$$

In the above estimates, similar to the method in our proof that $\zeta \mapsto z$ gives coordinate charts, we have estimated the difference of $a_{\frac{1}{1}}(z)-a_{1}^{1}(\tilde{z})$ by decomposing into two parts and then using the mean value theorem to get the above estimate (cf. [24, p. 401]):

$$
\begin{aligned}
&\left\|a \frac{1}{1}(\zeta+\mathfrak{z})-a \frac{1}{1}(\zeta+\tilde{\mathfrak{z}})\right\|_{n-1+n \alpha, v}^{1} \\
&=\left\|a \frac{1}{1}(\zeta+\mathfrak{z})-a \frac{1}{1}\left(\zeta^{1}+\tilde{\mathfrak{z}}^{1}, \zeta^{\prime \prime}+\mathfrak{z}^{\prime \prime}\right)\right\|_{n-1+n \alpha, v} \\
&+\left\|a_{\frac{1}{1}}^{1}\left(\zeta^{1}+\tilde{\mathfrak{z}}^{1}, \zeta^{\prime \prime}+\mathfrak{z}^{\prime \prime}\right)-a_{\overline{1}}^{1}\left(\zeta^{1}+\tilde{\mathfrak{z}}^{1}, \zeta^{\prime \prime}+\tilde{\mathfrak{z}}^{\prime \prime}\right)\right\|_{n-1+n \alpha, v} \\
& \quad R^{\eta-1}\left\|_{\mathfrak{z}}^{1}-\tilde{\mathfrak{z}}^{1}\right\|_{n+n \alpha, v+1}+R^{\eta-1}\left\|\mathfrak{z}^{\prime \prime}-\tilde{\mathfrak{z}}^{\prime \prime}\right\|_{n+n \alpha, v}
\end{aligned}
$$

The following estimates deal with the second part on the right-hand side of (6.31):

$$
\begin{aligned}
\left\|a \frac{1}{\bar{m}} \frac{\partial \bar{z}^{m}}{\partial \bar{\zeta}^{1}}\right\|_{n-1+n \alpha, v}^{1} & \leq\left\|a_{\bar{m}}^{1}\right\|_{n-1+n \alpha, v+1}^{1}\left\|\frac{\partial \overline{\mathfrak{z}}^{m}}{\partial \bar{\zeta}^{1}}\right\|_{n-1+n \alpha,-1}^{1} \\
& \lesssim K R^{\eta-v}\left(1+R^{v}\|\mathfrak{z}\|_{n+n \alpha,(v+1, v)}\right)\left\|\mathfrak{z}^{m}\right\|_{n+n \alpha, v} R^{v-1} \\
& \lesssim R^{\eta-v}\left(1+R^{v}\left\|_{\mathfrak{z}}\right\|_{n+n \alpha,(v+1, v)}\right) .
\end{aligned}
$$

In the last inequality, we used $\left\|\mathfrak{z}^{m}\right\|_{n+n \alpha, \nu} \leq R$ :

$$
\begin{aligned}
&\left\|a \frac{1}{m}(\zeta+\mathfrak{z}) \frac{\partial \bar{z}^{m}}{\partial \bar{\zeta}^{1}}-a \frac{1}{\bar{m}}(\zeta+\tilde{\mathfrak{z}}) \frac{\partial \overline{\tilde{z}}^{m}}{\partial \bar{\zeta}^{1}}\right\|_{n-1+n \alpha, v}^{1} \\
& \leq\left\|a \frac{1}{\bar{m}}(\zeta+\mathfrak{z})-a \frac{1}{m}(\zeta+\tilde{\mathfrak{z}})\right\|_{n-1+n \alpha, v+1}^{1}\left\|\frac{\partial \bar{z}^{m}}{\partial \bar{\zeta}^{1}}\right\|_{n-1+n \alpha,-1}^{1} \\
& \quad+\left\|a \frac{1}{m}(\zeta+\tilde{\mathfrak{z}})\right\|_{n-1+n \alpha, v+1}\left\|\frac{\partial\left(\mathfrak{z}^{m}-\tilde{\mathfrak{z}}^{m}\right)}{\partial \bar{\zeta}^{1}}\right\|_{n-1+n \alpha,-1}^{1} \\
& \quad \leq K R^{\eta-1}\left\|_{\mathfrak{z}}-\tilde{\mathfrak{z}}\right\|_{n+n \alpha,(v+1, v)} .
\end{aligned}
$$

We used the estimate

$$
\begin{aligned}
&\left\|a \frac{1}{m}(\zeta+\mathfrak{z})-a \frac{1}{m}(\zeta+\tilde{\mathfrak{z}})\right\|_{n-1+n \alpha, v+1}^{1} \\
&=\left\|a_{\bar{m}}^{1}(\zeta+\mathfrak{z})-a_{\bar{m}}^{1}\left(\zeta^{1}+\tilde{\mathfrak{z}}^{1}, \zeta^{\prime \prime}+\mathfrak{z}^{\prime \prime}\right)\right\|_{n-1+n \alpha, v+1} \\
& \quad+\left\|a \frac{1}{m}\left(\zeta^{1}+\tilde{\mathfrak{z}}^{1}, \zeta^{\prime \prime}+\mathfrak{z}^{\prime \prime}\right)-a_{\bar{m}}^{1}\left(\zeta^{1}+\tilde{\mathfrak{z}}^{1}, \zeta^{\prime \prime}+\tilde{\mathfrak{z}}^{\prime \prime}\right)\right\|_{n-1+n \alpha, v+1} \\
& \quad \lesssim R^{\eta-1}\left\|\mathfrak{z}^{1}-\tilde{\mathfrak{z}}^{1}\right\|_{n+n \alpha, v+1}+R^{\eta-1}\left\|\mathfrak{z}^{\prime \prime}-\tilde{\mathfrak{z}}^{\prime \prime}\right\|_{n+n \alpha, v}
\end{aligned}
$$

In the same way, one can verify the other estimates.

### 6.2.3. Completion of the proof of Proposition 6.1

Combining Lemmas 6.9 and 6.11, we get the following result.

## THEOREM 6.12

For any $\mathfrak{z}, \tilde{\mathfrak{z}}$ satisfying $\|\mathfrak{z}\|_{n+n \alpha,(v+1, v)} \leq R,\|\tilde{\mathfrak{z}}\|_{n+n \alpha,(v+1, v)} \leq R$ with $R$ sufficiently small, we have

$$
\begin{aligned}
\|\mathfrak{J}(\mathfrak{z})\|_{n+n \alpha,(v+1, v)} & \leq c R^{\eta-v}\left(1+R^{v}\left\|_{\mathfrak{z}}\right\|_{n+n \alpha,(v+1, v)}\right) \\
\|\mathfrak{J}(\tilde{\mathfrak{z}})-\mathfrak{J}(\mathfrak{z})\|_{n+n \alpha,(v+1, v)} & \leq c R^{\eta}\|\tilde{\mathfrak{z}}-\mathfrak{z}\|_{n+n \alpha,(v+1, v)}
\end{aligned}
$$

So for $R$ sufficiently small, we indeed get the desired inequalities (6.19) and (6.20) needed to apply the contraction-iteration principle to get a solution to the system (6.27).

## LEMMA 6.13

If $\mathfrak{z}$ is a solution to the system (6.27), then $\mathfrak{z}$ is a solution to (6.8), that is,

$$
\begin{equation*}
g_{\bar{j}}^{i}=\frac{\partial z^{i}}{\partial \bar{\zeta}^{j}}+\sum_{p=1}^{n} a \frac{i}{\bar{p}}(z) \frac{\partial \bar{z}^{p}}{\partial \bar{\zeta}^{j}}=0, \quad i, j=1, \ldots, n \tag{6.32}
\end{equation*}
$$

## Proof

We follow the argument in [24, p. 403]. Using the formula (6.10) and calculating as in $[24,(2.11)-(2.12)]$ (see also [25, (4.1.2)]), we get the identity

$$
\begin{align*}
g_{\bar{j}}^{i}= & \sum_{s=0}^{n-2} \frac{(-1)^{s}}{(s+2)!} \sum^{j} \tilde{T}^{j_{1}} \bar{\partial}_{j_{1}} \ldots \tilde{T}^{j_{s}} \bar{\partial}_{j_{s}} \\
& \cdot \tilde{T}^{k}\left[\left(\partial_{p} a \frac{i}{m}\right)(\zeta)\left(\bar{\partial}_{j} \bar{z}^{m} \cdot g_{\bar{k}}^{p}-\bar{\partial}_{k} \bar{z}^{m} \cdot g_{\bar{j}}^{p}\right)\right] \tag{6.33}
\end{align*}
$$

where $\sum^{j}$ denotes the summation over all $(s+1)$-tuples with $j_{1}, \ldots, j_{s}, k$ distinct and different from $j$. We claim that from (6.33) the following holds:

$$
\begin{align*}
& \left\|G^{1}\right\|_{n-1+n \alpha,(v, v+1)}+\left\|G^{j}\right\|_{n-1+n \alpha,(v-1, v)} \\
& \quad \leq C R^{\eta+v}\left(\left\|G^{1}\right\|_{n-1+n \alpha,(v, v+1)}+\left\|G^{j}\right\|_{n-1+n \alpha,(v-1, v)}\right) \tag{6.34}
\end{align*}
$$

where we denote $G^{i}=\left(g \frac{i}{1}, \ldots, g \frac{i}{n}\right)$. Assuming that (6.34) holds, then when $R$ is sufficiently small we have $G^{i}=0$ and so we indeed get the solution to (6.32). To verify the claim, we need to estimate the term in the bracket:

$$
\mathfrak{G}_{\bar{j} \bar{k}}^{i}:=\sum_{p, m}\left(\partial_{p} a_{\bar{m}}^{i}\right)(\zeta)\left(\bar{\partial}_{j} \bar{z}^{m} \cdot g_{\bar{k}}^{p}-\bar{\partial}_{k} \bar{z}^{m} \cdot g_{\bar{j}}^{p}\right)=: \sum_{m, p} \mathfrak{G}_{\bar{j} \bar{k} m p}^{i} .
$$

We will estimate it for different cases of indices.
(1) $\quad(i=1, j=1)$ In this case $k \geq 2\left(\right.$ since $k \neq j$ in $\left.\sum^{j}\right)$.
(a) $\quad(p=1, m=1)$ Note that $\partial_{1} a_{1}^{1}=\tilde{O}\left(R^{\eta-1}\right), \bar{\partial}_{1} \bar{z}^{1}=\tilde{O}\left(1+R^{v}\right)$, $\left\|g_{\bar{k}}^{1}\right\|_{n-1+n \alpha, v+1}=\tilde{O}\left(R^{v+1}\right), \quad \bar{\partial}_{k} \bar{z}^{1}=\bar{\partial}_{k}{ }^{1}=\tilde{O}\left(R^{v+1}\right)$, $\left\|g_{\tilde{j}}^{1}\right\|_{n-1+n \alpha, \nu}=\tilde{O}\left(R^{\nu}\right)$. So we can estimate the summand as:

$$
\begin{aligned}
\| \mathfrak{G}_{\overline{1} \bar{k} m p}^{1} & \|_{n-1+n \alpha,(v, v+1)} \\
\leq & R^{\eta-1}\left(\left(1+R^{\nu}\right) \cdot R^{v+1}\left\|G^{1}\right\|_{n-1+n \alpha,(v, v+1)}\right. \\
& \left.\quad+R^{v+1}\left\|\bar{\partial}_{k} \overline{\mathfrak{j}}^{1}\right\|_{n-1+n \alpha, v+1} \cdot R^{v}\left\|G^{1}\right\|_{n-1+n \alpha,(v, v+1)}\right) \\
\leq & R^{\eta+\nu}\left(\left\|G^{1}\right\|_{n-1+n \alpha,(v, v+1)}+\left\|G^{j}\right\|_{n-1+n \alpha,(v-1, v)}\right)
\end{aligned}
$$

For convenience, we will just write formally that the following holds:

$$
\mathfrak{G}_{\overline{1} \bar{k} m p}^{1}=\tilde{O}\left(\rho^{\eta-1}\left(\rho^{0+v+1}+\rho^{\nu+1+v}\right)\right)=\tilde{O}\left(\rho^{\eta} \rho^{\nu}\right)
$$

By similar reasoning, we can estimate the other summands:
(b) $\quad(p \geq 2, m=1) \mathfrak{G}_{\overline{1} \bar{k} m p}^{1}=\tilde{O}\left(\rho^{\eta}\left(\rho^{0+v}+\rho^{\nu+1+\nu-1}\right)\right)=\tilde{O}\left(\rho^{\eta} \rho^{\nu}\right)$.
(c) $\quad(p=1, m \geq 2) \mathfrak{G}_{\overline{1} \bar{k} m p}^{1}=\tilde{O}\left(\rho^{\eta}\left(\rho^{\nu-1+\nu+1}+\rho^{0+v}\right)\right)=\tilde{O}\left(\rho^{\eta} \rho^{\nu}\right)$.
(d) $\quad(p \geq 2, m \geq 2) \mathfrak{G}_{\overline{1} \bar{k} m p}^{1}=\tilde{O}\left(\rho^{\eta+1}\left(\rho^{\nu-1+\nu}+\rho^{0+\nu-1}\right)\right)=\tilde{O}\left(\rho^{\eta} \rho^{\nu}\right)$.

Combining estimates (a)-(d) above gives

$$
\left\|\mathfrak{G}_{\overline{1} \bar{k}}^{1}\right\|_{n-1+n \alpha, v} \lesssim R^{\eta+v}\left(\left\|G^{1}\right\|_{n-1+n \alpha,(v, v+1)}+\left\|G^{j}\right\|_{n-1+n \alpha,(\nu-1, \nu)}\right) .
$$

The same remark applies to the notation in the following estimates:
(2) $\quad(i=1, j \geq 2)$ In this case $k$ can be 1 .
(a) $\quad(k=1)$ We estimate norm $\left\|\mathfrak{G}_{\tilde{j} 1}^{1}\right\|_{n-1+n \alpha, v}$.
(i) $\quad(p=1, m=1) \mathfrak{G} \frac{1}{\dot{j} 1 m p}=\tilde{O}\left(\rho^{\eta-1}\left(\rho^{\nu+1+v}+\rho^{0+v+1}\right)\right)=$ $\tilde{O}\left(\rho^{\eta} \rho^{\nu}\right)$.
(ii) $\quad(p \geq 2, m=1) \mathfrak{G}_{\bar{j} 1 m p}^{1}=\tilde{O}\left(\rho^{\eta}\left(\rho^{\nu+1+\nu-1}+\rho^{0+v}\right)\right)=$ $\tilde{O}\left(\rho^{\eta} \rho^{\nu}\right)$.
(iii) $\quad(p=1, m \geq 2) \mathfrak{G}_{\tilde{j} 1 m p}^{1}=\tilde{O}\left(\rho^{\eta}\left(\rho^{0+v}+\rho^{\nu-1+v+1}\right)\right)=$ $\tilde{O}\left(\rho^{\eta} \rho^{\nu}\right)$.
(iv) $\quad(p \geq 2, m \geq 2) \mathfrak{G}_{\dot{j} 1 m p}^{1}=\tilde{O}\left(\rho^{\eta+1}\left(\rho^{0+\nu-1}+\rho^{\nu-1+\nu}\right)\right)=$ $\tilde{O}\left(\rho^{\eta} \rho^{\nu}\right)$.
(b) $\quad(k \geq 2)$ We use the norm $\left\|\mathfrak{G} \frac{1}{\bar{j} \bar{k}}\right\|_{n-1+n \alpha, v+1}$.
(i) $\quad(p=1, m=1) \mathfrak{G} \frac{1}{\tilde{j} k m p}=\tilde{O}\left(\rho^{\eta-1}\left(\rho^{\nu+1+\nu+1}+\rho^{\nu+1+\nu+1}\right)\right)=$ $\tilde{O}\left(\rho^{\eta+\nu} \rho^{\nu+1}\right)$.
(ii) $\quad(p \geq 2, m=1) \mathfrak{G}_{\bar{j} \bar{k} m p}^{1}=\tilde{O}\left(\rho^{\eta}\left(\rho^{\nu+1+\nu}+\rho^{\nu+1+\nu}\right)\right)=$ $\tilde{O}\left(\rho^{\eta+v} \rho^{v+1}\right)$.
(iii) $\quad(p=1, m \geq 2) \mathfrak{G}_{\frac{1}{j k m p}}^{1}=\tilde{O}\left(\rho^{\eta}\left(\rho^{0+v+1}+\rho^{0+v+1}\right)\right)=$ $\tilde{O}\left(\rho^{\eta} \rho^{\nu+1}\right)$.
(iv) $\quad(p \geq 2, m \geq 2) \mathfrak{G}_{j}^{1} k m p=\tilde{O}\left(\rho^{\eta+1}\left(\rho^{0+\nu}+\rho^{0+\nu}\right)\right)=$ $\tilde{O}\left(\rho^{\eta} \rho^{\nu+1}\right)$.
(3) $\quad(i \geq 2, j=1)$ In this case $k \geq 2$. From the expression of $\mathfrak{G} \frac{i}{j \vec{k}}$, we see that the only difference between this and the case $i=1, j=1$ lies in the term $\partial_{p} a_{\bar{m}}^{i}$. We just need to decrease each order by 1 to get

$$
\mathfrak{G}_{\overline{1} \bar{k}}^{i}=\tilde{O}\left(\rho^{\eta} \rho^{\nu-1}\right),
$$

or equivalently,

$$
\left\|\mathfrak{G}_{\overline{1} \bar{k}}^{i}\right\|_{n-1+n \alpha, v} \leq R^{\eta+v-1}\left(\left\|G^{1}\right\|_{n-1+n \alpha,(v, v+1)}+\left\|G^{j}\right\|_{n-1+n \alpha,(v-1, v)}\right)
$$

(4) $(i \geq 2, j \geq 2)$ In this case, $k$ can be 1 . Again, we see that the only difference between this and the case $i=1, j \geq 2$ lies in the term $\partial_{p} a_{\bar{m}}^{i}$. So we just need to decrease each order by 1 to get

$$
\mathfrak{G}_{\bar{j} 1}^{i}=\tilde{O}\left(\rho^{\eta} \rho^{\nu-1}\right) \quad \text { and } \quad \mathfrak{G}_{\bar{j} \bar{k}}^{i}=\tilde{O}\left(\rho^{\eta} \rho^{\nu}\right)
$$

Now from (1), we have that

$$
\begin{aligned}
\left\|g \frac{1}{1}\right\|_{n-1+n \alpha, \nu}^{1} & \leq C \sum_{k \geq 2}\left\|\tilde{T}^{k} \mathfrak{G}_{\overline{1} \bar{k}}^{1}\right\|_{n-1+n \alpha, \nu} \\
& \leq C R^{\eta+\nu}\left(\left\|G^{1}\right\|_{n-1+n \alpha,(v, v+1)}+\left\|G^{j}\right\|_{n-1+n \alpha,(v-1, \nu)}\right)
\end{aligned}
$$

From (2), we have for $j \geq 2$,

$$
\begin{aligned}
\left\|\frac{1}{j}\right\|_{n-1+n \alpha, v}^{j} & \leq C\left(\left\|\tilde{T}^{1} \mathfrak{G} \frac{1}{j 1}\right\|_{n-1+n \alpha, v+1}^{j}+\sum_{k \geq 2}\left\|\tilde{T}^{k} \mathfrak{G}_{\frac{1}{j} \bar{k}}^{1}\right\|_{n-1+n \alpha, v+1}^{j}\right) \\
& \leq C R^{\eta+v}\left(\left\|G^{1}\right\|_{n-1+n \alpha,(v, v+1)}+\left\|G^{j}\right\|_{n-1+n \alpha,(v-1, v)}\right)
\end{aligned}
$$

Note that we have used the fact from (6.7) that the operator $\tilde{T}^{1}$ improves the weight from $v$ to $v+1$. The same argument applies to items (3) and (4) as well. So we indeed get the estimate (6.34).

## Appendix

## A.1. Neighborhoods of complex submanifolds after Grauert-Abate-Bracci-Tovena

Assume that $S$ is a smooth complex submanifold of $X$. In the Introduction, we recalled the definition of $S(k)$ and the concept of linearizability. Grauert [14] showed
that the obstruction for extending an isomorphism $S(k-1) \rightarrow S_{N}(k-1)$ to an isomorphism $S(k) \rightarrow S_{N}(k)$ lies in the cohomology group $H^{1}\left(S, \Theta_{X} \mid S \otimes d_{S}^{k} / \alpha_{S}^{k+1}\right)$. He also pointed out that this obstruction consists of two parts. To see this, consider the exact sequence

$$
0 \rightarrow \Theta_{S} \otimes l_{S}^{k} / \alpha_{S}^{k+1} \rightarrow \Theta_{X} \mid S \otimes l_{S}^{k} / \alpha_{S}^{k+1} \rightarrow N_{S} \otimes l_{S}^{k} / \alpha_{S}^{k+1} \rightarrow 0
$$

from which we get the long exact sequence

$$
\begin{aligned}
\cdots & \rightarrow H^{1}\left(S, \Theta_{S} \otimes d_{S}^{k} / \ell_{S}^{k+1}\right) \\
& \rightarrow H^{1}\left(S,\left.\Theta_{X}\right|_{S} \otimes \ell_{S}^{k} / \ell_{S}^{k+1}\right) \rightarrow H^{1}\left(S, N_{S} \otimes \ell_{S}^{k} / \ell_{S}^{k+1}\right) \rightarrow \cdots
\end{aligned}
$$

So, roughly speaking, the obstruction comes from two parts: one from $H^{1}\left(S, N_{S} \otimes\right.$ $\left.\chi_{S}^{k} / \ell_{S}^{k+1}\right)$, and the other from $H^{1}\left(S, \Theta_{S} \otimes l_{S}^{k} / l_{S}^{k+1}\right)$. In [1], Abate, Bracci, and Tovena explicitly described these two cohomological obstruction classes, and introduced the notion of $k$-splitting and $k$-comfortably embedded such that $k$-linearizable equals $k$-splitting plus ( $k-1$ )-comfortably embedded with respect to the induced $(k-1)$ th-order lifting. (This section includes results from Abate, Bracci, and Tovena's work referenced in the main body of the paper.)

Definition A.1 ([1, Definitions 2.1, 2.2])
(1) $S$ is $k$-splitting in $X$ (for some $k \geq 1$ ) if the exact sequence

$$
0 \longrightarrow \ell_{S} / \downarrow_{S}^{k+1} \longrightarrow \mathcal{O}_{X} / \downarrow_{S}^{k+1} \longrightarrow \mathcal{O}_{S} \rightarrow 0
$$

splits as a sequence of sheaves of rings.
(2) A $k$-splitting atlas for $S \subset X$ is an atlas $\left\{\left(V_{\alpha}, z_{\alpha}\right)\right\}$ of $X$ adapted to $S$ (i.e., $V_{\alpha} \cap S \neq \emptyset$ implies $V_{\alpha} \cap S=\left\{z_{\alpha}^{1}=\cdots=z_{\alpha}^{m}=0\right\}$ ) such that

$$
\left.\frac{\partial^{k} z_{\beta}^{p}}{\partial z^{r_{1}} \cdots \partial z_{\alpha}^{r_{k}}}\right|_{S} \equiv 0,
$$

for all $r_{1}, \ldots, r_{k}=1, \ldots, m$, all $p=m+1, \ldots, n$, and all indices $\alpha, \beta$ such that $V_{\alpha} \cap V_{\beta} \cap S \neq \emptyset$.
(3) An atlas $\left\{\left(V_{\alpha}, z_{\alpha}\right)\right\}$ adapted to $S$ is adapted to a $k$ th-order lifting $\rho: \mathcal{O}_{S} \rightarrow$ $\mathcal{O}_{M} / \mathcal{d}_{S}^{k+1}$ if

$$
\begin{equation*}
\rho[f]_{1}=\sum_{l=0}^{k}(-1)^{l}\left[\frac{\partial^{l} f}{\partial z_{\alpha}^{r_{1}} \cdots \partial z_{\alpha}^{r_{l}}} z_{\alpha}^{r_{1}} \cdots z_{\alpha}^{r_{l}}\right]_{k+1} \tag{A.1}
\end{equation*}
$$

for every $f \in \mathcal{O}\left(V_{\alpha}\right)$ and all indices $\alpha$ such that $V_{\alpha} \cap S \neq \emptyset$.

In the following, if $S$ is $k$-splitting, we will fix a lifting: $\rho_{k}: \mathcal{O}_{S} \rightarrow \mathcal{O}_{X} / \mathcal{l}_{S}^{k+1}$. We also denote by $\phi_{h, k}$ the natural map

$$
\begin{equation*}
\phi_{h, k}: \mathcal{O}_{X} / \mathcal{d}_{S}^{h+1} \rightarrow \mathcal{O}_{X} / d_{S}^{k+1}, \quad \text { for } h \geq k \tag{A.2}
\end{equation*}
$$

proposition A. 2 ([1, Proposition 2.2])
Assume that $S$ is $(k-1)$-splitting in $X$, let $\rho_{k-1}: \mathcal{O}_{S} \rightarrow \mathcal{O}_{X} / \alpha_{S}^{k}$ be a $(k-1)$ thorder lifting, and let $\mathfrak{V}=\left\{\left(V_{\alpha}, \phi_{\alpha}\right)\right\}$ be a $(k-1)$-splitting atlas adapted to $\rho_{k-1}$. Let $\mathfrak{g}_{k}^{\rho_{k-1}} \in H^{1}\left(S, \operatorname{Hom}\left(\Omega_{S}, d_{S}^{k} / d_{S}^{k+1}\right)\right)$ be the Čech cohomology class represented by a l-cocycle $\left\{\left(\mathfrak{g}_{k}^{\rho_{k-1}}\right)_{\beta \alpha}\right\} \in H^{1}\left(\mathfrak{V}_{S}, \operatorname{Hom}\left(\Omega_{S}, l_{S}^{k} / \gamma_{S}^{k+1}\right)\right)$ given by

$$
\begin{align*}
\left(\mathfrak{g}_{k}^{\rho_{k-1}}\right)_{\beta \alpha} & =-\left.\frac{1}{k!} \frac{\partial^{k} z_{\alpha}^{p}}{\partial z_{\beta}^{r_{1}} \cdots \partial z_{\beta}^{r_{k}}}\right|_{S} \frac{\partial}{\partial z_{\alpha}^{p}} \otimes\left[z_{\beta}^{r_{1}} \cdots z_{\beta}^{r_{k}}\right]_{k+1} \\
& \in H^{0}\left(V_{\alpha} \cap V_{\beta} \cap S, \Theta_{S} \otimes d_{S}^{k} / \alpha_{S}^{k+1}\right) \tag{A.3}
\end{align*}
$$

Then there exists a kth-order lifting $\rho_{k}: \mathcal{O}_{S} \rightarrow \mathcal{O}_{X} / \mathcal{l}_{S}^{k+1}$ such that $\rho_{k-1}=\phi_{k, k-1} \circ$ $\rho_{k}$ if and only if $\mathfrak{g}_{k}^{\rho_{k-1}}=0$. We call this $\mathfrak{g}_{k}^{\rho_{k-1}}$ the obstruction to $k$-splitting relative to $\rho_{k-1}$.

## Proposition A. 3 ([1, Proposition 3.2])

Assume that $S$ is $k$-splitting in $X$, and let $\rho: \mathcal{O}_{S} \rightarrow \mathcal{O}_{X} / \partial_{S}^{k+1}$ be a kth-order lifting, with $k \geq 0$. Then for any $1 \leq h \leq k+1$, the lifting $\rho$ induces a structure of locally $\mathcal{O}_{S}$-free modules on $\vartheta_{S} / \ell_{S}^{h+1}$ for $1 \leq h \leq k+1$ in such a way that the sequence

$$
\begin{equation*}
0 \longrightarrow \ell_{S}^{h} / \ell_{S}^{h+1} \longrightarrow \ell_{S} / \ell_{S}^{h+1} \longrightarrow \ell_{S} / \ell_{S}^{h} \longrightarrow 0 \tag{A.4}
\end{equation*}
$$

becomes an exact sequence of locally $\mathcal{O}_{S}$-free modules.
Definition A. 4 ([1, Definitions 3.1, 3.2])
(1) If $S$ is $k$-splitting in $X$ and the sequence (A.4) splits for $1 \leq h \leq k+1$, then $S$ is called $k$-comfortably embedded in $X$. Denote by $\nu_{h-1, h}: \ell_{S} / \ell_{S}^{h} \rightarrow$ $\ell_{S} / \mathscr{l}_{S}^{h+1}$ the splitting $\mathcal{O}_{S}$-morphism of the sequence (A.4) and the comfortable splitting sequence $\boldsymbol{v}_{k}=\left(\nu_{0,1}, \ldots, \nu_{k, k+1}\right)$.
(2) A $k$-comfortable atlas is an atlas $\left\{\left(V_{\alpha}, z_{\alpha}\right)\right\}$ adapted to $S$ such that

$$
\begin{aligned}
\frac{\partial z_{\beta}^{p}}{\partial z_{\alpha}^{r}} & \in l_{S}^{k}, \quad \text { and } \quad \frac{\partial^{2} z_{\beta}^{r}}{\partial z_{\alpha}^{s_{1}} \partial z_{\alpha}^{s_{2}}} \in \mathscr{l}_{S}^{k} \\
& \left.\Longleftrightarrow \frac{\partial^{k} z_{\beta}^{p}}{\partial z_{\alpha}^{r_{1}} \cdots \partial z_{\alpha}^{r_{k}}}\right|_{S} \equiv 0, \quad \text { and }\left.\quad \frac{\partial^{k+1} z_{\beta}^{s}}{\partial z_{\alpha}^{r_{1}} \cdots \partial z_{\alpha}^{r_{k+1}}}\right|_{S} \equiv 0,
\end{aligned}
$$

for all $r_{1}, \ldots, r_{k}=1, \ldots, m$, all $p=m+1, \ldots, n$, and all indices $\alpha, \beta$ such that $V_{\alpha} \cap V_{\beta} \cap S \neq \emptyset$.

## Remark A. 5

Any submanifold $S$ is always 0 -comfortably embedded and 0 -linearizable, but is not always 1 -linearizable (which is equivalent to having a splitting tangent sequence). If $S$ is $k$-comfortably embedded, then $S$ is also $k$-splitting.

## THEOREM A. 6 ([1, Corollary 3.6])

Assume that there exists a kth-order lifting $\rho_{k}: \mathcal{O}_{S} \rightarrow \mathcal{O}_{X} / \ell_{S}^{k+1}$ such that $S$ is ( $k-1$ )-comfortably embedded in $X$ with respect to $\rho_{k-1}=\phi_{k, k-1} \circ \rho_{k}$. Fix a $(k-1)$ comfortable pair $\left(\rho_{k-1}, \boldsymbol{v}_{k-1}\right)$, and let $\mathfrak{V}=\left\{\left(V_{\alpha}, z_{\alpha}\right)\right\}$ be a projectable atlas adapted to $\rho_{k}$ and $\left(\rho_{k-1}, \boldsymbol{v}_{k-1}\right)$. Then the cohomology class $\mathfrak{h}^{\rho_{k}}$ associated to the exact sequence (A.4) is represented by 1-cocycle $\left\{\mathfrak{h}_{\beta \alpha}^{\rho_{k}}\right\} \in H^{1}\left(\mathfrak{V}_{S}, \mathcal{N}_{S} \otimes d_{S}^{k+1} / l_{S}^{k+2}\right)$ given by

$$
\mathfrak{h}_{\beta \alpha}^{\rho_{k}}=-\left.\frac{1}{(k+1)!} \frac{\partial z_{\beta}^{s_{1}}}{\partial z_{\alpha}^{r_{1}}} \cdots \frac{\partial z_{\beta}^{s_{k+1}}}{\partial z_{\alpha}^{r_{k+1}}} \frac{\partial^{k+1} z_{\alpha}^{t}}{\partial z_{\beta}^{s_{1}} \cdots \partial z_{\beta}^{s_{k+1}}}\right|_{S} \partial_{z_{\alpha}^{t}} \otimes\left[z_{\alpha}^{r_{1}} \cdots z_{\alpha}^{r_{k+1}}\right]_{k+2} .
$$

## Remark A. 7

If $D$ is a smooth divisor, then the obstruction to $k$-comfortable embedding lies in $H^{1}\left(D, N_{D} \otimes l_{D}^{k+1} / d_{D}^{k+2}\right)=H^{1}\left(D,\left(N_{D}\right)^{-k}\right)$. If we assume that the normal bundle $N_{D}$ is ample on $D$ and $n-1=\operatorname{dim} D \geq 2$, then the Kodaira-Nakano vanishing theorem gives $H^{1}\left(D,\left(N_{D}\right)^{-k}\right)=0$ for any $k \geq 1$. So in this case, there is no obstruction to passing from $(k-1)$-comfortable embedding to $k$-comfortable embedding (with respect to any $k$-splitting). Note that $D$ is always 0 -comfortably embedded. So we obtain that if $N_{D}$ is ample on $D$ and $\operatorname{dim} X \geq 3$, then $D$ is $k$-comfortably embedded if and only if $D$ is $k$-splitting, and if and only if $D$ is $k$-linearizable (see Theorem A.9).

THEOREM A. 8 ([1, Theorems 2.1, 3.5])
$S$ is $k$-splitting in $X$ if and only if there is a $k$-splitting atlas $\mathfrak{V}=\left\{\left(V_{\alpha}, z_{\alpha}\right)\right\}$ of $X$, that is an atlas adapted to $S$ such that

$$
\begin{cases}z_{\beta}^{r}=\sum_{s=1}^{m}\left(a_{\beta \alpha}\right)_{s}^{r}\left(z_{\alpha}\right) z_{\alpha}^{s}, & \text { for } r=1, \ldots, m, \\ z_{\beta}^{p}=\phi_{\beta \alpha}^{p}\left(z_{\alpha}^{\prime \prime}\right)+R_{k+1}^{p}, & \text { for } p=m+1, \ldots, n,\end{cases}
$$

where $z_{\alpha}^{\prime \prime}=\left(z_{\alpha}^{m+1}, \ldots, z_{\alpha}^{n}\right)$ are local coordinates on $S$, and $R_{k+1}^{p}$ denotes a term belonging to $\lambda_{S}^{k+1}$. Furthermore, $S$ is $k$-comfortably embedded in $X$ if and only if there is a $k$-comfortable atlas $\mathfrak{V}=\left\{\left(V_{\alpha}, z_{\alpha}\right)\right\}$, that is an atlas adapted to $S$ such that

$$
\begin{cases}z_{\beta}^{r}=\sum_{s=1}^{m}\left(a_{\beta \alpha}\right)_{s}^{r}\left(z_{\alpha}^{\prime \prime}\right) z_{\alpha}^{s}+R_{k+2}^{r}, & \text { for } r=1, \ldots, m, \\ z_{\beta}^{p}=\phi_{\beta \alpha}^{p}\left(z_{\alpha}^{\prime \prime}\right)+R_{k+1}^{p}, & \text { for } p=m+1, \ldots, n,\end{cases}
$$

where $R_{k+2}^{r} \in \mathcal{l}_{S}^{k+2}$ and $R_{k+1}^{p} \in \mathcal{l}_{S}^{k+1}$.

## THEOREM A. 9 ([1, Theorem 4.1])

$S$ is $k$-linearizable if and only if $S$ is $k$-splitting in $X$ and $(k-1)$-comfortably embedded with respect to the $(k-1)$ th-order lifting induced by the $k$-splitting, if and only if there is an atlas $\mathfrak{V}$ such that the changes of coordinates are of the form

$$
\begin{cases}z_{\beta}^{r}=\sum_{s=1}^{m}\left(a_{\beta \alpha}\right)_{s}^{r}\left(z_{\alpha}^{\prime \prime}\right) z_{\alpha}^{s}+R_{k+1}^{r} & \text { for } r=1, \ldots, m, \\ z_{\beta}^{p}=\phi_{\beta \alpha}^{p}\left(z_{\alpha}^{\prime \prime}\right)+R_{k+1}^{p} & \text { for } p=m+1, \ldots, n,\end{cases}
$$

where $R_{k+1}^{r}, R_{p}^{k+1} \in l_{S}^{k+1}$.

## A.2. Deformation of normal algebraic varieties

## A.2.1. First-order deformations

Assume that $Z$ is a complex analytic variety in $\mathbb{C}^{N}$. Choose any analytically open set $W$ of $\mathbb{C}^{N}$, and assume that $\ell_{Z}(W)$ is generated by $\left\{f_{1}, \ldots, f_{d}\right\}$. Let $Z \rightarrow \mathbb{B}$ be a flat deformation of $Z$ with $Z_{0}=Z$, which is realized as an embedding deformation of
 the flatness condition, $\left\{g_{i}\right\}$ induces a morphism

$$
\bar{g}: \ell_{Z} / \mathscr{l}_{Z}^{2} \rightarrow \mathcal{O}_{\mathbb{C}^{N}} / \mathscr{l}_{Z}=\mathcal{O}_{Z},\left.\quad \sum_{i}\left[f_{i} h_{i}\right] \mapsto \sum_{i} g_{i} h_{i}\right|_{Z}
$$

So we get $\bar{g} \in \operatorname{Hom}_{\mathcal{O}_{Z}}\left(\mathscr{l}_{Z} / \mathscr{l}_{Z}^{2}, \mathcal{O}_{Z}\right)=H^{0}\left(Z, N_{Z}\right)$. To get the space of first-order infinitesimal deformations of $Z$, one considers the conormal exact sequence

$$
\ell_{Z} /\left.\ell_{Z}^{2} \rightarrow \Omega_{\mathbb{C}^{N}}\right|_{Z} \rightarrow \Omega_{Z} \rightarrow 0
$$

whose dual defines the sheaf $\mathcal{T}_{Z}^{1}$ (see [31, Section 1.2] and [15, Proposition II1.25]):

$$
\left.0 \rightarrow \Theta_{Z} \rightarrow \Theta_{\mathbb{C}^{N}}\right|_{Z} \rightarrow N_{Z} \rightarrow \mathcal{T}_{Z}^{1} \rightarrow 0
$$

Since we assumed that $Z$ is an embedding in $\mathbb{C}^{N}$, we get the exact sequence

$$
\begin{equation*}
0 \rightarrow H^{0}\left(Z, \Theta_{Z}\right) \rightarrow H^{0}\left(Z,\left.\Theta_{\mathbb{C}^{N}}\right|_{Z}\right) \rightarrow H^{0}\left(Z, N_{Z}\right) \xrightarrow{\psi_{Z}} \mathbf{T}_{Z}^{1} \rightarrow 0 \tag{A.5}
\end{equation*}
$$

In particular, $\mathbf{T}_{Z}^{1}$ is defined so that (A.5) becomes exact and is not equal to $H^{1}\left(Z, \Theta_{Z}\right)$ in general. The image of $\bar{g}$ in $\mathbf{T}_{Z}^{1}$ is the first-order information of the deformation $\mathbb{Z} \rightarrow \mathbb{B}$.

PROPOSITION A. 10 ([31, Theorem 1])
Assume that $Z$ has an isolated normal singularity o, and denote $U=Z \backslash\{o\}$. Then there are exact sequences

$$
\begin{align*}
H^{0}\left(U,\left.\Theta_{\mathbb{C}^{N}}\right|_{U}\right) & \rightarrow H^{0}\left(U, N_{U}\right) \xrightarrow{\psi_{U}} \mathbf{T}_{Z}^{1} \rightarrow 0  \tag{A.6}\\
0 & \longrightarrow \mathbf{T}_{Z}^{1} \xrightarrow{\tau_{U}} H^{1}\left(U, \Theta_{U}\right) \rightarrow H^{1}\left(U,\left.\Theta_{\mathbb{C}^{N}}\right|_{U}\right) . \tag{A.7}
\end{align*}
$$

## Proof

For the reader's convenience, we sketch the proof here. Because $Z$ is normal, by Serre's criterion for normality, $Z$ has depth depth ${ }_{o} Z \geq 2$ at its vertex. Because the first three sheaves in (A.5) are reflexive, by [30, Lemma 1] the depth of each is at least 2 . So in (A.5) we can replace $H^{0}(Z, \cdot)$ by $H^{0}(U, \cdot)$ to get

$$
\begin{equation*}
0 \rightarrow H^{0}\left(U, \Theta_{U}\right) \rightarrow H^{0}\left(U,\left.\Theta_{\mathbb{C}^{N}}\right|_{U}\right) \rightarrow H^{0}\left(U, N_{U}\right) \rightarrow \mathbf{T}_{Z}^{1} \rightarrow 0 \tag{A.8}
\end{equation*}
$$

On the other hand, because $U$ is smooth and embedded into $\mathbb{C}^{N}$, we have

$$
\left.0 \rightarrow \Theta_{U} \rightarrow \Theta_{\mathbb{C}^{N}}\right|_{U} \rightarrow N_{U} \rightarrow 0
$$

which gives us the exact sequence

$$
\begin{align*}
0 & \rightarrow H^{0}\left(U, \Theta_{U}\right) \rightarrow H^{0}\left(U,\left.\Theta_{\mathbb{C}^{N}}\right|_{U}\right) \\
& \rightarrow H^{0}\left(U, N_{U}\right) \xrightarrow{\delta} H^{1}\left(U, \Theta_{U}\right) \rightarrow H^{1}\left(U,\left.\Theta_{\mathbb{C}^{N}}\right|_{U}\right) \tag{A.9}
\end{align*}
$$

Combining (A.8) and (A.9), we get (A.6) and (A.7).

## A.2.2. Deformation of affine cones

As an example of the above general theory, consider a projective manifold $D \subset \mathbb{P}^{N-1}$. We assume that $D$ is projectively normal in $\mathbb{P}^{N-1}$ so that the affine cone over $D$ is normal and is equal to $C=C(D, H)$, where $H$ is the hyperplane bundle of $\mathbb{P}^{N-1}$. Then it is easily verified (see [4], [31]) that

$$
\begin{aligned}
H^{0}\left(U,\left.\Theta_{\mathbb{C}^{N}}\right|_{U}\right) & =\sum_{j=-\infty}^{+\infty} H^{0}\left(D, \mathcal{O}_{D}(j+1)\right) \\
H^{0}\left(U, N_{U}\right) & =\sum_{j=-\infty}^{+\infty} H^{0}\left(D, N_{D}(j)\right)
\end{aligned}
$$

Decompose $\mathbf{T}_{C}^{1}=\sum_{j=-\infty}^{+\infty} \mathbf{T}_{C}^{1}(j)$ into weight spaces. Then by (A.6) we have the exact sequence

$$
\begin{equation*}
H^{0}\left(D, \mathcal{O}_{D}(j+1)\right)^{N} \xrightarrow{\mathrm{Jac}} H^{0}\left(D, N_{D}(j)\right) \longrightarrow \mathbf{T}_{C}^{1}(j) \rightarrow 0 . \tag{A.10}
\end{equation*}
$$

## Example A. 11 (cf. [4, Section 4], [21])

Assume that $D^{n-1} \subset \mathbb{P}^{N-1}$ is a complete intersection

$$
D=\bigcap_{i=1}^{N-n}\left\{F_{i}=0\right\} \subset \mathbb{P}^{N-1},
$$

where $F_{i}$ is a homogeneous polynomial of degree $d_{i}$. We assume that $\left\{Z_{1}, \ldots, Z_{N}\right\}$ are homogeneous coordinates of $\mathbb{P}^{N-1}$ and denote

$$
R(D, H)=\bigoplus_{m=0}^{+\infty} H^{0}(D, m H) \cong \mathbb{C}\left[Z_{1}, \ldots, Z_{N}\right] /\left\langle F_{1}, \ldots, F_{N-n}\right\rangle
$$

Note that this is nothing but the affine coordinate ring of $C(D, H)$. Then

$$
\begin{aligned}
H^{0}\left(D, \mathcal{O}_{D}(j+1)\right) & =H^{0}(D,(j+1) H)=R(D, H)(j+1) \\
H^{0}\left(D, N_{D}(j)\right) & =\bigoplus_{i=1}^{N-n} H^{0}\left(D,\left(d_{i}+j\right) H\right) \\
& =\bigoplus_{i=1}^{N-n} R(D, H)\left(d_{i}+j\right)
\end{aligned}
$$

The map

$$
\mathrm{Jac}: R(D, H)(j+1)^{N} \rightarrow \bigoplus_{i=1}^{N-n} R(D, H)\left(d_{i}+j\right)
$$

is given by the Jacobian matrix $\left(\partial F_{k} / \partial Z^{l}\right)_{k=1, \ldots, N-n}^{l=1, \ldots, N}$, with the quotient

$$
\begin{equation*}
\mathbf{T}_{C}^{1}(j)=\frac{\bigoplus_{i=1}^{N-n} R(D, H)\left(d_{i}+j\right)}{\operatorname{Jac}\left(R(D, H)(j+1)^{\oplus N}\right)} \tag{A.11}
\end{equation*}
$$

Now assume that $\mathcal{E}=\left\{g_{i}=g_{i}\left(z_{1}, \ldots, z_{N}\right), i=1, \ldots, N-n\right\}$ consists of (not necessarily homogeneous) polynomials. We can consider the deformation of $C(D, H) \subset$ $\mathbb{C}^{N}$ given by

$$
\varphi_{t}=\bigcap_{i=1}^{N-n}\left\{F_{i}\left(z_{1}, \ldots, z_{N}\right)+\operatorname{tg} g_{i}=0\right\} \subset \mathbb{C}^{N}
$$

If we assume that the image [ $\mathcal{E}]$ in $\mathbf{T}_{C}^{1}$ is not zero, then, by (A.10), we see that the weight of this deformation is the weight of $[\mathcal{E}]$. Note that the polynomials in the image of Jac have degree at least $d_{i}-1$. So if $g_{i}$ is of degree $e_{i} \leq d_{i}-2$, then it is easy to see that $[\mathcal{E}]$ is indeed not zero and the weight is equal to $\max \left\{e_{i}-d_{i}\right\}=-\min \left\{d_{i}-e_{i}\right\}$.

## Remark A. 12

The reason that we assume the nonvanishing of $[\mathcal{E}]$ is to guarantee that the induced map $\mathbb{C} \rightarrow \mathbf{T}_{C}^{1}$ does not have a vanishing first-order derivative. Otherwise, we can consider the reduced Kodaira-Spencer class, as the following example shows:

$$
\left\{z_{1}^{2}+z_{2}^{2}+z_{3}^{2}=0\right\} \rightsquigarrow\left\{z_{1}^{2}+z_{2}^{2}+z_{3}^{2}+t z_{3}=0\right\} .
$$

We have $\mathbf{T}_{C}^{1}=\mathbb{C}\left[z_{1}, z_{2}, z_{3}\right] /\left\langle z_{1}, z_{2}, z_{3}\right\rangle$. So $\mathscr{G}=\left(g=z_{3}\right)$ gives the vanishing image $[\mathcal{E}]=0$. However, we have

$$
\begin{aligned}
\left\{z_{1}^{2}+z_{2}^{2}+z_{3}^{2}+t z_{3}=0\right\} & =\left\{z_{1}^{2}+z_{2}^{2}+\left(z_{3}+t / 2\right)^{2}-\frac{t^{2}}{4}=0\right\} \\
& \cong\left\{z_{1}^{2}+z_{2}^{2}+\tilde{z}_{3}^{2}-\frac{t^{2}}{4}=0\right\}
\end{aligned}
$$

So by Definition 2.11 and (2.32), we see that the order of the deformation is equal to 2 and the weight of the deformation is equal to -2 .

Finally, we briefly recall Pinkham's results on deformation of isolated singularities with $\mathbb{C}^{*}$-actions. We state the results in our setting of affine cones.

THEOREM A. 13 (see [27], [28])
(1) There exists a formal versal $\mathbb{C}^{*}$-equivariant deformation $\smile \rightarrow V$ of $C$.
(2) Let $Y \rightarrow T$ be any formal $\mathbb{C}^{*}$-equivariant deformation of $X$. Then there exists $a \mathbb{C}^{*}$-equivariant morphism $\phi: T \rightarrow V$ and $a \mathbb{C}^{*}$-equivariant isomorphism of the deformation $Y \rightarrow T$ with the pullback $X \times_{V} T \rightarrow T$.

Let $t_{j}$ be homogeneous generators of the maximal ideal of weigh $d\left(t_{j}\right)$. Let $J^{-}$ be the ideal in $\mathcal{O}_{V}$ generated by $\left\{t_{j} ; d\left(t_{j}\right)<0\right\}$. Let $V^{-}$be the subvariety defined by $J^{-}$.

THEOREM A. 14 ([28, Theorem 2.9])
The deformation $\complement^{-} \rightarrow V^{-}$of $C$ extends to a proper flat family $\overline{\zeta^{-}} \rightarrow V^{-}$of deformations of $\bar{C}$. Moreover, there is an isomorphism $\bar{e}-e \cong D_{\infty} \times V^{-}$, and $\overline{\epsilon^{-}} \rightarrow V^{-}$ is a locally trivial deformation near $D_{\infty}$.
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