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#### Abstract

We prove the Yau-Tian-Donaldson conjecture for any $\mathbb{Q}$-Fano variety that has a $\log$ smooth resolution of singularities such that a negative linear combination of exceptional divisors is relatively ample and the discrepancies of all exceptional divisors are non-positive. In other words, if such a Fano variety is K-polystable, then it admits a Kähler-Einstein metric. This extends the previous result for smooth Fano varieties to this class of singular $\mathbb{Q}$-Fano varieties, which includes all $\mathbb{Q}$-factorial $\mathbb{Q}$-Fano varieties that admit crepant $\log$ resolutions.
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## 1 Introduction

It's an important problem in Kähler geometry to construct Kähler-Einstein metrics on algebraic varieties. In general there are obstructions to the existence of such canonical metrics. The Yau-Tian-Donaldson conjecture states that a smooth Fano variety admits a KählerEinstein metric if and only if it is K-polystable. This conjecture has been solved (see [53] and also [14]).

Expecting applications in algebraic geometry, it is natural to consider singular varieties. For canonically polarized varieties and Calabi-Yau varieties with klt (for Kawamata log terminal) singularities, existence of singular Kähler-Einstein metrics have been studied (see [24]). In these cases, when set-up appropriately, there are essentially no obstruction to the existence as in the smooth case. In the Fano case, there is a class of singular $\mathbb{Q}$-Fano varieties, the so-called $\mathbb{Q}$-smoothable $\mathbb{Q}$-Fano varieties, for which the Yau-Tian-Donaldson conjecture has been proved (see [48, 39]). Such varieties are Gromov-Hausdorff limits of smooth Kähler-Einstein manifolds and appear on the compactification of moduli space of smooth Kähler-Einstein (or, equivalently, K-polystable) varieties (see [39]). However, such singular varieties are rather restricted, e.g., not all singular $\mathbb{Q}$-Fano varieties are smoothable as mentioned above.

In this paper, we will prove the Yau-Tian-Donaldson conjecture for a much large class of singular $\mathbb{Q}$-Fano varieties. By a $\mathbb{Q}$-Fano variety, we always mean a projective variety, denoted by $X$, such that $-K_{X}$ is an ample $\mathbb{Q}$-Cartier divisor and $X$ has at worst klt singularities. Notice that the klt assumption is a necessary condition for the existence of singular KählerEinstein metrics (see [4, 23]). By Hironaka's theorem, there always exists a (non-unique) log resolution of singularities $\mu: Y \rightarrow X$ such that $\mu$ is isomorphic over $X^{\text {reg }}$ and $\mu^{-1}\left(X^{\text {sing }}\right)$ is supported on a simple normal crossing divisor $E=\sum_{i} E_{i}$. We can write

$$
K_{Y}=\mu^{*} K_{X}+\sum_{i} a_{i} E_{i}
$$

where $a_{i}=a\left(E_{i}, X\right)$ is called the discrepancy of $E_{i}$ over $X$ in birational geometry. Recall that by definition, $X$ has klt singularities if for any (equivalently for all) $\log$ resolution of singularities we have $a_{i}>-1$ for all $i$.

The class of singular $\mathbb{Q}$-Fano varieties that we will consider is defined as follows.
Definition 1.1. We say that a quasi-projective variety $X$ has admissible singularities if $X$ is $\mathbb{Q}$-Gorenstein and there exists a log resolution $\mu: Y \rightarrow X$ with a simple normal crossing exceptional divisor $E=\sum_{i} E_{i}$ such that
(1) if we write $K_{Y}=\mu^{*} K_{X}+\sum_{i} a_{i} E_{i}$, then $-1<a_{i} \leq 0$;
(2) there exist $\theta_{i} \in \mathbb{Q}_{>0}$ such that $-\sum_{i} \theta_{i} E_{i}$ is $\mu$-ample.

Such a log resolution will be called an admissible log resolution.
If such an admissible resolution also satisfies $a_{i}=0$ for any $i$, then we say it is a crepant admissible resolution.

The following are some examples of admissible singularities:
(i) smooth points.
(ii) 2-dimensional klt singularities, which are the same as 2-dimensional isolated quotient singularities.
(iii) If $S$ is a smooth Fano manifold, then the affine cone $C\left(S, K_{S}^{-k}\right)=\operatorname{Spec}_{\mathbb{C}}\left(\bigoplus_{l=0}^{+\infty} H^{0}\left(S, K_{S}^{-k l}\right)\right)$ has admissible singularity if and only if $k \geq 1$.
(iv) $\mathbb{Q}$-factorial singularities that admit crepant resolutions.
(v) Product of above examples of admissible singularities.

Remark 1.2. Log resolutions of singularities are not unique. If $X$ is $\mathbb{Q}$-factorial, then the condition (2) in Definition 1.1 is always satisfied for any log resolution of singularities.

On the other hand, there are now canonical ways to resolve the singularities (see [13]). Such canonical resolutions of singularities are obtained by a finite sequence of blow-ups with smooth centers $\sigma_{j}: X_{j+1} \rightarrow X_{j}, X_{0}=X$, with the property that for any local embedding $\left.X\right|_{U} \hookrightarrow \mathbb{C}^{N}$ this sequence of blow-ups is induced by the embedded desingularization of $\left.X\right|_{U}$.

For these canonical resolutions of singularities the condition (2) in Definition 1.1 is indeed satisfied (see e.g. [12, Lemma 2.2]).

Now we can state our main result.
Theorem 1.3. An admissible $\mathbb{Q}$-Fano variety admits a Kähler-Einstein metric if it is $K$ polystable.

Note that the reverse direction was proved by Berman ([2]). We refer to Section 2.5 for more details about K-polystability. Next we sketch the proof of the above theorem.

Under the assumption of K-polystability, we want to construct a family of conical KählerEinstein metrics on an admissible resolution and prove that this family converges in the Gromov-Hausdorff topology to a Kähler-Einstein metric on the admissible $\mathbb{Q}$-Fano variety. The family of conical Kähler-Einstein metrics is obtained by solving some Monge-Ampère equation set up in the following manner.

Assume $\mu: M \rightarrow X$ is an admissible resolution satisfying:

$$
\begin{equation*}
K_{M}=\mu^{*} K_{X}+\sum_{i} a_{i} E_{i}, \text { with } a_{i} \in(-1,0] . \tag{1}
\end{equation*}
$$

By condition (2) in the definition 1.1, we can choose $\theta_{i} \in \mathbb{Q}_{>0}$ such that $L_{1}=\mu^{*} K_{X}^{-1}-$ $\sum_{i} \theta_{i} E_{i}$ is an ample $\mathbb{Q}$-Cartier divisor. For any $\epsilon \in[0,1]$, define

$$
L_{\epsilon} \triangleq \mu^{*} K_{X}^{-1}-\epsilon \sum_{i} \theta_{i} E_{i} .
$$

By rescaling $\theta_{i}$, we can assume that $\theta_{i} \leq\left(1+a_{i}\right) / 2$ (for a technical reason see (41)). Moreover we can choose $m$ sufficiently large ( $m \geq 2$ ) and fix a sufficiently general smooth divisor $H \in\left|m L_{1}\right|$ such that $H+\sum_{i} E_{i}$ is simple normal crossing. For any $t \in(0,1)$, we want to solve the conical Kähler-Einstein equation for $\omega_{\epsilon} \in 2 \pi c_{1}\left(L_{\epsilon}\right)$ :

$$
\operatorname{Ric}\left(\omega_{\epsilon}\right)=t \omega_{\epsilon}+\frac{1-t}{m}\{H\}+\sum_{i}\left(-a_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)\left\{E_{i}\right\} . \quad(*(\epsilon, t))
$$

Note that this equation corresponds to the following decomposition of $-K_{M}$ in (1):

$$
\begin{aligned}
-K_{M}=t\left(\mu^{*}\left(-K_{X}\right)-\right. & \left.\epsilon \sum_{i} \theta_{i} E_{i}\right)+(1-t) \sum_{i}\left(\mu^{*}\left(-K_{X}\right)-\sum_{i} \theta_{i} E_{i}\right) \\
& +\sum_{i}\left(-a_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right) E_{i} .
\end{aligned}
$$

For the simplicity of notations, we will denote the divisor

$$
B_{(\epsilon, t)}=\frac{1-t}{m} H+\left(-a_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right) E_{i} .
$$

Because $-a_{i} \in[0,1)$, when $\epsilon \ll 1$ and $t$ sufficiently close to $1, B_{(\epsilon, t)}$ is an effective divisor with simple normal crossing support and the coefficients of $B_{(\epsilon, t)}$ are strictly less than 1 . In particular ( $M, B_{(\epsilon, t)}$ ) has log terminal singularities. We will carry out the proof in several steps:

Step 1: We prove that for any $t \in(0,1)$, there exists $\epsilon^{*}(t)>0$ such that for any $\epsilon \in\left(0, \epsilon^{*}(t)\right)$, the pair $\left(M, B_{(\epsilon, t)}\right)$ is uniformly log-K-stable with a positive slope constant $\delta=\delta(t)>0$ (independent of $\epsilon$ ). This is achieved by using the valuative criterions for K-stability developed in $[25,26,36,41]$.

Step 2: By a recent work of Tian-Wang ([56]), we know that there exists a strong conical Kähler-Einstein metric, which will be denoted by $\omega_{(\epsilon, t)}$ on $\left(M, B_{(\epsilon, t)}\right)$. In particular, $\omega_{(\epsilon, t)}$ is
smooth on the open set $U=M \backslash\left(H \cup \cup_{i} E_{i}\right)$ and has conical singularities with appropriate cone angles along the components of the simple normal crossing divisor $B_{(\epsilon, t)}$. Moreover $U$ is geodesically convex.

Moreover by adapting Berman-Boucksom-Jonsson's method to the log setting with a smooth ambient space, we will prove that the log-Ding-energy of $\left(M, B_{(\epsilon, t)}\right)$ is proper such that the leading coefficient of properness is uniform with respect to $\epsilon>0$ for a fixed $t \in(0,1)$. As a consequence of this properness, the existence of the strong conical Kähler-Einstein metric on ( $M, B_{(\epsilon, t)}$ ) can also be obtained using the work in [29] (see also [32]).

Step 3: Using a scaling trick, we prove that the log-Ding-energy of $\left(M, B_{(\epsilon, t)}\right)$ is uniformly proper for sufficiently small $\epsilon$ in the following sense. Choose a smooth reference metric $e^{-\psi_{\epsilon}}$ on $L_{\epsilon}$ which is an interpolation of the Hermitian metrics $e^{-\psi_{0}}$ on $L_{0}$ and $e^{-\psi_{1}}$ on $L_{1}$. There exist $\delta=\delta(t)>0, C_{1}=C_{1}(t), C_{2}=C_{2}(t)>0$ such that for any $\epsilon \in\left(0, \epsilon^{*}(t)\right)$ and $\varphi \in \operatorname{PSH}\left(L_{\epsilon}\right) \bigcap\left(\psi_{\epsilon}+L^{\infty}(M)\right)$, we have:

$$
\begin{equation*}
\mathcal{D}_{B_{(\epsilon, t)}}(\varphi) \geq \delta J_{\psi_{\epsilon}}(\varphi)-C_{1} \epsilon\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}-C_{2} . \tag{2}
\end{equation*}
$$

This, combined with the uniform Sobolev constant estimate of $\omega_{(\epsilon, t)}$, implies that $\varphi_{(\epsilon, t)}-\psi_{\epsilon}$ has a uniform $L^{\infty}$-bound. As a consequence, as $\epsilon \rightarrow 0$, we obtain a weak conical KählerEinstein metric $\omega_{(0, t)}$ on $\left(X, \frac{1-t}{m} H_{X}\right)$ for any fixed $t \in(0,1)$ where $H_{X}$ is the divisor on $X$ satisfying $\mu^{*} H_{X}=H+m \sum_{i} \theta_{i} E_{i}$ (see (88)).

Step 4: We prove that the metric completion of $\left(X^{\mathrm{reg}},\left.\omega_{(\epsilon, t)}\right|_{X^{\mathrm{reg}}}\right)$ is homeomorphic to $X$. Moreover, as $\epsilon \rightarrow 0,\left(M, \omega_{(\epsilon, t)}\right)$ converges to a metric space $\left(X, d_{(0, t)}\right)$ in the GromovHausdorff toplogy. This is in turn proved in the following steps.

1. One can develop an extension of Cheeger-Colding and Cheeger-Colding-Tian's theory for conical Kähler-Einstein metrics to get a limit space ( $\left.X_{(0, t)}, d_{(0, t)}\right)$. As a particular result, we have the following regularity results for the Gromov-Hausdorff limit of conical Kähler-Einstein metrics.
Theorem 1.4 ([55]). Let $\left(Y, d_{Y}\right)$ be a Gromov-Hausdorff limit of a sequence $\left(M, \omega_{i}\right)$ of conical Kähler-Einstein metrics as above. Then we have a decomposition $Y=\mathcal{R} \cup \mathcal{S}$. $\mathcal{R}$ is open in $Y$ and has a smooth manifold structure equipped with a smooth KählerEinstein metric. The singular set has a decomposition $\mathcal{S}=\cup_{k=1}^{n} \mathcal{S}_{2 n-2 k}$ where $\mathcal{S}_{2 n-2 k}$ consists of the points whose metric tangent cones do not split $\mathbb{R}^{2 n-2 k+1}$ factor. $\mathcal{S}_{2 n-2 k}$ satisfies $\operatorname{codim}_{\mathbb{R}}\left(\mathcal{S}_{2 n-2 k}\right) \geq 2 k$.
We remark that the proof of the above result is different with that in [53]. We don't approximate conical Kähler-Einstein metrics by smooth Kähler-Einstein metrics with uniform Ricci lower bound since in our setting the latter is not true for some reason involving cohomological classes. Instead, as already pointed out in [53], one can develop similar argument to those used by Cheeger-Colding and Cheeger-Colding-Tian, in our conical setting.
2. Based on uniform $L^{\infty}$-estimate obtained in Step 3, we apply the gauge fixing technique used in $[45,47,42]$ and prove that $\left(X_{(0, t)}, d_{(0, t)}\right)$ is the metric completion of the strong conical Kähler-metric structure $\left(M \backslash E,(1-t) m^{-1} H, \omega_{(0, t)}\right)$. Moreover, the identity maps

$$
\mathrm{id}:\left(M \backslash E, \omega_{(\epsilon, t)}\right) \rightarrow\left(M \backslash E, \omega_{(0, t)}\right)
$$

are Gromov-Hausdorff approximations, furthermore, as $\epsilon \rightarrow 0$, they converge to a surjective map: $\overline{\mathrm{id}}: X_{(0, t)} \rightarrow X$.
3. We show that $\overline{\mathrm{id}}$ is injective and hence $\overline{\mathrm{id}}$ is a homeomorphism. This is essentially achieved by proving a version of Tian's partial $C^{0}$-estimate conjecture in our setting. This part of the proof is also motivated by the arguments in [53, 47, 42]. A new input here is the gradient estimate of the potential function on the regular part, which does not seem to follow from the methods in [47, 42].

Step 5 By adapting the arguments used in $[35,52,23,53,14]$, one can show that as $t_{i} \rightarrow 1,\left(X, \omega_{\left(0, t_{i}\right)}\right)$ converges to a normal $\mathbb{Q}$-Fano variety $\left(X_{\infty}, d_{\infty}\right)$ with a Kähler-Einstein metric. Moreover, by adapting the method in [53] (see also [14]), we can show that the automorphism group of $X_{\infty}$ is reductive. By Luna's slice theorem from algebraic geometry, there exists a special test configuration that degenerates $X$ to $X_{\infty}$ and has zero Futaki invariant. By the K-polystability of $X$, we conclude that $X \cong X_{\infty}$.

As a consequence of the above arguments, we also get the following result for the weak conical Kähler-Einstein metric on admissible $\mathbb{Q}$-Fano variety.

Theorem 1.5. Assume that an admissible $\mathbb{Q}$-Fano variety admits a weak conical KählerEinstein metric $\omega_{K E}$. Then $X$ is homeomorphic to the metric completion of the ( $\left.X^{\mathrm{reg}},\left.\omega_{K E}\right|_{X^{\mathrm{reg}}}\right)$. Moreover, $\omega_{K E}$ has continuous local Kähler potentials.

Similar results in the canonically polarized and Calabi-Yau cases were proved by Jian Song in [47].

The main results in this paper were announced by the second named author in June 2017 at a workshop in Orsay, France. After the submission of this paper, there have been several new results on the Yau-Tian-Donaldson conjecture for Fano varieties, which are related to this paper. In a revised version of [5], Berman-Boucksom-Jonsson have expanded their approach to prove the uniform version of Yau-Tian-Donaldson conjecture for general twisted KählerEinstein metrics on smooth Fano manifolds with discrete automorphism groups, including the $\log$ Fano case considered in the appendix of this paper. Based on the perturbation process in this paper and some non-Archimedean estimates, in [38] we proved the uniform version of Yau-Tian-Donaldson conjecture for all Fano varieties with discrete automorphism groups. In [37] the first named author of this paper has further extended the results to work for all Fano varieties by dropping the discreteness assumption on automorphism groups (see also [31]).

We end this introduction by sketching the organization of this paper. In the next section, we collect various analytic tools including Sobolev inequality for conical metrics and some pluripotential theory that will be used later. We also recall the definition of K-stability and uniform K-stability, and state a log version of Berman-Boucksom-Jonsson's (log-BBJ) properness result whose proof will be sketched in the appendix by modifying Berman-BoucksomJonsson's argument. In Section 3, we will prove Step 1 which is purely algebraic. Combined with the log-BBJ, we also achieve Step 2. In Section 4 we use a scaling trick to carefully analyze the properness properties of log-Ding-energy with respect to different parameters of $(\epsilon, t)$. As a consequence we carry out Step 3 and prove (in Theorem 4.11) the existence of weak conical Kähler-Einstein metrics on $\left(X, \frac{1-t}{m} H_{X}\right)$ (see (88) for $H_{X}$ ) for all $t \in(0,1)$ (resp. $t \in(0,1])$ if $X$ is K-semistable (resp. uniformly K-stable). In Section 5, we carry out Step 4. In particular, we use the techniques from [42, 47] to prove a partial $C^{0}$-estimate based on the uniform $L^{\infty}$-estimate we derived in Step 3 when $t \in(0,1)$. Finally in Section 6 , we resort to the techniques developed in $[53,14]$ in order to carry out Step 5 and complete the proof of our main result.
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## 2 Preliminaries

### 2.1 Bochner formula

Assume $(L, h)$ is a line bundle over a smooth manifold $M$ with a Hermitian metric $h$. Let $\Theta=\Theta(h)$ denote the Chern curvature of $h: \Theta=-\sqrt{-1} \partial \bar{\partial} \log h$. Assume $\omega$ is a Kähler metric on $M$. Let $\operatorname{Ric}(\omega)=\sqrt{-1} \sum_{i, j} R_{i \bar{j}} d z^{i} \wedge d \bar{z}^{j}$ denote its Ricci form. The following lemmas are well-known and can be obtained by direct calculations (see e.g. [42])
Lemma 2.1 (Weitzenböch formulas). Let $\xi \in \Gamma\left(M, T^{*(0,1)} M \otimes L\right)$. Then we have the following Wentzenböch formula:

$$
\begin{equation*}
\left(\bar{\partial}^{*} \bar{\partial}+\bar{\partial} \bar{\partial}^{*}\right) \xi=\bar{\nabla}^{*} \bar{\nabla} \xi+(\Theta+\operatorname{Ric}(\omega))(\xi, \cdot) \tag{3}
\end{equation*}
$$

Lemma 2.2 (Bochner formulas). For any $\zeta \in H^{0}(M, L)$, we have the following formula:

$$
\begin{equation*}
\Delta|\zeta|^{2}=|\nabla \zeta|^{2}-|\zeta|^{2} \cdot \operatorname{tr}_{\omega} \Theta \tag{4}
\end{equation*}
$$

where $|\zeta|^{2}=|\zeta|_{h}^{2}$ and $|\nabla \zeta|^{2}=\left|\nabla^{h} \zeta\right|_{h \otimes \omega}^{2}$. Moreover, we have the following Bochner formula

$$
\begin{align*}
\Delta_{\omega}|\nabla \zeta|^{2}= & g^{k \bar{l}}\left(g^{i \bar{j}} \zeta_{, i} \overline{\zeta_{, j}}\right)_{k \bar{l}} \\
= & g^{k \bar{l}} g^{i \bar{j}}\left(\zeta_{, i k \bar{l}} \overline{\zeta_{, j}}+\zeta_{, i} \overline{\zeta_{, j \bar{k} l}}+\zeta_{, i k} \overline{\zeta_{, j l}}+\zeta_{, i \bar{l}} \overline{\zeta_{, j \bar{k}}}\right) \\
= & |\nabla \nabla \zeta|^{2}+|\bar{\nabla} \nabla \zeta|^{2}-\left[\left(\operatorname{tr}_{\omega} \Theta\right)_{i} \zeta \overline{\zeta, i}+c . c .\right] \\
& \quad+R_{i \bar{j}} \zeta_{, i} \overline{\zeta_{, j}}-2 \Theta_{i \bar{j}} \zeta_{, i} \zeta_{, j}-|\nabla \zeta|^{2} \operatorname{tr}_{\omega}(\Theta) . \tag{5}
\end{align*}
$$

### 2.2 Sobolev constants

By a strong conical Kähler metric on a $\log$ smooth pair $(M, B)$, we mean a Kähler current $\omega$ with bounded local potentials that also satisfies the following conditions:
(1) $\omega$ is smooth on $M \backslash B$;
(2) If in a holomorphic coordinate neighborhood $U_{p}$ of $p \in M, B=\sum_{i}\left(1-\beta_{i}\right)\left\{z_{i}=0\right\}$ with simple normal crossing support and $0<\beta_{i} \leq 1$, then $\left.\omega\right|_{U_{p}}$ is quasi-isometric to the following model conical metric:

$$
\sum_{i} \frac{\sqrt{-1} d z_{i} \wedge d \bar{z}_{i}}{\left|z_{i}\right|^{2\left(1-\beta_{i}\right)}}
$$

Moreover $\omega$ is Hölder continuous (in the sense of [21, 29, 32, 54]).
(3) $M \backslash B$ is geodesically convex with respect to the metric structure induced by $\left.\omega\right|_{M \backslash B}$.

Note that the condition (3) follows from the previous two conditions. But we write it explicitly to emphasize. We will need to following estimates of Sobolev constants.
Proposition 2.3 (see [29, Proposition 3], [44]). Assume (M, $\omega$ ) is a strong conical Kähler metric on a log smooth pair $(M, B)$ satisfying $\operatorname{Ric}(\omega) \geq t \omega$ with $t>0$. Then the Sobolev inequality holds: there exists $C=C(M, t, \operatorname{vol}(\omega), \operatorname{dim} M)>0$ such that for any $f \in W^{1,2}(M, \mathbb{R})$, the following inequality holds:

$$
\begin{equation*}
\left(\int_{M}|f|^{\frac{2 n}{n-1}} \omega^{n}\right)^{\frac{n-1}{n}} \leq C\left(\int_{M}|\nabla f|_{\omega}^{2} \omega^{n}+\int_{M} f^{2} \omega^{n}\right) \tag{6}
\end{equation*}
$$

Proof. (see [32, Remark 6.5] and [44]) Because the set $M \backslash B$ is geodesically convex, we can apply the same proof in standard Riemannian geometry to get the diameter bound (as in Myers' theorem) and positive volume lower bound (as in Bishop-Gromov volume comparison). By using a cut-off function, one can verify the proof of C.Croke [15] and P.Li [34] still applies.

Alternatively, one can use the general result by Hajłasz-Koskela. This states that if $M$ is a metric measure space which has a volume doubling constant and satisfies a weak local Poincaré inequality, then there is a global Sobolev inequality with the constant depending only on the volume, diameter bound, Poincaré constant and doubling constant. The Poincaré constant follows from a standard integration by parts argument and the doubling constant can be obtained by using the quasi-isometry of the strong conical Kähler metric with the model conical Kähler metric.

### 2.3 Energy functions

Let $(M, B)$ be a fixed klt log-Fano pair. Fix $t \in \mathbb{R}_{>0}$. We assume that the $\mathbb{R}$-line bundle $L:=-t^{-1}\left(K_{M}+B\right)$ is semi-ample and big, in the sense that $2 \pi c_{1}(L) \in H^{1,1}(M, \mathbb{R})$ contains a smooth real closed positive (1,1)-form $\chi=\sqrt{-1} \partial \bar{\partial} \psi$ of positive volume. We consider $e^{-\psi}$ as a smooth Hermitian metric on the $\mathbb{R}$-line bundle $L$. We consider the following spaces:

$$
\begin{align*}
& P S H(\chi)=\left\{\text { u.s.c. function } u \text { on } M ; \quad \chi_{u}:=\chi+\sqrt{-1} \partial \bar{\partial} u \geq 0\right\} ;  \tag{7}\\
& \mathcal{H}(\chi)=P S H(\chi) \cap C^{\infty}(M) ;  \tag{8}\\
& P S H_{\infty}(\chi)=P S H(\chi) \cap L^{\infty}(M) ;  \tag{9}\\
& P S H(L):=P S H([\chi])=\{\varphi=\psi+u ; u \in P S H(\chi)\} ;  \tag{10}\\
& P S H_{\infty}(L):=P S H_{\infty}([\chi])=\left\{\varphi=\psi+u ; u \in P S H_{\infty}(\chi)\right\} . \tag{11}
\end{align*}
$$

Then $\operatorname{PSH}([\chi])$ (resp. $P S H_{\infty}([\chi])$ is equal to the space of positively curved (resp. bounded positively curved) Hermitian metrics $\left\{e^{-\varphi}\right\}$ on the $\mathbb{R}$-line bundle $L$. Denote $V=c_{1}(L)^{n}=$ $\left([\chi /(2 \pi)]^{n}\right)>0$. For any $\varphi \in P S H([\chi])$ such that $\varphi-\psi \in C^{\infty}(M)$, we have the following well-studied functionals:

$$
\begin{align*}
E_{\psi}(\varphi) & =\frac{1}{n+1} \frac{1}{V} \sum_{i=0}^{n} \int_{M}(\varphi-\psi)(\sqrt{-1} \partial \bar{\partial} \psi)^{n-i} \wedge(\sqrt{-1} \partial \bar{\partial} \varphi)^{i}  \tag{12}\\
J(\varphi) & =J_{\psi}(\varphi):=-E_{\psi}(\varphi)+\frac{1}{V} \int_{M}(\varphi-\psi)(\sqrt{-1} \partial \bar{\partial} \psi)^{n}  \tag{13}\\
I(\varphi) & =I_{\psi}(\varphi):=\frac{1}{V} \int_{M}(\varphi-\psi)\left((\sqrt{-1} \partial \bar{\partial} \psi)^{n}-(\sqrt{-1} \partial \bar{\partial} \varphi)^{n}\right)  \tag{14}\\
L_{B}(\varphi) & =L_{B}(t, \varphi)=-\log \left(\frac{1}{V} \int_{M} \frac{e^{-t \varphi}}{\left|s_{B}\right|^{2}}\right)  \tag{15}\\
\mathcal{D}_{B}(\varphi) & =\mathcal{D}_{B, \psi}(t, \varphi)=-E_{\psi}(\varphi)+\frac{1}{t} L_{B}(t, \varphi)  \tag{16}\\
H_{B}(\varphi) & =H_{B, \psi}(t, \varphi)=\frac{1}{V} \int_{M} \log \frac{\left|s_{B}\right|^{2}(\sqrt{-1} \partial \bar{\partial} \varphi)^{n}}{e^{-t \psi}}(\sqrt{-1} \partial \bar{\partial} \varphi)^{n}  \tag{17}\\
\mathcal{M}_{B}(\varphi) & =\mathcal{M}_{B, \psi}(t, \varphi)=\frac{1}{t} H_{B, \psi}(t, \varphi)-\left(I_{\psi}-J_{\psi}\right)(\varphi) \tag{18}
\end{align*}
$$

Note that in (17), we think of $e^{-t \psi}\left|s_{B}\right|^{-2}$ as a singular Hermitian metric on $-K_{M}$ defining a measure on $M$ with an $L^{p}(p>1)$ density function.

The above functionals can be considered as functionals for $u=\varphi-\psi \in \mathcal{H}(\chi)$ so that they are originally defined on the space of smooth $\chi$-psh functions in $[\chi]$. By the recent
development of pluripotential theory, we know that they can all be extended to be functionals on a bigger space $\mathcal{E}^{1}$ of finite energy $\chi$-psh functions. Following Guedj-Zeriahi [30], we denote:

$$
\begin{align*}
& \mathcal{E}=\mathcal{E}(M, \chi)=\left\{u \in \operatorname{PSH}(M, \chi) ; \int_{M} \chi_{u}^{n}=\int_{M} \chi^{n}\right\}  \tag{19}\\
& \mathcal{E}^{1}=\mathcal{E}^{1}(M, \chi)=\left\{u \in \mathcal{E}(M, \chi) ; \int_{M}|u| \chi_{u}^{n}<\infty\right\}  \tag{20}\\
& \mathcal{E}_{\text {norm }}^{1}=\mathcal{E}_{\text {norm }}^{1}(M, \chi)=\left\{u \in \mathcal{E}^{1}(M, \chi) ; \sup _{M} u=0\right\} . \tag{21}
\end{align*}
$$

Note that $\mathcal{E}^{1}$ contains all bounded $\chi$-psh functions. By Darvas' work [16], $\mathcal{E}^{1}$ can be characterized as the metric completion of $\mathcal{H}(\chi)$ under a Finsler metric $d_{1}$, where the Finsler metric $d_{1}$ is defined as follows. For any $u_{0}, u_{1} \in \mathcal{H}$, the $d_{1}$ distance between $u_{0}$ and $u_{1}$ is defined as:

$$
d_{1}\left(u_{1}, u_{2}\right)=\inf _{u(s)}\left[\int_{0}^{1}\left(\int_{M}|\dot{u}| \chi_{u}^{n}\right) d s\right]
$$

The $u(s)$ under the above infimum runs over the set of all smooth curves of metrics in $\mathcal{H}(\chi)$ that connects $u_{0}$ and $u_{1}$. Darvas also proved that the infimum is achieved when $u(s)$ is the $C^{1, \overline{1}}$-geodesic segment connecting $u_{0}$ and $u_{1}$ (as obtained by X.Chen and is not contained in $C^{\infty}([0,1] \times M)$ in general according to Lempert-Vivas) .

Following [4], we endow $\mathcal{E}^{1}$ with the strong topology. Then it is known that $u_{j} \rightarrow u$ in $\mathcal{E}^{1}$ under the strong topology if and only if $I_{\psi+u}\left(\psi+u_{j}\right) \rightarrow 0$, if and only if $d_{1}\left(u_{j}, u\right)=0$. Moreover in this case $\sup \left(u_{j}\right) \rightarrow \sup (u)$ by Hartogs' lemma for plurisubharmonic functions.

The following compactness result is very important in the variational approach to solving Monge-Ampère equations using pluripotential theory.

Theorem 2.4 ([4, Theorem 2.17]). Assume $\chi$ is a smooth Kähler form. Let $p>1$ and suppose $\mu=f \chi^{n}$ is a probability measure with $f \in L^{p}\left(X, \chi^{n}\right)$. For any $C>0$, the following set is compact in the strong topology:

$$
\left\{u \in \mathcal{E}^{1} ; \quad \sup _{M} u=0, \quad \frac{1}{V} \int_{M} \log \frac{\chi_{u}^{n}}{\mu} \chi_{u}^{n}<C\right\}
$$

Let $(\mathcal{M}, \mathcal{B}, \mathcal{L})$ be a semi-ample test configuration of $(M, B, L)$ that dominates the product test configuration $(M, B, L) \times \mathbb{C}$ via $\rho: \mathcal{M} \rightarrow M \times \mathbb{C}$. We denote by $\phi$ (resp. $\phi_{\text {triv }}$ ) the non-Archimedean metric associated to $(\mathcal{M}, \mathcal{B}, \mathcal{L})($ resp. $(M, B, L) \times \mathbb{C})$. We recall the corresponding non-Archimedean version of the energy functionals. If $F$ is an energy appearing in (12)-(18), then $F^{\mathrm{NA}}$ denotes its non-Archimedean version, in the sense that for any semi-ample test configuration $(\mathcal{M}, \mathcal{B}, \mathcal{L})$ if $\varphi(s)$ is the geodesic ray associated to $(\mathcal{M}, \mathcal{B}, \mathcal{L})$, then we have:

$$
\begin{equation*}
\lim _{s \rightarrow+\infty} \frac{F\left(\varphi_{s}\right)}{s}=F^{\mathrm{NA}}(\phi) \tag{22}
\end{equation*}
$$

We follow the notations in $[9,5]$. By $(\overline{\mathcal{M}}, \overline{\mathcal{B}}, \overline{\mathcal{L}}) \rightarrow \mathbb{P}^{1}$ we mean the natural equivariant compactification of $(\mathcal{M}, \mathcal{B}, \mathcal{L}) \rightarrow \mathbb{P}^{1}$. We also denote:

$$
K_{(\overline{\mathcal{M}}, \overline{\mathcal{B}}) / \mathbb{P}^{1}}^{\log }=\left(K_{\overline{\mathcal{M}}}+\overline{\mathcal{B}}\right)+\mathcal{M}_{0, \text { red }}-\pi^{*}\left(K_{\mathbb{P}^{1}}+\{0\}\right)
$$

The non-Archimedean functional we will consider are the following:

$$
\begin{align*}
E^{\mathrm{NA}}(\phi) & =\frac{\left(\phi^{n+1}\right)}{(n+1) V}=\frac{\left(\overline{\mathcal{L}}^{n+1}\right)}{(n+1) V}  \tag{23}\\
J^{\mathrm{NA}}(\phi) & =\frac{1}{V} \phi \cdot \phi_{\text {triv }}^{n}-\frac{\left(\phi^{n+1}\right)}{(n+1) V} \\
& =\frac{1}{V}\left(\overline{\mathcal{L}} \cdot \rho^{*}\left(L \times \mathbb{P}^{1}\right)^{\cdot n}\right)-\frac{\left(\overline{\mathcal{L}}^{\cdot n+1}\right)}{(n+1) V}  \tag{24}\\
I^{\mathrm{NA}}(\phi) & =\frac{1}{V}\left(\phi \cdot \phi_{\text {triv }}^{n}-\phi^{n+1}+\phi_{\text {triv }} \cdot\left(\phi^{n}\right)\right) \\
& =\frac{1}{V}\left(\overline{\mathcal{L}} \cdot \rho^{*}\left(L \times \mathbb{P}^{1}\right)^{\cdot n}\right)-\frac{1}{V}\left(\overline{\mathcal{L}}^{\cdot n+1}\right)+\frac{1}{V}\left(\rho^{*}\left(L \times \mathbb{P}^{1}\right) \cdot \overline{\mathcal{L}}^{\cdot n}\right) \tag{25}
\end{align*}
$$

Assume $L=-t^{-1}\left(K_{M}+B\right)$, we define:

$$
\begin{align*}
L_{B}^{\mathrm{NA}}(\phi)= & L_{B}^{\mathrm{NA}}(t, \phi)=\inf _{v}\left(A_{(M, B)}(v)+t\left(\phi-\phi_{\text {triv }}\right)(v)\right)  \tag{26}\\
\mathcal{D}^{\mathrm{NA}}(\phi)= & \mathcal{D}_{B}^{\mathrm{NA}}(t, \phi)=-E^{\mathrm{NA}}(\phi)+\frac{1}{t} L_{B}^{\mathrm{NA}}(\phi) .  \tag{27}\\
H_{B}^{\mathrm{NA}}(\phi) & =\frac{1}{V} K_{(\overline{\mathcal{M}}, \overline{\mathcal{B}}) / \mathbb{P}^{1}}^{\mathrm{log}} \cdot \overline{\mathcal{L}}^{\cdot n}-\frac{1}{V} K_{(M, B) \times \mathbb{P}^{1} / \mathbb{P}^{1}}^{\mathrm{log}} \cdot \overline{\mathcal{L}}^{\cdot n}  \tag{28}\\
\mathcal{M}_{B}^{\mathrm{NA}}(\phi) & =\mathcal{M}_{B}^{\mathrm{NA}}(t, \phi)=\frac{1}{t} H_{B}^{\mathrm{NA}}(\phi)-\left(I^{\mathrm{NA}}-J^{\mathrm{NA}}\right) \\
& =\frac{1}{t V}\left(K_{(\overline{\mathcal{M}}, \overline{\mathcal{B}}) / \mathbb{P}^{1}}^{\log } \cdot \overline{\mathcal{L}}^{\cdot n}\right)+\frac{n}{(n+1) V}\left(\overline{\mathcal{L}}^{n+1}\right) . \tag{29}
\end{align*}
$$

To get the second identity in (29), we used $K_{(M, B) \times \mathbb{P}^{1} / \mathbb{P}^{1}}^{\log }=K_{(M, B) \times \mathbb{P}^{1} / \mathbb{P}^{1}}=-\left(K_{M}+B\right) \times$ $\mathbb{P}^{1}=t L \times \mathbb{P}^{1}$. We also need to recall the log-version of Tian's CM weight (see [51, 21, 57]):

$$
\begin{equation*}
\operatorname{CM}_{B}(\phi)=\mathrm{CM}_{B}(t, \phi)=\frac{n}{(n+1) V}\left(\overline{\mathcal{L}}^{\cdot n+1}\right)+\frac{1}{t V}\left(\overline{\mathcal{L}}^{\cdot n} \cdot K_{(\overline{\mathcal{M}}, \overline{\mathcal{B}}) / \mathbb{P}^{1}}\right) \tag{30}
\end{equation*}
$$

Remark 2.5. 1. For special test configurations, the CM weight coincides with the Futaki invariant studied in [28, 19].
2. Note the following inequality:

$$
\begin{equation*}
\mathrm{CM}_{B}(t, \phi)-\mathcal{M}_{B}^{\mathrm{NA}}(t, \phi)=\frac{1}{t V}\left(K_{(\overline{\mathcal{M}}, \overline{\mathcal{B}})}-K_{(\overline{\mathcal{M}}, \overline{\mathcal{B}})}^{\log }\right) \cdot \overline{\mathcal{L}}^{\cdot n} \geq 0 \tag{31}
\end{equation*}
$$

This gives the fact that the CM weight is bigger than the asymptotic expansion of (log)Mabuchi energy, with identity holds if and only if $\mathcal{M}_{0}$ is reduced (see [51, 10]).

### 2.4 Existence of conical Kähler-Einstein metrics

We will need the following log smooth version of the main result in [5]:
Theorem 2.6 (see [5]). Let $M$ be a smooth projective variety and $(M, B)$ be a log pair with $k l t$ singularities. Assume that $-\left(K_{M}+B\right)$ is an ample $\mathbb{Q}$-Cartier divisor. Fix $t \in \mathbb{Q}>0$ and let $L=-t^{-1}\left(K_{M}+B\right)$. Using the notations from the above section, the following conditions are equivalent:

1. There exist $\delta_{\mathcal{D}} \in(0,1)$ and $C_{\mathcal{D}}>0$ such that $\mathcal{D}_{B} \geq \delta_{\mathcal{D}} J-C_{\mathcal{D}}$ on $\mathcal{E}^{1}$.
2. There exist $\delta_{\mathcal{M}} \in(0,1)$ and $C_{\mathcal{M}}>0$ such that $\mathcal{M}_{B} \geq \delta_{\mathcal{M}} J-C_{\mathcal{M}}$ on $\in \mathcal{E}^{1}$.
3. There exists $\delta^{\mathrm{NA}} \in(0,1)$ such that $\mathcal{D}_{B}^{\mathrm{NA}} \geq \delta^{\mathrm{NA}} J^{\mathrm{NA}}$ for any test configuration $(\mathcal{M}, \mathcal{B}, \mathcal{L})$.
4. There exists $\delta^{\mathrm{NA}} \in(0,1)$ such that $\mathcal{M}_{B}^{\mathrm{NA}} \geq \delta^{\mathrm{NA}} J^{\mathrm{NA}}$ for any test configuration $(\mathcal{M}, \mathcal{B}, \mathcal{L})$.
5. There exists $\delta^{\mathrm{NA}} \in(0,1)$ such that $\mathrm{CM}_{B}^{\mathrm{NA}} \geq \delta^{\mathrm{NA}} J^{\mathrm{NA}}$ for any test configuration $(\mathcal{M}, \mathcal{B}, \mathcal{L})$.
Moreover, if the above conditions hold true, the slope constants ( $\delta_{\mathcal{D}}, \delta_{\mathcal{M}}, \delta^{\mathrm{NA}}$ ) can be chosen satisfying

$$
\begin{equation*}
\delta_{\mathcal{M}} \geq \delta_{\mathcal{D}} \geq 1-\left(\frac{1}{1+\delta_{\mathcal{M}}}\right)^{1 / n}, \quad \delta^{\mathrm{NA}} \geq \delta_{\mathcal{M}} \geq \frac{\delta^{\mathrm{NA}}}{2} \tag{32}
\end{equation*}
$$

Remark 2.7. By the rescaling property of the energy functionals, it is easy to verify that the above statement is independent of the scaling parameter $t$. We include the parameter $t$ for the convenience of the later argument comparing energies for different Kähler classes.

Theorem 2.6 can be proved by modifying argument in [5] and replacing various quantities by their $\log$ versions. We emphasize here that because our ambient space $M$ is smooth, there is no essential difficulty in carrying out the same argument as in [5]. For the reader's convenience, we will give a sketch of its proof after Berman-Boucksom-Jonsson in Appendix A. From its proof, we see that $\frac{\delta^{\mathrm{NA}}}{2}$ in (32), which is a lower bound of $\delta_{\mathcal{M}}$, can be replaced by any positive number smaller than $\delta^{\mathrm{NA}}$ by possibly adjusting the other constant $\delta_{\mathcal{M}}$.

The following existence result for the log version of Yau-Tian-Donaldson conjecture is recently obtained by Tian-Wang ([56]).
Theorem $2.8([56])$. Let $(M, B)$ be a log smooth klt pair. Assume $-K_{(M, B)}:=-\left(K_{M}+B\right)$ is ample and $\left(M, B,-K_{(M, B)}\right)$ is log-K-polystable, then $(M, B)$ admits a strong conical KählerEinstein metric.

We refer to $[50,21,32,29,4]$ for more details on conical Kähler-Einstein metrics.

### 2.5 K-polystability and uniform K-stability

We recall the definitions of (log-)K-stability and uniform K-stability (see [51, 20, 40, 9, 18]).
Definition 2.9. Let $(M, B)$ be a $\log$ Fano pair with klt singularities. Fix $t \in \mathbb{Q}_{>0}$ and denote $L=-t^{-1}\left(K_{M}+B\right)$.

1. The pair $(M, B, L)$ is log-K-semistable if for any test configuration $(\mathcal{M}, \mathcal{B}, \mathcal{L})$ of $(M, B, L)$ we have $\operatorname{CM}(\mathcal{M}, \mathcal{B}, \mathcal{L}) \geq 0$.
2. $(M, B, L)$ is $K$-polystable if it is log-K-semistable and $\operatorname{CM}(\mathcal{M}, \mathcal{B}, \mathcal{L})=0$ for a normal test configuration $(\mathcal{M}, \mathcal{B}, \mathcal{L})$ iff $(\mathcal{M}, \mathcal{B}, \mathcal{L})$ is a product test configuration.
3. The pair $(M, B, L)$ is uniformly log-K-stable with a slope constant $\delta=\delta^{\mathrm{NA}}>0$, if for any test configuration $(\mathcal{M}, \mathcal{B}, \mathcal{L})$ of $(M, B, L)$ we have:

$$
\begin{equation*}
\operatorname{CM}(\mathcal{M}, \mathcal{B}, \mathcal{L}) \geq \delta \cdot J^{\mathrm{NA}}(\mathcal{M}, \mathcal{L}) \tag{33}
\end{equation*}
$$

For simplicity of language, we will some times just say (uniformly) K-(semi)stable if the log pair is clear.

In the following, we will use valuative critierions of K-stability developed in [25, 26, 36, 41]. For our convenience, we will use the following notation: for any divisorial valuation $\operatorname{ord}_{F}$ over $X$, denote:

$$
\Phi_{(M, B)}(F)=\frac{A_{(M, B)}(F)\left(-K_{M}-B\right)^{n}}{\int_{0}^{+\infty} \operatorname{vol}_{M}\left(-K_{M}-B-x F\right) d x}, \quad \Phi_{M}(F)=\Phi_{(M, \emptyset)}(F) .
$$

We also denote:

$$
\tilde{\delta}(M, B)=\inf _{F} \Phi_{(M, B)}(F), \quad \tilde{\delta}(M)=\tilde{\delta}(M, \emptyset),
$$

where $F$ ranges over all divisorial valuations over $M$.
Theorem 2.10. Assume $(M, B)$ is a log Fano pair with log terminal singularities. Then we have the following criterion:
(1) $([36,41],[25])(M, B)$ is log-K-semistable if and only if $\tilde{\delta}(M, B) \geq 1$.
(2) ([26], see also [11]) $(M, B)$ is uniformly log- $K$-stable if and only if $\tilde{\delta}(M, B)>1$. Moreover, we can choose $\delta$ in (33) to be $\frac{\tilde{\delta}-1}{n}$.

## 3 Uniform log-K-stability of log-smooth pairs

Let $X$ be an admissible $\mathbb{Q}$-Fano variety with an admissible resolution $\mu: M \rightarrow X$ :

$$
K_{M}=\mu^{*} K_{X}+\sum_{i} a_{i} E_{i} \text { with } a_{i} \in(-1,0] .
$$

Letting $b_{i}=-a_{i}$, we have:

$$
K_{M}^{-1}=\mu^{*} K_{X}^{-1}+\sum_{i} b_{i} E_{i}
$$

with $b_{i} \in[0,1)$. There exist $\theta=\left\{\theta_{i}\right\}$ such that $L_{\epsilon}:=\mu^{*} K_{X}^{-1}-\epsilon \sum_{i} \theta_{i} E_{i}$ is ample for any $\epsilon \in(0,1]$. On $M$, for any $t \in(0,1]$, we would like to solve the conical KE equation in $c_{1}\left(L_{\epsilon}\right)$ :

$$
\begin{equation*}
\operatorname{Ric}(\omega)=t \omega+\frac{1-t}{m}\{H\}+\sum_{i}\left(b_{i}+(t \epsilon+(1-t)) \theta_{i}\right)\left\{E_{i}\right\} . \tag{34}
\end{equation*}
$$

Here $\omega \in 2 \pi c_{1}\left(L_{\epsilon}\right)$. For simplicity, we denote

$$
\begin{align*}
& E_{\epsilon}=\epsilon \sum_{i} \theta_{i} E_{i},  \tag{35}\\
& B=B_{(\epsilon, t)}=(1-t) m^{-1} H+\sum_{i}\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right) E_{i} . \tag{36}
\end{align*}
$$

By taking class on both sides of (34), we get the numerical equivalence:

$$
\begin{equation*}
-K_{M} \equiv t L_{\epsilon}+B=t\left(L_{0}-E_{\epsilon}\right)+B \tag{37}
\end{equation*}
$$

To solve (34), we need K-polystability of the pair $\left(M, B_{(\epsilon, t)}\right)$. We will prove the (uniform) log-K-stability of $\left(M, B_{(\epsilon, t)}\right)$ using the criterions in Theorem 2.10. To apply Fujita's criterion of uniform K-stability, for any divisorial valuation $\operatorname{ord}_{F}$ over $M$, we consider the quantity:

$$
\begin{equation*}
\Phi(\epsilon, t):=\Phi_{\left(M, B_{(\epsilon, t)}\right)}(F)=\frac{A_{\left(M, B_{(\epsilon, t)}\right)}(F)\left(-K_{M}-B_{(\epsilon, t)}\right)^{n}}{\int_{0}^{+\infty} \operatorname{vol}_{M}\left(-K_{M}-B_{(\epsilon, t)}-x F\right) d x} . \tag{38}
\end{equation*}
$$

Because $-K_{M}-B=t L_{\epsilon}$, by change of variables, the integral in the denominator of (38) is equal to:

$$
\int_{0}^{+\infty} \operatorname{vol}_{M}\left(t L_{\epsilon}-x F\right) d x=t^{n+1} \int_{0}^{+\infty} \operatorname{vol}_{M}\left(L_{\epsilon}-x F\right) d x
$$

By (37) we also have: $\left(-K_{M}-B\right)^{n}=t^{n}\left(\mu^{*} K_{X}^{-1}-\sum_{i} \epsilon \theta_{i} E_{i}\right)^{n}=L_{\epsilon}^{n}$. So we have:

$$
\begin{equation*}
\Phi(\epsilon, t)=\Phi_{\left(M, B_{(\epsilon, t)}\right)}(F)=\frac{A_{\left(M, B_{(\epsilon, t)}\right)}(F) \cdot L_{\epsilon}^{n}}{t \int_{0}^{+\infty} \operatorname{vol}_{M}\left(L_{\epsilon}-x F\right) d x} . \tag{39}
\end{equation*}
$$

Using the identity $A_{(M, B)}(F)=A_{M}(F)-\operatorname{ord}_{F}(B)$ and (36), we can calculate:

$$
\begin{align*}
\frac{\Phi(\epsilon, t)}{\Phi(\epsilon, 1)}-1 & =\frac{1}{t} \frac{A_{\left(M, B_{(\epsilon, t)}\right)}(F)}{A_{\left(M, B_{(\epsilon, 1)}\right)}(F)}-1=\frac{1}{t} \frac{A_{\left(M, B_{(\epsilon, t)}\right)}(F)-t A_{\left(M, B_{(\epsilon, 1)}\right)}(F)}{A_{\left(M, B_{(\epsilon, 1)}\right)}(F)} \\
& =\frac{1-t}{t} \frac{A_{M}(F)-\frac{1}{m} \operatorname{ord}_{F}(H)-\operatorname{ord}_{F}\left(\sum_{i}\left(b_{i}+\theta_{i}\right) E_{i}\right)}{A_{\left(M, B_{(\epsilon, 1)}\right)}(F)} \\
& =\frac{1-t}{t} \frac{A_{\left(M, B_{(\epsilon, 1)}\right)}(F)-\operatorname{ord}_{F}\left(-B_{(\epsilon, 1)}+m^{-1} H+\sum_{i}\left(b_{i}+\theta_{i}\right) E_{i}\right)}{A_{\left(M, B_{(\epsilon, 1)}\right)}(F)} \\
& =\frac{1-t}{t}\left(1-\frac{\operatorname{ord}_{F}\left(m^{-1} H+(1-\epsilon) \sum_{i} \theta_{i} E_{i}\right)}{A_{\left(M, B_{(\epsilon, 1)}\right)}(F)}\right) \\
& \geq \frac{1-t}{t}\left(1-\frac{1}{\operatorname{lct}_{\left(M, B_{(\epsilon, 1)}\right)}\left(m^{-1} H+(1-\epsilon) \sum_{i} \theta_{i} E_{i}\right)}\right) . \tag{40}
\end{align*}
$$

The last inequality follows from the following defining inequality of $\log$ canonical threshold: for any effective divisor $D$, we have

$$
\begin{aligned}
\operatorname{lct}_{(M, B)}(D) & =\sup \{\alpha>0 ;(M, B+\alpha D) \text { is log canonical }\} \\
& =\inf _{F} \frac{A_{(X, B)}(F)}{\operatorname{ord}_{F}(D)} \leq \frac{A_{(X, B)}(F)}{\operatorname{ord}_{F}(D)},
\end{aligned}
$$

where the above inf ranges over all divisorial valuations over $M$. We notice that:

$$
B_{(\epsilon, 1)}+\alpha\left(m^{-1} H+(1-\epsilon) \sum_{i} \theta_{i} E_{i}\right)=\alpha m^{-1} H+\sum_{i}\left(b_{i}+(\epsilon+\alpha(1-\epsilon)) \theta_{i}\right) E_{i}
$$

Since $H \cup \cup_{i} E_{i}$ has simple normal crossing support, we get:

$$
\alpha:=\operatorname{lct}_{\left(M, B_{(\epsilon, 1)}\right)}\left(m^{-1} H+(1-\epsilon) \theta_{i} E_{i}\right)=\min \left\{m, \frac{\frac{1-b_{i}}{\theta_{i}}-\epsilon}{1-\epsilon}\right\} .
$$

So as long as we choose $\left(\theta_{i}, m, H\right)$ such that

$$
\begin{equation*}
\theta_{i} \leq\left(1-b_{i}\right) / 2 \quad m \geq 2, \text { and } \tag{41}
\end{equation*}
$$

$H \in\left|-m L_{1}\right|$ is smooth such that $H+\sum_{i} E_{i}$ is simple normal crossing,
then $\alpha \geq 2$ and we get from (40) that:

$$
\begin{equation*}
\Phi(\epsilon, t) \geq \Phi(\epsilon, 1)\left(1+\left(t^{-1}-1\right) \frac{1}{2}\right) . \tag{42}
\end{equation*}
$$

Next we need to estimate $\Phi(\epsilon, 1)$ in terms of $\Phi(1,0)$ : We have:

$$
\begin{aligned}
\frac{\Phi(\epsilon, 1)}{\Phi(0,1)} & =\frac{A_{\left(M, B_{(\epsilon, 1)}\right)}(F)}{A_{\left(M, B_{(0,1)}\right)}(F)} \cdot \frac{\int_{0}^{+\infty} \operatorname{vol}_{M}\left(L_{0}-x F\right) d x}{\int_{0}^{+\infty} \operatorname{vol}_{M}\left(L_{\epsilon}-x F\right) d x} \cdot \frac{\left(\mu^{*} K_{X}^{-1}-E_{\epsilon}\right)^{n}}{\left(\mu^{*} K_{X}^{-1}\right)^{n}} \\
& =: R_{1} \cdot R_{2} \cdot R_{3} .
\end{aligned}
$$

Recall that $B_{(\epsilon, t)}=\sum_{i}\left(b_{i}+\epsilon \theta_{i}\right) E_{i}=B_{(0,1)}+E_{\epsilon}$. Because $\cup_{i} E_{i}$ has simple normal crossings and, for any $\alpha>0, B_{(0,1)}+\alpha E_{\epsilon}=\sum_{i}\left(b_{i}+\alpha \epsilon \theta_{i}\right) E_{i}$, we have:

$$
\begin{aligned}
R_{1} & =\frac{A_{\left(M, B_{(\epsilon, t)}\right)}(F)}{A_{\left(M, B_{(0,1)}\right)}(F)}=\frac{A_{\left(M, B_{(0,1)}\right)}(F)-\operatorname{ord}_{F}\left(\sum_{i} \epsilon \theta_{i} E_{i}\right)}{A_{\left(M, B_{(0,1)}\right)}(F)} \\
& \geq 1-\operatorname{lct}_{\left(M, B_{(0,1))}\right.}^{-1}\left(E_{\epsilon}\right)=1-\left(\min _{i} \frac{1-b_{i}}{\epsilon \theta_{i}}\right)^{-1} \\
& =1-\max _{i} \frac{\epsilon \theta_{i}}{1-b_{i}} .
\end{aligned}
$$

The second ratio $R_{2} \geq 1: E_{\epsilon}$ is effective and hence

$$
\int_{0}^{+\infty} \operatorname{vol}_{M}\left(\mu^{*} K_{X}^{-1}-E_{\epsilon}-x F\right) d x \leq \int_{0}^{+\infty} \operatorname{vol}_{M}\left(\mu^{*} K_{X}^{-1}-x F\right) d x
$$

Combining the above estimates, we get:

$$
\begin{align*}
\Phi(\epsilon, t) & \geq \Phi(\epsilon, 1)\left(1+\left(t^{-1}-1\right) \frac{1}{2}\right) \\
& \geq R_{1} \cdot R_{2} \cdot R_{3} \cdot \tilde{\delta}(X)\left(1+\left(t^{-1}-1\right) 2^{-1}\right) \\
& \left.\geq\left(1-\epsilon \max _{i} \frac{\theta_{i}}{1+a_{i}}\right)\left(1+\left(t^{-1}-1\right) 2^{-1}\right)\right) \frac{\left(\mu^{*} K_{X}^{-1}-E_{\epsilon}\right)^{n}}{K_{X}^{-n}} \cdot \tilde{\delta}(X) \\
& =: \tilde{\delta}(\epsilon, t) \tag{43}
\end{align*}
$$

Now we can state and prove the main result of this section, which may be of independent interest.
Proposition 3.1. (1) Assume that $X$ is $K$-semistable. For any $t \in(0,1)$, there exists $\epsilon^{*}=\epsilon^{*}(t)>0$ such that for any $0<\epsilon \leq \epsilon^{*},\left(M, B_{(\epsilon, t)}\right)$ is uniformly $K$-stable with a slope constant

$$
\begin{equation*}
\delta=\left(t^{-1}-1\right) /(4 n) \tag{44}
\end{equation*}
$$

(2) Assume that $X$ is uniformly $K$-stable. There exists $\epsilon_{1}^{*}>0$ such that for any $0<\epsilon \leq \epsilon_{1}^{*}$, $\left(M, B_{(\epsilon, 1)}\right)$ is uniformly $K$-stable with a slope constant $\delta=\frac{1}{2 n}(\tilde{\delta}(X)-1)$.
Proof. By (43), we get:

$$
\begin{equation*}
\tilde{\delta}\left(M, B_{(\epsilon, t)}\right)=\inf _{F} \Phi_{\left(M, B_{(\epsilon, t)}\right)}(F) \geq \tilde{\delta}(\epsilon, t) \tag{45}
\end{equation*}
$$

Notice that $\tilde{\delta}(\epsilon, t)$ in (43) satisfies:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0+} \tilde{\delta}(\epsilon, t)=\left(1+\left(t^{-1}-1\right) 2^{-1}\right) \tilde{\delta}(X) \tag{46}
\end{equation*}
$$

Assume $X$ is K-semistable, then by Theorem 2.10.(1) the right-hand-side of (46) is greater than or equal to $\left(1+\left(t^{-1}-1\right)\left(1-m^{-1}\right)\right)$ which is strictly bigger than 1 for $t \in(0,1)$ and $m \geq 2$. So there exists $\epsilon^{*}>0$ such that for any $\epsilon \in\left(0, \epsilon^{*}\right]$, we have

$$
\tilde{\delta}(\epsilon, t) \geq 1+\frac{\left(t^{-1}-1\right) 2^{-1}}{2}
$$

We then get the first statement statement by applying Theorem 2.10.(2).
If $X$ is uniformly K-stable, then

$$
\lim _{\epsilon \rightarrow 0+} \tilde{\delta}(\epsilon, 1)=\tilde{\delta}(X)>1
$$

The second statement follows by applying Theorem 2.10.(2).

Remark 3.2. While completing this paper, we noted a recent openness result of K. Fujita in [26, Theorem 5.7], which is related to but different with the above proposition. The authors thank K. Fujita for helpful comment on this.

A key feature of the above proposition that will be important to us is that the slope constant $\delta$ does not depend on $\epsilon$ as long as $\epsilon$ is sufficiently small.

Proposition 3.3. Assume that $X$ is $K$-semistable. For any $t \in(0,1)$, there exists $\epsilon \ll 1$, such that there exists a strong conical KE on the log smooth pair $\left(M, B_{(\epsilon, t)}\right)$ where $B_{(\epsilon, t)}$ is defined as in (36).

Proof. Because $\left(M, B_{(\epsilon, t)}\right)$ is uniformly log-K-stable, and in particular log-K-polystable, this follows from Tian-Wang's recent work in [56]. Note one could also use Theorem 2.6 to get the properness of log-Mabuchi-energy and hence the existence of strong conical KE on ( $M, B_{(\epsilon, t)}$ ) using the method in [29] (see also [32]).

## 4 Uniform $L^{\infty}$-estimates

Notations: Fix $\theta$ sufficiently small such that $L_{1}:=\mu^{*} K_{X}^{-1}-\sum_{i} \theta_{i} E_{i}$ is ample. Choose a smooth Hermitian metric $e^{-\psi_{1}}$ on $L_{1}$ such that $\chi_{1}:=\sqrt{-1} \partial \bar{\partial} \psi_{1}>0$. Fix $m \gg 1$ sufficiently divisible such that $m K_{X}^{-1}$ is a very ample line bundle. Choose a basis of $\left|-m K_{X}\right|$ and get a Kodaira embedding $\iota: X \hookrightarrow \mathbb{P}^{N}$. We will denote both the Hermitian metric on $K_{X}^{-1}$ and $\mu^{*} K_{X}^{-1}$ by $e^{-\psi_{0}}$ or $h_{\mathrm{FS}}$ the $1 / m$ times the pull back of the Fubini-Study metric via the map $\iota$ and $\mu \circ \iota$. We also use $\omega_{\mathrm{FS}}$ to denote both the Chern curvature of $e^{-\psi_{0}}$ on $X$ and $M$.

Because $L_{0}=\mu^{*} K_{X}^{-1}=L_{1}+\sum_{i} \theta_{i} E_{i}$, by using the $\partial \bar{\partial}$-lemma, it is easy to see that there exists Hermitian metric $\kappa_{i}$ on the line bundle determined by $E_{i}$ such that if we denote by $e^{-\kappa_{\theta}}$ or simply by $e^{-\kappa}$ the Hermitian metric $e^{-\sum_{i} \theta_{i} \kappa_{i}}$ on $\sum_{i} \theta_{i} E_{i}$ then the following identity holds for Hermitian metrics on $L_{0}$ :

$$
e^{-\psi_{0}}=e^{-\psi_{1}-\kappa}
$$

For simplicity, we denote

$$
\begin{equation*}
\eta:=\sqrt{-1} \partial \bar{\partial} \kappa . \tag{47}
\end{equation*}
$$

Then we have

$$
\chi_{0}:=\omega_{\mathrm{FS}}=\sqrt{-1} \partial \bar{\partial} \psi_{0}=\sqrt{-1} \partial \bar{\partial} \psi_{1}+\sqrt{-1} \partial \bar{\partial} \kappa=\sqrt{-1} \partial \bar{\partial} \psi_{1}+\eta \geq 0 .
$$

For any $\epsilon \in[0,1]$, we then have a smooth Hermitian metric $e^{-\psi_{\epsilon}}$ on $L_{\epsilon}=\mu^{*} K_{X}^{-1}-\epsilon \sum_{i} \theta_{i} E_{i}$ :

$$
\begin{equation*}
\psi_{\epsilon}=\psi_{0}-\epsilon \kappa=(1-\epsilon) \psi_{0}+\epsilon\left(\psi_{0}-\kappa\right)=(1-\epsilon) \psi_{0}+\epsilon \psi_{1} . \tag{48}
\end{equation*}
$$

Its Chern curvature is a positive $(1,1)$-form on $M$ :

$$
\chi_{\epsilon}:=\sqrt{-1} \partial \bar{\partial} \psi_{\epsilon}=(1-\epsilon) \chi_{0}+\epsilon \chi_{1} \geq 0 .
$$

In particular $\chi_{\epsilon}>0$ if $\epsilon>0$ since $\chi_{1}>0$.
Let $\operatorname{PSH}\left(\left[L_{\epsilon}\right]\right)$ denote the set of possibly singular Hermitian metrics $e^{-\varphi} \mathrm{n} L_{\epsilon}$ satisfying $\sqrt{-1} \partial \bar{\partial} \varphi \geq 0$. For any $\varphi \in \operatorname{PSH}\left(\left[L_{\epsilon}\right]\right)$, denote $\omega_{\varphi}=\sqrt{-1} \partial \bar{\partial} \varphi$. We want to solve for $\varphi=\varphi_{\epsilon}$ such that $\omega_{\varphi}=\omega_{\varphi_{\epsilon}}$ satisfies:

$$
\begin{equation*}
\operatorname{Ric}\left(\omega_{\varphi}\right)-t \omega_{\varphi}-\frac{1-t}{m}\{H\}-\sum_{i}\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)\left\{E_{i}\right\}=0 \tag{49}
\end{equation*}
$$

Geometrically, the cone angle along $H$ is $2 \pi t \in(0,2 \pi]$. The cone angle along $E_{i}$ is $2 \pi \beta_{i}$ where $\beta_{i}:=1-\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)$. Notice that as $\epsilon \rightarrow 0+, \beta_{i}$ approaches

$$
\begin{equation*}
1-\left(b_{i}+(1-t) \theta_{i}\right) \in\left(\frac{1+t}{2}\left(1-b_{i}\right), 1-b_{i}\right) \subset(0,1] . \tag{50}
\end{equation*}
$$

for any $t \in(0,1]$. On the other hand, for $0<\epsilon \ll 1, \beta_{i} \in(0,1)$.

The left-hand-side can be written as:

$$
-\sqrt{-1} \partial \bar{\partial} \log \omega_{\varphi}^{n}-t \sqrt{-1} \partial \bar{\partial} \varphi-\frac{1-t}{m} \log \left|s_{H}\right|^{2}-\log \prod_{i}\left|s_{i}\right|^{2\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)}
$$

So we get the Monge-Ampère equation that corresponds to the above equation:

$$
\begin{equation*}
(\sqrt{-1} \partial \bar{\partial} \varphi)^{n}=\frac{e^{-t \varphi}}{\left|s_{H}\right|^{2(1-t) / m} \prod_{i}\left|s_{i}\right|^{2\left(1-\beta_{i}\right)}} \tag{51}
\end{equation*}
$$

Both sides are considered as measures on $M$. We can re-write this into a more familiar form. Let $u=\varphi-\psi_{\epsilon}$, then $u$ is a globally defined $\chi_{\epsilon}$-psh function on $M$. Then we have

$$
\begin{equation*}
\left(\chi_{\epsilon}+\sqrt{-1} \partial \bar{\partial} u\right)^{n}=\omega_{\varphi}^{n}=e^{-t\left(\varphi-\psi_{\epsilon}\right)} \frac{e^{-t \psi_{\epsilon}}}{\left|s_{H}\right|^{2(1-t) / m} \prod_{i}\left|s_{i}\right|^{2\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)}} \tag{52}
\end{equation*}
$$

Note that $e^{-\left(\psi_{0}+\sum_{i} b_{i} \kappa_{i}\right)}$ is a smooth Hermitian metric on $\mu^{*}\left(-K_{X}\right)+\sum_{i} b_{i} E_{i}=-K_{M}$ and hence corresponds to a smooth volume form $\Omega$. Then we can rewrite the right-hand-side of (52) as:

$$
\begin{align*}
& \frac{e^{-t \psi_{\epsilon}}}{\left|s_{H}\right|^{2(1-t) / m} \prod_{i}\left|s_{i}\right|^{2\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)}} \\
= & e^{-\left(\psi_{0}+\sum_{i} b_{i} \kappa_{i}\right)} \frac{e^{(1-t)\left(\psi_{0}-\sum_{i} \theta_{i} \kappa_{i}\right)}}{\left|s_{H}\right|^{2(1-t) / m}} \frac{e^{\sum(t \epsilon+(1-t)) \theta_{i} \kappa_{i}}}{\left|s_{\theta}\right|^{2(t \epsilon+1-t)}} \frac{e^{\sum_{i} b_{i} \kappa_{i}}}{\prod_{i}\left|s_{i}\right|^{2 b_{i}}} \\
= & \frac{\Omega}{\left\|s_{H}\right\|_{m \psi_{1}}^{2(1-t) / m}\left\|s_{\theta}\right\|_{\kappa_{\theta}}^{2(t \epsilon+1-t)} \prod_{i}\left\|s_{i}\right\|_{\kappa_{i}}^{2 b_{i}}}=: \Omega(\epsilon, t) . \tag{53}
\end{align*}
$$

If we define the following constant:

$$
\begin{equation*}
\gamma=\gamma(\epsilon, t)=\frac{1}{t} \log \frac{\int_{M} \Omega(\epsilon, t)}{\int_{M} \chi_{\epsilon}^{n}} . \tag{54}
\end{equation*}
$$

then

$$
\int_{M} e^{-t \gamma} \Omega(\epsilon, t)=\int_{M} \omega_{\varphi}^{n}=\int_{M} \chi_{\epsilon}^{n}=\left(2 \pi L_{\epsilon}\right)^{n}
$$

So by the equation (52), there exists $p \in M$ such that $u(p)-\gamma=\left(\varphi-\psi_{\epsilon}\right)(p)-\gamma=0$. Hence we have:

$$
\begin{equation*}
\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}-\gamma \leq \operatorname{osc}\left(\varphi-\psi_{\epsilon}\right) \leq 2\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}+2 \gamma \tag{55}
\end{equation*}
$$

On other other hand, it is easy to see that $\gamma$ is uniformly bounded with respect to $(\epsilon, t)$. So there exists a constant $C>0$ independent of $\epsilon, t$, such that

$$
\begin{equation*}
\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}-C \leq \operatorname{osc}\left(\varphi-\psi_{\epsilon}\right) \leq 2\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}+C \tag{56}
\end{equation*}
$$

If $u \in \operatorname{PSH}\left(L_{\epsilon}, \chi_{\epsilon}\right)$, then

$$
\chi_{\epsilon}+\sqrt{-1} \partial \bar{\partial} u=\chi-\epsilon \sqrt{-1} \partial \bar{\partial} \kappa+\sqrt{-1} \partial \bar{\partial} u \geq 0
$$

For any $\epsilon^{*} \geq \epsilon$, we then get:

$$
\begin{equation*}
\chi_{\epsilon^{*}}+\sqrt{-1} \partial \bar{\partial} u=\chi_{\epsilon}+\sqrt{-1} \partial \bar{\partial} u-\left(\epsilon^{*}-\epsilon\right) \sqrt{-1} \partial \bar{\partial} \kappa \geq-\left(\epsilon^{*}-\epsilon\right) \sqrt{-1} \partial \bar{\partial} \kappa \tag{57}
\end{equation*}
$$

A key observation for us to proceed is that:
Lemma 4.1. For any $\epsilon^{*} \in[0,1 / 2], \sqrt{-1} \partial \bar{\partial} \kappa \leq 2 \chi_{\epsilon^{*}}$.

Proof. This follows immediately from the following identity:

$$
\begin{equation*}
\chi_{\epsilon^{*}}-\frac{1}{2} \sqrt{-1} \partial \bar{\partial} \kappa=\chi_{0}-\left(\epsilon^{*}+\frac{1}{2}\right) \sqrt{-1} \partial \bar{\partial} \kappa=\left(\frac{1}{2}-\epsilon^{*}\right) \chi_{0}+\left(\frac{1}{2}+\epsilon^{*}\right) \chi_{1} . \tag{58}
\end{equation*}
$$

For simplicity of notations, we denote $\tau=\epsilon^{*}-\epsilon>0$. Then we get from the above lemma and (57) that:

$$
\chi_{\epsilon^{*}}+\sqrt{-1} \partial \bar{\partial} u \geq-\left(\epsilon^{*}-\epsilon\right) 2 \chi_{\epsilon^{*}}=-2 \tau \chi_{\epsilon^{*}} .
$$

So we can define the map:

$$
\begin{align*}
P_{\epsilon}: \operatorname{PSH}\left(L_{\epsilon}\right) & \longrightarrow \operatorname{PSH}\left(L_{\epsilon^{*}}\right)  \tag{59}\\
\varphi & \mapsto \psi_{\epsilon^{*}}+\frac{1}{1+2 \tau}\left(\varphi-\psi_{\epsilon}\right) .
\end{align*}
$$

Then we have:

$$
P_{\epsilon}(\varphi)=\varphi+\frac{\tau}{1+2 \tau}\left[-2 \varphi+2 \psi_{0}-\left(1+2 \epsilon^{*}\right) \kappa\right]
$$

and, if we denote

$$
\begin{equation*}
\sigma=\frac{1}{1+2 \tau} \sqrt{-1} \partial \bar{\partial}\left(-2 \varphi+2 \psi_{0}-\left(1+2 \epsilon^{*}\right) \kappa\right) \tag{60}
\end{equation*}
$$

then we have

$$
\sqrt{-1} \partial \bar{\partial} P_{\epsilon}(\varphi)=\sqrt{-1} \partial \bar{\partial} \varphi+\tau \sigma
$$

We will use the following lemma which is easily verified.
Lemma 4.2. Let $I \times J \subset \mathbb{R} \times \mathbb{R}$. Assume that $\left\{\sigma_{i}=\sigma_{i}(\epsilon, t)\right\}_{(\epsilon, t) \in I \times J}$ for $i=1, \ldots, n$ are $n$ families of real closed positive $(1,1)$-currents with bounded potentials. If there exists a compact set $K \subset H^{1,1}(M, \mathbb{R})$ such that $\left\{\left[\sigma_{i}\right]\right\} \subset K$ for $i=1, \ldots, n$. Then there exists $a$ constant $C=C(M, K)>0$ such that for any $f \in L^{\infty}(M, \mathbb{R})$, we have:

$$
\left|\int_{M} f \sigma_{1} \wedge \cdots \wedge \sigma_{n}\right| \leq C\|f\|_{L^{\infty}}
$$

Lemma 4.3. There exists $C=C(n)>0$, such that for any $\varphi \in \operatorname{PSH}\left(L_{\epsilon}\right)$, we have

$$
\begin{align*}
& \left|E_{\psi_{\epsilon^{*}}}\left(P_{\epsilon}(\varphi)\right)-E_{\psi_{\epsilon}}(\varphi)\right| \leq C \tau\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}  \tag{61}\\
& \left.\mid J_{\psi_{\epsilon^{*}}}\left(P_{\epsilon}(\varphi)\right)-J_{\psi_{\epsilon}}(\varphi)\right) \mid \leq C \tau\left\|\psi_{\epsilon}-\varphi\right\|_{\infty} \tag{62}
\end{align*}
$$

Proof. Denote $V_{\epsilon}=\left(L_{\epsilon}^{\cdot n}\right)$. By using the expression of $P_{\epsilon}(\varphi)$ in (59) and $E_{\psi}(\varphi)$ in (12), we get the identities:

$$
\begin{aligned}
E_{\psi_{\epsilon^{*}}}\left(P_{\epsilon}(\varphi)\right) & =\frac{1}{(n+1) V_{\epsilon^{*}}} \int_{M}\left(P_{\epsilon}(\varphi)-\psi_{\epsilon^{*}}\right) \sum_{i}\left(\sqrt{-1} \partial \bar{\partial} \psi_{\epsilon^{*}}\right)^{n-i} \wedge\left(\sqrt{-1} \partial \bar{\partial} P_{\epsilon}(\varphi)\right)^{i} \\
& =\frac{1}{(n+1) V_{\epsilon^{*}}} \int_{M} \frac{1}{1+2 \tau}\left(\varphi-\psi_{\epsilon}\right) \sum_{i}\left(\sqrt{-1} \partial \bar{\partial} \psi_{\epsilon}-\tau \sqrt{-1} \partial \bar{\partial} \kappa\right)^{n-i} \wedge(\sqrt{-1} \partial \bar{\partial} \varphi+\tau \sigma)^{i} \\
& =\frac{1}{(n+1) V_{\epsilon}} \int_{M}\left(\varphi-\psi_{\epsilon}\right) \sum_{i}\left(\sqrt{-1} \partial \bar{\partial} \psi_{\epsilon}\right)^{n-i} \wedge(\sqrt{-1} \partial \bar{\partial} \varphi)^{i}+\tau \cdot \Delta \\
& =E_{\psi_{\epsilon}}(\varphi)+\tau \cdot \Delta .
\end{aligned}
$$

Here $\Delta$ is of the form:

$$
\begin{equation*}
\Delta=\sum_{k} \int_{M}\left( \pm\left(\varphi-\psi_{\epsilon}\right)\right) \sigma_{1}^{(k)} \wedge \cdots \wedge \sigma_{n}^{(k)} \tag{63}
\end{equation*}
$$

which by Lemma 4.2 is uniformly bounded independent of $\epsilon$ because the classes of $\sigma_{i}^{(k)}$ are uniformly bounded.

By the expression of $J$-energy in (13) and Lemma 4.3, we get:

$$
\begin{aligned}
\left|J_{\psi_{\epsilon^{*}}}\left(P_{\epsilon}(\varphi)\right)-J_{\psi_{\epsilon}}(\varphi)\right| & \leq\left|E_{\psi_{\epsilon^{*}}}\left(P_{\epsilon}(\varphi)\right)-E_{\psi_{\epsilon}}(\varphi)\right|+|\mathbf{I I}| \\
& \leq C \tau\left\|\psi_{\epsilon}-\varphi\right\|_{\infty}+|\mathbf{I I}|
\end{aligned}
$$

where

$$
\mathbf{I I}=\frac{1}{V_{\epsilon^{*}}} \int_{M}\left(P_{\epsilon}(\varphi)-\psi_{\epsilon^{*}}\right)\left(\sqrt{-1} \partial \bar{\partial} \psi_{\epsilon^{*}}\right)^{n}-\frac{1}{V_{\epsilon}} \int_{M}\left(\varphi-\psi_{\epsilon}\right)\left(\sqrt{-1} \partial \bar{\partial} \psi_{\epsilon}\right)^{n}
$$

To estimate $|\mathbf{I I}|$, we note that:

$$
\int_{M}\left(P_{\epsilon}(\varphi)-\psi_{\epsilon^{*}}\right)\left(\sqrt{-1} \partial \bar{\partial} \psi_{\epsilon^{*}}\right)^{n}=\int_{M} \frac{1}{1+2 \tau}\left(\varphi-\psi_{\epsilon}\right)\left(\sqrt{-1} \partial \bar{\partial} \psi_{\epsilon}-\tau \sqrt{-1} \partial \bar{\partial} \kappa\right)^{n}
$$

The estimate for $J$ follows by similar argument for $E$ by applying Lemma 4.2.

To state the next result, recall that we have denoted:

$$
B=B_{(\epsilon, t)}=\frac{1-t}{m} H+\sum_{i}\left(b_{i}+(1-t) \theta_{i}+t \epsilon \theta_{i}\right) E_{i} .
$$

The Ding energy associated to the pair $(X, B)$ is denoted by

$$
\begin{equation*}
\mathcal{D}_{B_{(\epsilon, t)}}(t, \varphi)=-E_{\psi_{\epsilon}}(\varphi)+L_{B_{(\epsilon, t)}}(t, \varphi) \tag{64}
\end{equation*}
$$

Lemma 4.4. Notations as above. Denote $\tau=\epsilon^{*}-\epsilon$ for $0<\epsilon<\epsilon^{*} \leq \frac{1}{2}$. There exists constant $C>0$ independent of $\epsilon$ such that if $\varphi \in P S H_{\infty}\left(L_{\epsilon}\right)$ then we have

$$
\begin{equation*}
\mathcal{D}_{B_{(\epsilon, t)}}(t, \varphi)-\mathcal{D}_{B_{\left(\epsilon^{*}, t\right)}}\left(t, P_{\epsilon}(\varphi)\right) \geq-C \tau\left\|\psi_{\epsilon}-\varphi\right\|_{\infty}-C . \tag{65}
\end{equation*}
$$

Proof. By (65) and Lemma 4.3, we just need to compare $L\left(t, \epsilon^{*}, P_{\epsilon}(\varphi)\right)$ and $L(t, \epsilon, \varphi)$. We have:

$$
L_{B_{\left(\epsilon^{*}, t\right)}}\left(t, P_{\epsilon}(\varphi)\right)=-\frac{1}{t} \log \int_{M} \frac{e^{-t P_{\epsilon}(\varphi)}}{\left|s_{H}\right|^{2(1-t) / m} \prod_{i}\left|s_{i}\right|^{2\left(b_{i}+t \epsilon_{i}^{*} \theta_{i}+(1-t) \theta_{i}\right)}}=:-\frac{1}{t} \log \int_{M} G .
$$

We re-combine the numerator and denominator of the integrand as follows:

$$
\begin{gathered}
e^{-t P_{\epsilon}(\varphi)}=e^{-t\left(\frac{1}{1+2 \tau}\left(\varphi-\psi_{\epsilon}\right)+\psi_{\epsilon^{*}}\right)}=e^{-t \varphi} e^{+t \frac{2 \tau}{1+2 \tau}\left(\varphi-\psi_{\epsilon}\right)} e^{t\left(\psi_{\epsilon}-\psi_{\epsilon^{*}}\right)} \\
\frac{1}{\prod_{i}\left|s_{i}\right|^{2 t \epsilon_{i}^{*} \theta}}=\frac{1}{\prod_{i}\left|s_{i}\right|^{2 t \epsilon \theta_{i}}\left|s_{i}\right|^{2 t \tau \theta_{i}}}=\frac{1}{\left|s_{\theta}\right|^{2 t \tau} \prod_{i}\left|s_{i}\right|^{2 t \epsilon \theta_{i}}}
\end{gathered}
$$

Notice that by (48), we have $\psi_{\epsilon}-\psi_{\epsilon^{*}}=\left(\epsilon^{*}-\epsilon\right) \kappa=\tau \kappa$. Moreover over $M$ there exists a constant $C>0$ independent of $t$ and $\tau$ such that

$$
\frac{e^{t \tau \kappa}}{\left|s_{\theta}\right|^{2 t \tau}}=\frac{1}{\left\|s_{\theta}\right\|^{2 t \tau}} \geq C
$$

So we get the estimate:

$$
\begin{aligned}
G & =e^{\frac{2 \tau t}{1+2 \tau}\left(\varphi-\psi_{\epsilon}\right)} \frac{e^{-t \varphi}}{\left|s_{H}\right|^{2(1-t) / m} \prod_{i}\left|s_{i}\right|^{2\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)}} \frac{e^{t \tau \kappa}}{\left|s_{\theta}\right|^{2 t \tau}} \\
& \geq C e^{-\frac{2 \tau t}{1+2 \tau}\left\|\varphi-\psi_{\epsilon}\right\| \infty} \frac{e^{-t \varphi}}{\left|s_{H}\right|^{2(1-t) / m} \prod_{i}\left|s_{i}\right|^{2\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)}}
\end{aligned}
$$

and hence:

$$
\begin{align*}
L_{B_{\left(\epsilon^{*}, t\right)}}\left(t, P_{\epsilon}(\varphi)\right) & \leq-\frac{1}{t} \log \int_{M} \frac{e^{-t \varphi}}{\left|s_{H}\right|^{2 \frac{1-t}{m}} \prod_{i}\left|s_{i}\right|^{2\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)}}+\frac{2 \tau t}{1+2 \tau}\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}+\log C \\
& \leq L_{B_{(\epsilon, t)}}(t, \varphi)+C \tau\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}+\log C \tag{66}
\end{align*}
$$

The inequality (65) follows, (61) and the definition of $\mathcal{D}_{B_{(\epsilon, t)}}$ (see (64)).

Proposition 4.5 (Uniform properness). Assume $X$ is $K$-semistable. Fix $t \in(0,1]$. There exist $\epsilon^{*}=\epsilon^{*}(t)>0, \delta^{*}=\delta^{*}(t)>0$ and a constant $C>0$, such that for any $\epsilon \in\left(0, \epsilon^{*}\right]$ and any $\varphi \in \operatorname{PSH}\left(L_{\epsilon}\right)$, the following inequality holds:

$$
\begin{equation*}
\mathcal{D}_{B_{(\epsilon, t)}}(t, \varphi) \geq \delta^{*} J_{\psi_{\epsilon}}(\varphi)-C \epsilon^{*}\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}-C \tag{67}
\end{equation*}
$$

Proof. If $X$ is K-semistable, then by Proposition 3.1, there exists $\epsilon^{*}=\epsilon^{*}(t)>0$ such that $\left(M, B_{(\epsilon, t)}\right)$ is uniformly K-stable for $\epsilon \in\left(0, \epsilon^{*}\right]$ with the slope constant $\delta=\left(t^{-1}-1\right) /(4 n)>0$. By Theorem 2.6 and (32), if we choose

$$
\begin{equation*}
\delta^{*}:=\delta^{*}(t)=1-\left(\frac{1}{1+\frac{\left(t^{-1}-1\right)}{8 n}}\right)^{1 / n}>0 \tag{68}
\end{equation*}
$$

then there exists a constant $C>0$ such that for any $\varphi \in \operatorname{PSH}\left(L_{\epsilon^{*}}\right)$,

$$
\begin{equation*}
\mathcal{D}_{B_{\left(\epsilon^{*}, t\right)}}(t, \varphi) \geq \delta^{*} J_{\psi_{\epsilon^{*}}}(\varphi)-C . \tag{69}
\end{equation*}
$$

For any $\varphi \in \operatorname{PSH}\left(L_{\epsilon}\right), P_{\epsilon}(\varphi) \in \operatorname{PSH}\left(L_{\epsilon^{*}}\right)$ (see (59)) and hence:

$$
\begin{equation*}
\mathcal{D}_{B_{\left(\epsilon^{*}, t\right)}}\left(t, P_{\epsilon}(\varphi)\right) \geq \delta^{*} J_{\psi_{\epsilon^{*}}}\left(P_{\epsilon}(\varphi)\right)-C . \tag{70}
\end{equation*}
$$

By the above lemmas, the following estimates hold:

$$
\begin{align*}
\mathcal{D}_{B_{(\epsilon, t)}}(t, \varphi) & \geq \mathcal{D}_{B_{\left(\epsilon^{*}, t\right)}}\left(t, P_{\epsilon}(\varphi)\right)-C \tau\|\varphi-\psi\|-C \quad \text { (Lemma 4.4) } \\
& =\delta^{*} J_{\psi_{\epsilon^{*}}}\left(P_{\epsilon}(\varphi)\right)-C \tau\left\|\varphi-\psi_{\epsilon}\right\|-C \quad(70) \\
& =\delta^{*} J_{\psi_{\epsilon}}(\varphi)-C \delta^{*} \tau\left\|\varphi-\psi_{\epsilon}\right\|-C \tau\left\|\varphi-\psi_{\epsilon}\right\|-C .((62)) \tag{71}
\end{align*}
$$

where the constant $C=C\left(n, \epsilon^{*}\right)$ appeared above is independent of $\epsilon$. So we get (67) since $\tau=\epsilon^{*}-\epsilon \leq \epsilon^{*}$.

Proposition 4.6. Assume that $X$ is $K$-semistable. There exist a constant $\epsilon^{*}=\epsilon^{*}(t)>0$, $\hat{\delta}=\hat{\delta}(t)>0$ and a constant $C>0$, such that if $\epsilon \in\left(0, \epsilon^{*}\right]$ and $\omega_{\varphi} \in 2 \pi c_{1}\left(L_{\epsilon}\right)$ is a strong conical metric on the log smooth pair $\left(M, B_{(\epsilon, t)}\right)$ that satisfies Ric $\left(\omega_{\varphi}\right) \geq \frac{1}{2} \omega_{\varphi}$, then we have:

$$
\mathcal{D}_{B_{(\epsilon, t)}}(t, \varphi) \geq \hat{\delta}\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}-C .
$$

Proof. Using Green's formula for $\chi_{\epsilon^{*}}$, we get:

$$
\begin{equation*}
\sup _{M}\left(P_{\epsilon}(\varphi)-\psi_{\epsilon^{*}}\right) \leq \frac{1}{V_{\epsilon^{*}}} \int_{M}\left(P_{\epsilon}(\varphi)-\psi_{\epsilon^{*}}\right) \chi_{\epsilon^{*}}^{n}+C\left(\epsilon^{*}\right) . \tag{72}
\end{equation*}
$$

Using the expression of $P_{\epsilon}(\varphi)$ in (59), we know that this implies

$$
\begin{aligned}
\sup _{M}\left(\varphi-\psi_{\epsilon}\right) & \leq \frac{1}{V_{\epsilon^{*}}} \int_{M}\left(\varphi-\psi_{\epsilon}\right) \chi_{\epsilon^{*}}^{n}+(1+2 \tau) C\left(\epsilon^{*}\right) \\
& \leq \frac{1}{V_{\epsilon^{*}}} \int_{M}\left(\varphi-\psi_{\epsilon}\right) \chi_{\epsilon^{*}}^{n}+\left(1+2 \epsilon^{*}\right) C\left(\epsilon^{*}\right)
\end{aligned}
$$

Using the identity $\chi_{\epsilon^{*}}=\chi_{\epsilon}-\tau \sqrt{-1} \partial \bar{\partial} \kappa$, it is easy to verify that

$$
\left|\frac{1}{V_{\epsilon^{*}}} \int_{M}\left(\varphi-\psi_{\epsilon}\right) \chi_{\epsilon^{*}}^{n}-\frac{1}{V_{\epsilon}} \int_{M}\left(\varphi-\psi_{\epsilon}\right) \chi_{\epsilon}^{n}\right| \leq C \tau\left\|\varphi-\psi_{\epsilon}\right\|_{\infty} .
$$

So we get:

$$
\begin{equation*}
\sup _{M}\left(\varphi-\psi_{\epsilon}\right) \leq \frac{1}{V_{\epsilon}} \int_{M}\left(\varphi-\psi_{\epsilon}\right) \chi_{\epsilon}^{n}+C \tau\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}+C\left(\epsilon^{*}\right)\left(1+2 \epsilon^{*}\right) \tag{73}
\end{equation*}
$$

On the other hand, if $\operatorname{Ric}\left(\omega_{\varphi}\right) \geq \frac{1}{2} \omega_{\varphi}$, then there is a uniform Sobolev constant for the metric $\omega_{\varphi}$ by Proposition 2.3. So by Moser's iteration, there is a uniform constant $C$ such that:

$$
\begin{equation*}
-\inf _{M}\left(\varphi-\psi_{\epsilon}\right) \leq-\frac{C}{V_{\epsilon}} \int_{M}\left(\varphi-\psi_{\epsilon}\right) \omega_{\varphi}^{n}+C . \tag{74}
\end{equation*}
$$

Combing (73), (74) and (56), it is easy to see that there exists a constant $C>0$ such that:

$$
\begin{equation*}
\operatorname{osc}\left(\varphi-\psi_{\epsilon}\right) \leq \frac{C}{V_{\epsilon}} \int_{M}\left(\varphi-\psi_{\epsilon}\right)\left(\chi_{\epsilon}^{n}-\omega_{\varphi}^{n}\right)+C \tau\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}+C . \tag{75}
\end{equation*}
$$

Since $\left\|\varphi-\psi_{\epsilon}\right\|_{\infty} \leq \operatorname{osc}\left(\varphi-\psi_{\epsilon}\right)$, we get if $\epsilon^{*} \ll 1$, then:

$$
\begin{equation*}
\left\|\varphi-\psi_{\epsilon}\right\|_{\infty} \leq C I_{\psi_{\epsilon}}(\varphi)+C\left(\epsilon^{*}, \tau\right) \leq C(n+1) J_{\psi_{\epsilon}}(\varphi)+C\left(\epsilon^{*}\right) \tag{76}
\end{equation*}
$$

Now we use (67) to get:

$$
\begin{equation*}
\mathcal{D}_{B_{(\epsilon, t)}}(t, \varphi) \geq\left((C(n+1))^{-1} \delta^{*}-C \epsilon^{*}\right)\left\|\varphi-\psi_{\epsilon}\right\|_{\infty}-C . \tag{77}
\end{equation*}
$$

Notice $\delta^{*}$ does not depend on $\epsilon^{*}$. So if we choose $\epsilon^{*} \ll 1$, then the wanted inequality holds with $\hat{\delta}=(C(n+1))^{-1} \delta^{*} / 2$.

Proposition 4.7. There exists a constant $C=C(X, t)>0$ that is independent of $\epsilon$ such that, the solution $\varphi_{(\epsilon, t)}$ to the Monge-Ampère equation (51) (or equivalently the solution $u=\varphi_{(\epsilon, t)}-\psi_{\epsilon}$ to the equation (52)) satisfies the following uniform $L^{\infty}$-estimate:

$$
\begin{equation*}
\|u\|_{\infty}=\left\|\varphi_{(\epsilon, t)}-\psi_{\epsilon}\right\|_{\infty} \leq C . \tag{78}
\end{equation*}
$$

Proof. It's known that $\varphi_{(\epsilon, t)}$ is the minimizer of $\mathcal{D}_{B(\epsilon, t)}(t, \varphi)$ among all $\varphi \in \mathcal{E}^{1}$. In particular,

$$
\mathcal{D}_{B_{(\epsilon, t)}}\left(t, \varphi_{(\epsilon, t)}\right) \leq \mathcal{D}_{B_{(\epsilon, t)}}\left(t, \psi_{\epsilon}\right)
$$

We also know that $\omega_{(\epsilon, t)}=\chi_{\epsilon}+\sqrt{-1} \partial \bar{\partial} \varphi_{(\epsilon, t)}$ satisfies $\operatorname{Ric}\left(\omega_{(\epsilon, t)}\right) \geq \frac{1}{2} \omega_{(\epsilon, t)}$ if $t \geq 1 / 2$. So by Proposition 4.6, we just need to verify that $\mathcal{D}_{B_{(\epsilon, t)}}\left(t, \psi_{\epsilon}\right)$ is uniformly bounded from above. This indeed holds (see (52)-(54)):

$$
\begin{aligned}
\mathcal{D}_{B_{(\epsilon, t)}}\left(t, \psi_{\epsilon}\right) & =-\log \left(\frac{1}{V} \int_{M} \frac{e^{-t \psi_{\epsilon}}}{\left|s_{H}\right|^{2(1-t) / m} \prod_{i}\left|s_{i}\right|^{2\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)}}\right) \\
& =-\log \left(\frac{1}{V} \int_{M} \Omega(\epsilon, t)\right)=-t \gamma(\epsilon, t) \leq C
\end{aligned}
$$

To state the next result, we first need to modify $\chi_{0}$. Let $H^{\prime}=H+m \sum_{i} \theta_{i} E_{i}$ is a holomorphic section of $m\left(L_{0}-\sum_{i} \theta_{i} E_{i}\right)+m \sum_{i} \theta_{i} E_{i}=m \mu^{*}\left(K_{X}^{-1}\right)$ which descends to a holomorphic section of $m K_{X}^{-1}$ which will be denoted by $H_{X}$.

$$
\hat{\chi}_{0}=\chi_{0}+c \sqrt{-1} \partial \bar{\partial}\left\|s_{H^{\prime}}\right\|_{\mathrm{FS}}^{2\left(1-\frac{1-t}{m}\right)} .
$$

Then for $0<c \ll 1, \hat{\chi}_{0}$ is a conical Kähler metric on $\left(M \backslash E,(1-t) m^{-1} H\right)$. The bisectional curvature of $\hat{\chi}_{0}$ is bounded from above because $\hat{\chi}_{0}$ is the pull-back of the $\omega_{\mathrm{FS}}+$ $c \sqrt{-1} \partial \bar{\partial}\left\|s_{H^{\prime}}\right\|_{\mathrm{FS}}^{2\left(1-(1-t) m^{-1}\right)}$ on $\mathbb{P}^{N}$ and the latter has the bisectional curvature bounded from above (see [32, Appendix A]). We also modify $\chi_{\epsilon}$ to:

$$
\begin{equation*}
\hat{\chi}_{\epsilon}=\hat{\chi}_{0}-\epsilon \eta=\chi_{0}-\epsilon \eta+c \sqrt{-1} \partial \bar{\partial}\left\|s_{H^{\prime}}\right\|_{\mathrm{FS}}^{2\left(1-\frac{1-t}{m}\right)} . \tag{79}
\end{equation*}
$$

Then again for $0<c \ll 1, \hat{\chi}_{\epsilon}$ is a conical Kähler metric on $\left(M,(1-t) m^{-1} H\right)$. It's easy to check that there exists $C>0$, which is independent of $\epsilon$, such that $\hat{\chi}_{0} \leq C \hat{\chi}_{\epsilon}$ as long as $c$ and $\epsilon$ are sufficiently small.
Proposition 4.8. There exists $C=C(X, V, t)>0$, independent of $\epsilon$, such that $\hat{\chi}_{0} \leq C \omega_{(\epsilon, t)}$. As a consequence, there exists a constant $C>0$ independent of $\epsilon$, such that $\chi_{0} \leq C \omega_{(\epsilon, t)}$.

Proof. Let $f: M \rightarrow \mathbb{P}^{N}$ be a holomorphic morphism induced given by $L_{0}=\mu^{*}\left(-K_{X}\right)$. For simplicity, denote $\omega=\omega_{(\epsilon, t)}$. Then $\operatorname{Ric}(\omega)=t \omega$. By using Chern-Lu's inequality we have:

$$
\begin{equation*}
\Delta_{\omega} \log \operatorname{tr}_{\omega}\left(\hat{\chi}_{0}\right)=t-C_{1} \operatorname{tr}_{\omega}\left(\hat{\chi}_{0}\right), \tag{80}
\end{equation*}
$$

where $C_{1}$ can be chosen to be the upper bound of $\hat{\chi}_{0}$ on $(M \backslash E)$. Because $\omega=\hat{\chi}_{0}-\epsilon \eta+$ $\sqrt{-1} \partial \bar{\partial} \hat{u}$ and $\hat{\chi}_{0} \leq C_{2} \hat{\chi}_{\epsilon}$ for some $C_{2}>0$ independent of $\epsilon$, we get:

$$
\begin{equation*}
n=\operatorname{tr}_{\omega}\left(\hat{\chi}_{\epsilon}\right)+\Delta \hat{u} \geq C_{2} \operatorname{tr}_{\omega}\left(\hat{\chi}_{0}\right)+\Delta \hat{u} \tag{81}
\end{equation*}
$$

Combining the above identities, we get:

$$
\begin{equation*}
\Delta_{\omega}\left(\log \operatorname{tr}_{\omega}\left(\hat{\chi}_{0}\right)-\lambda \hat{u}\right) \geq\left(\lambda C_{2}-C_{1}\right) \operatorname{tr}_{\omega}\left(\hat{\chi}_{0}\right)+t-\lambda n \tag{82}
\end{equation*}
$$

By choosing $\lambda \gg 1$, we can assume $\lambda C_{2}-C_{1}=: C_{3}>0$. So at the maximum point $p$ of $\left(\log \operatorname{tr}_{\omega}\left(\hat{\chi}_{0}\right)-\lambda u\right)$, we have:

$$
\operatorname{tr}_{\omega}\left(\hat{\chi}_{0}\right)(p) \leq \frac{\lambda n-t}{C_{3}} \leq C_{4} .
$$

So for any $x \in M$, we have:

$$
\operatorname{tr}_{\omega}\left(\hat{\chi}_{0}\right)(x) \leq \operatorname{tr}_{\omega}\left(\hat{\chi}_{0}\right)(p) e^{\lambda(\hat{u}(x)-\hat{u}(p))} \leq C_{4} e^{\operatorname{osc}(\hat{u})}
$$

The right-hand-side of the above is uniformly bounded by Proposition 4.7.
The last statement follows from the inequality $\chi_{0} \leq C \hat{\chi}_{0}$ for a constant $C>0$.

Corollary 4.9. For any relatively compact open subset $V \Subset(M \backslash E)$, there exists a constant $C=C(X, V, t)$ independent of $\epsilon$ such that, there exists a constant $C=C(X, V, t)$ such that

$$
\begin{equation*}
C^{-1} \hat{\chi}_{0} \leq \omega_{(\epsilon, t)} \leq C \hat{\chi}_{0} \tag{83}
\end{equation*}
$$

Proof. Recall that $u=\varphi-\psi_{\epsilon}$ satisfies the equation:

$$
\begin{equation*}
\left(\chi_{\epsilon}+\sqrt{-1} \partial \bar{\partial} u\right)^{n}=e^{-t u} \frac{\Omega}{\left\|s_{H}\right\|_{m \psi_{1}}^{2(1-t) / m}\left\|s_{\theta}\right\|_{\kappa_{\theta}}^{2\left(t \epsilon+(1-t) \theta_{i}\right)} \prod_{i}\left\|s_{i}\right\|_{\kappa_{i}}^{2 b_{i}}} \tag{84}
\end{equation*}
$$

where $\Omega$ is smooth volume form on $M$. Because $\hat{u}=u-c\left\|s_{H}\right\|^{2\left(1-(1-t) m^{-1}\right)}=: u-f$, we know that $\hat{u}$ satisfies the following equation:

$$
\begin{equation*}
\omega_{(\epsilon, t)}^{n}=\left(\hat{\chi}_{\epsilon}+\sqrt{-1} \partial \bar{\partial} \hat{u}\right)^{n}=e^{-t \hat{u}} \frac{\Omega^{\prime}}{\left\|s_{H}\right\|^{\frac{2(1-t)}{m}} \prod_{i}\left\|s_{i}\right\|_{\kappa_{i}}^{2\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)}} \tag{85}
\end{equation*}
$$

where $\Omega^{\prime}=\Omega=e^{-t f} \Omega$ is a non-degenerate volume form. On the other hand, because $\hat{\chi}_{0}$ has is a conical Kähler metric on $M \backslash E$ with cone angle $2 \pi\left(1-\frac{1-t}{m}\right)$ along $H$, we have the identity:

$$
\begin{equation*}
\hat{\chi}_{0}^{n}=\frac{\Omega^{\prime \prime}}{\left\|s_{H}\right\|^{\frac{2(1-t)}{m}}} \tag{86}
\end{equation*}
$$

where $\Omega^{\prime \prime}$ is a non-degenerate volume form on $M \backslash E$. Comparing (85) and (86), we see that over $V \Subset M \backslash E$, the ratio $\omega_{(\epsilon, t)}^{n} / \hat{\chi}_{0}^{n}$ is uniformly bounded on $V$. The statement now follows from this together with the estimate in Proposition 4.8.

With the above local $C^{2}$ estimate, we can derive the $C^{2, \alpha}$ estimate (in the sense of [21, 32]) for conical Kähler-Einstein metrics following the arguments in [54, 46].
Proposition 4.10 (see [54, 46]). For any relatively compact open set $V \Subset(M \backslash E)$, there exists a constant $C=C(M, V, t)$ such that, for any $\alpha<\left(1-\frac{1-t}{m}\right)^{-1}-1$,

$$
\begin{equation*}
\left\|\omega_{(\epsilon, t)}\right\|_{C^{\alpha}} \leq C \tag{87}
\end{equation*}
$$

Letting $\epsilon \rightarrow 0$, we can use the above uniform estimates to take limit of $u_{(t, \epsilon)}$ and obtain:
Theorem 4.11. Let $X$ be an admissible $\mathbb{Q}$-Fano variety and use the above notations. Then the following statements are true.
(1) If $X$ is uniformly K-stable, then $X$ admits a weak Kähler-Einstein metric $\omega_{(0,1)}$ which is smooth on $X^{\mathrm{reg}}$.
(2) Assume that $X$ is $K$-semistable. Let $\mu: M \rightarrow X$ be an admissible resolution. Choose $m \gg 1$ sufficiently divisible and let $H \in\left|m\left(\mu^{*} K_{X}^{-1}-\sum_{i} \theta_{i} E_{i}\right)\right|$ be a smooth divisor such that $H+\sum_{i} E_{i}$ is simple normal crossing. Put

$$
\begin{equation*}
H^{\prime}=H+m \sum_{i} \theta_{i} E_{i}=\mu^{*} H_{X} \tag{88}
\end{equation*}
$$

Then for any $t \in(0,1),\left(X, \frac{1-t}{m} H_{X}\right)$ has a weak conical Kähler-Einstein metric $\omega_{(0, t)}$. Moreover, $\omega_{(0, t)}$ is a strong conical Kähler-Einstein metric on $\left(X^{\mathrm{reg}},\left.\frac{1-t}{m} H_{X}\right|_{X^{\mathrm{reg}}}\right)$.

## 5 Conical metric structure on $X$

### 5.1 Gromov-Hausdorff compactness and gauge fixing

In this section, we assume $X$ is K-semistable. Fix $t \in(0,1)$. By Proposition 3.3, $\left(M, B_{(\epsilon, t)}\right)$ admits a strong conical Kähler-Einstein metric $\omega_{(\epsilon, t)}$ for $\epsilon$ sufficiently small.
Proposition 5.1 (Diameter bound). For any $t \in(0,1), \operatorname{diam}\left(M, \omega_{(\epsilon, t)}\right) \leq C$.
Proof. By Theorem B in [29], $\omega_{(\epsilon, t)}$ is a strong conical Kähler-Einstein metric. The regular part of $\left(M, \omega_{(\epsilon, t)}\right)$, whose metric completion is $M$, is geodesically convex. The usual proof of Myer's theorem applies.

As $\epsilon_{i} \rightarrow 0$, by possibly taking a subsequence, $\left(M, \omega_{\left(\epsilon_{i}, t\right)}\right)$ converges to a compact metric space, which will be denoted by $\left(X_{(0, t)}, d_{(0, t)}\right)$ or simplify by $\left(X_{t}, d_{t}\right)$, in the GromovHausdorff topology. Moreover, we have:

1. $M \backslash E, \omega_{\left(\epsilon_{j}, t\right)}$ converges in $C^{2, \alpha, \beta}$ norm to $\omega_{(0, t)}$ and $\omega_{(0, t)}$ is a strong conical KählerEinstein metric on $\left(M \backslash E,(1-t) m^{-1} H\right)$. We will denote by $g_{(0, t)}$ the associated metric tensor.
2. On the open set $M \backslash(E \cup H), \omega_{\left(\epsilon_{j}, t\right)}$ converges to $\omega_{(0, t)}$ smoothly and $\omega_{(0, t)}$ is a smooth Kähler-Einstein metric.

Let $\mathcal{S}$ denote the set of points where at least one metric tangent cone is not $\mathbb{R}^{n}$ and $\mathcal{S}_{k}$ denote the set of points where no tangent cone splits $\mathbb{R}^{k+1}$. Denote by $\mathcal{R}=X_{t} \backslash \mathcal{S}$ the set of regular points. By Theorem 1.6 in [55] of the extension of Cheeger-Colding-Tian's theory to the conical Kähler setting, we can get

1. $\operatorname{dim}_{\mathbb{R}}(\mathcal{S}) \leq 2 n-2$;
2. $\mathcal{S}_{2 k-1}=\mathcal{S}_{2 k}$.

Define the set:

$$
\begin{gathered}
S_{B}=\left\{x \in X_{t} ; \text { there exist }\left\{y_{j}\right\}_{j=1}^{+\infty} \subset \operatorname{Supp}(B) \text { with } y_{j} \xrightarrow{d_{\mathrm{GH}}} x, \text { as } j \rightarrow+\infty\right\} . \\
S_{E}=\left\{x \in X_{t} ; \text { there exist }\left\{y_{j}\right\}_{j=1}^{+\infty} \subset E \text { with } y_{j} \xrightarrow{d_{\mathrm{GH}}} p, \text { as } j \rightarrow+\infty\right\} . \\
S_{H}=\left\{x \in X_{t} ; \text { there exists }\left\{y_{j}\right\}_{j=1}^{+\infty} \subset H \text { with } y_{j} \xrightarrow{d_{\mathrm{GH}}} p, \text { as } j \rightarrow+\infty\right\} .
\end{gathered}
$$

The following almost gauge fixing theorem can be proved in the same way as the work of Rong-Zhang:
Proposition 5.2 ([45, Theorem 4.1]). There is a continuous surjection

$$
f_{t}: \overline{\left(M \backslash \operatorname{Supp}(B), d_{\left.g_{(0, t)}\right)}\right.} \rightarrow\left(X_{t}, d_{t}\right)
$$

such that $f_{t}:\left(M \backslash \operatorname{Supp}(B), d_{g_{(0, t)}}\right) \rightarrow\left(X_{t} \backslash S_{B}, d_{t}\right)$ is a homeomorphism and a local isometry. In other words, for any $y \in M \backslash \operatorname{Supp}(B)$, there is an open neighborhood of $y, U \subset M \backslash$ $\operatorname{Supp}(B)$, such that $f_{t}:\left(U,\left.d_{g_{(0, t)}}\right|_{U}\right) \rightarrow\left(f_{t}(U),\left.d_{t}\right|_{f(U)}\right)$ is an isometry.

Because $\omega_{\left(\epsilon_{j}, t\right)}$ converges to a smooth Kähler-Einstein metric $\omega_{(0, t)}$ on $M \backslash \operatorname{Supp}(B)=$ $M \backslash(E \cup H)$, we have $X_{t} \backslash S_{B} \subseteq X_{t} \backslash \mathcal{S}$, or equivalently $S_{B} \supseteq \mathcal{S}$. On the other hand, we have:

Proposition 5.3. $S_{B} \subseteq \mathcal{S}$. As a consequence, $\mathcal{S}=S_{B}$.

Proof. Prove by contradiction. Suppose there exist $x \in \mathcal{S}_{B} \cap \mathcal{R}$ and $y_{j} \in B \subset\left(M, \omega_{\left(\epsilon_{j}, t\right)}\right)$ converging to $x \in\left(X_{t}, d_{t}\right)$. Then for any sufficiently small $\epsilon>0$, there exists $r_{0}>0$ sufficiently small such that:

$$
\operatorname{Vol}\left(B_{d_{t}}\left(x, r_{0}\right)\right)>(1-\epsilon) \operatorname{Vol}\left(B_{E u c}\left(0, r_{0}\right)\right) .
$$

By Colding's volume convergence result, if $j$ is sufficiently large, then we have:

$$
\begin{equation*}
\operatorname{Vol}\left(B_{g_{j}}\left(y_{j}, r\right)\right) \geq \operatorname{Vol}\left(B_{E u c}(0, r)\right)(1-2 \epsilon) . \tag{89}
\end{equation*}
$$

On the other hand, if $y_{j} \in \operatorname{Supp}(B)$, then by the Bishop-Gromov volume comparison, for any $r>0$ we have:

$$
\operatorname{Vol}\left(B_{g_{j}}\left(y_{j}, r\right)\right) \leq \operatorname{Vol}\left(B_{E u c}(0, r)\right) \beta_{B}
$$

where $\beta_{B}=\max \left\{1-(1-t) m^{-1}, 1-b_{i}-t \epsilon \theta_{i}-(1-t) \theta_{i}\right\}<1$ since $t \in(0,1)$ and $\theta_{i}>0$. This contradicts (89) if $\epsilon$ is sufficiently small.

Proposition 5.4. $\left(X_{t}, d_{t}\right)$ is isometric to the metric completion $\overline{\left(M \backslash B_{\mathrm{red}}, d_{\left.g_{(0, t)}\right)}\right)}$.
Proof. We have the following identities:

$$
\begin{aligned}
\overline{\left(M \backslash \operatorname{Supp}(B), d_{\left.g_{(0, t)}\right)}\right)} & \stackrel{\text { isom }}{\cong} \overline{\left(f_{t}(M \backslash \operatorname{Supp}(B)),\left.d_{t}\right|_{f_{t}(M)}\right)} \quad \text { (Proposition 5.2) } \\
& =\overline{\left(X_{t} \backslash S_{B}, d_{t}\right)} \quad(\text { Proposition 5.2) } \\
& =\overline{\left(X_{t} \backslash \mathcal{S}, d_{t}\right)} \quad(\text { Proposition 5.3) } \\
& =\overline{\left(\mathcal{R}, d_{t}\right)}=\left(X_{t}, d_{t}\right) .
\end{aligned}
$$

By arguing as in [42], we get a gauge fixing theorem
Proposition 5.5 (see [42, Lemma 3.10]). The identity map id : $\left(M \backslash \operatorname{Supp}(B), d_{g_{(0, t)}}\right) \rightarrow$ $\left(M, \omega_{\left(\epsilon_{j}, t\right)}\right)$ gives a Gromov-Hausdorff approximation representing the convergence $\left(M, \omega_{\left(\epsilon_{j}, t\right)}\right) \rightarrow$ $\left(X_{t}, d_{t}\right)$. As a consequence, the identity map id extends to an isometry denoted by

$$
\overline{\mathrm{id}}: \overline{\left(M \backslash \operatorname{Supp}(B), d_{g_{(0, t)}}\right)} \rightarrow\left(X_{(0, t)}, d_{(0, t)}\right) .
$$

Moreover, we have $\overline{\operatorname{id}}(M \backslash \operatorname{Supp}(B))=\mathcal{R}$.
Proof. Note that $\omega_{\left(\epsilon_{j}, t\right)}$ converges to $\omega_{(0, t)}$ smoothly on $M \backslash \operatorname{Supp}(B)$. So id : $(M \backslash$ $\left.\operatorname{Supp}(B), d_{g_{(0, t)}}\right) \rightarrow\left(M \backslash \operatorname{Supp}(B), \omega_{\left(\epsilon_{j}, t\right)}\right)$ gives a Gromov-Hausdorff approximation. In other words, there exists a metric structure $\mathfrak{d}_{\left(\epsilon_{j}, t\right)}$ on $(M \backslash \operatorname{Supp}(B)) \sqcup(M \backslash \operatorname{Supp}(B))$ such that $\mathfrak{d}_{\left(\epsilon_{j}, t\right)}$ restricted to the two copies gives $d_{\left(g_{(0, t)}\right)}$ and $d_{\omega_{\left(\epsilon_{j}, t\right)}}$ respectively and the Hausdorff distance between the copies of $M \backslash \operatorname{Supp}(B)$ converges to 0 as $\epsilon_{j} \rightarrow 0$.

By Proposition 5.2 and Proposition 5.3 we know that $\left(M \backslash \operatorname{Supp}(B), \omega_{(0, t)}\right)$ is isometric to ( $\mathcal{R}, d_{t}$ ), whose metric completion is $\left(X_{t}, d_{t}\right)$. Under this identification of isometry, id extends to give Gromov-Hausdorff approximation representing $\left(M, \omega_{\left(\epsilon_{j}, t\right)}\right) \rightarrow\left(X_{t}, d_{t}\right)$ satisfying $\overline{\mathrm{id}}(M \backslash \operatorname{Supp}(B))=\mathcal{R}$, as claimed.

The following is an immediate corollary as in [42].
Corollary 5.6. Let $L^{\prime}$ be an $\mathbb{R}$-line bundle over $M$ with possibly singular Hermitian metric $h^{\prime}$. Assume $h^{\prime}$ is a smooth Hermitian metric on $\left(M \backslash B,\left.L^{\prime}\right|_{M \backslash B}\right)$. Then for any $k \in \mathbb{Z}$, the twisted line bundle $\left.\left(L^{\prime} \otimes K_{M}^{-\otimes k}\right), h^{\prime} \otimes\left(\omega_{\left(\epsilon_{i}, t\right)}\right)^{k}\right)$ converges smoothly to a limit Hermitian line bundle $\left(L^{\prime} \otimes K_{\mathcal{R}}^{-k}, h^{\prime} \otimes\left(\omega_{(0, t)}\right)^{k}\right)$ on $\mathcal{R}$.

### 5.2 Gradient estimate of the conical Kähler-Einstein potential

If we write $\omega_{(0, t)}=\chi_{0}+\sqrt{-1} \partial \bar{\partial} u_{(0, t)}$, then $u_{(0, t)}$ is a bounded function determined up to a constant. Choosing a point $p \in X^{\mathrm{reg}} \backslash H_{X}$, for some small positive number $r$, we have

$$
B_{\omega_{(0, t)}}(p, 2 r) \subset X^{\mathrm{reg}} .
$$

Recall we have the $\log$ resolution $\mu: M \rightarrow X$. Putting

$$
U=\mu^{-1}\left(X \backslash B_{\omega_{(0, t)}}(p, 2 r)\right),
$$

by the smooth convergence in the regular part, we know that

$$
B_{\omega_{(\epsilon, t)}}(p, r) \subset U^{c} .
$$

Let $\Delta_{\epsilon}$ denote the Laplacian operator with respect to $\omega_{(\epsilon, t)}$. We solve the following Dirichlet problem:

$$
\left\{\begin{array}{l}
\Delta_{\epsilon} v_{\epsilon}=-\operatorname{tr}_{\omega_{(\epsilon, t)}} \chi_{0}+n \text { on } U  \tag{90}\\
v_{\epsilon}=u_{(0, t)} \text { on } \partial U .
\end{array}\right.
$$

Lemma 5.7. $v_{\epsilon}$ is uniformly bounded with respect to $\epsilon$. In other words, there exists a constant $C>0$ independent of $\epsilon>0$ such that $\left|v_{\epsilon}\right|_{L^{\infty}} \leq C$.

Proof. This follows the existence of suitable barrier functions under the assumption of bounded Ricci curvature. Since there exists $R>0$ such that $U \subset A_{\omega_{(\epsilon, t)}}(p ; r, R)$, we have function $\phi(x)=\phi(r(x))$ such that

$$
\Delta_{\epsilon} \phi \geq C
$$

on $A_{\omega_{(\epsilon, t)}}(p ; r, R)$. From $\operatorname{tr}_{\omega_{\epsilon}} \chi_{0} \leq C$, we get $n-C \leq \Delta_{\epsilon} v_{\epsilon} \leq n$ and

$$
\Delta_{\epsilon}\left(v_{\epsilon}+\phi\right) \geq 0, \Delta_{\epsilon}\left(v_{\epsilon}-\phi\right) \leq 0
$$

So we can apply the maximal principle to prove the lemma.
Proposition 5.8. For some constant $C$, we have

$$
\left|\nabla u_{(0, t)}\right|_{X^{\mathrm{reg}}} \leq C .
$$

Proof. In the following calculation, the operators $\Delta_{\epsilon}, \nabla_{\epsilon}$ and the norms are with respect to $\omega_{(\epsilon, t)}$. By Bochner's formula and Cauchy-Schwarz inequality, we have:

$$
\begin{aligned}
\Delta_{\epsilon}\left|\nabla_{\epsilon} v_{\epsilon}\right|^{2} & =\left|\nabla_{\epsilon} \nabla v_{\epsilon}\right|^{2}+\left|\nabla_{\epsilon} \bar{\nabla}_{\epsilon} v_{\epsilon}\right|^{2}+2 \Re\left(\left(\Delta_{\epsilon} v_{\epsilon}\right)_{i}\left(v_{\epsilon}\right)_{\bar{i}}\right)+\operatorname{Ric}\left(\omega_{(\epsilon, t)}\right)_{i \bar{j}}\left(v_{\epsilon}\right)_{i}\left(v_{\epsilon}\right)_{\bar{j}} \\
& \geq \frac{t}{2}\left|\nabla_{\epsilon} v_{\epsilon}\right|^{2}-\frac{2}{t}\left|\nabla_{\epsilon}\left(\Delta_{\epsilon} v_{\epsilon}\right)\right|^{2} .
\end{aligned}
$$

Note that $\operatorname{Ric}\left(\omega_{(\epsilon, t)}\right) \geq t \omega_{(\epsilon, t)}$ on $M$. On the other hand, using Chern-Lu's inequality and the $C^{2}$-estimate in Proposition 4.8, we have:

$$
\begin{aligned}
\Delta_{\epsilon}\left(\operatorname{tr}_{\omega_{\epsilon}} \chi_{0}\right) & \geq \frac{\left|\nabla_{\epsilon}\left(\operatorname{tr}_{\omega_{\epsilon}} \chi_{0}\right)\right|^{2}}{\operatorname{tr}_{\omega_{\epsilon}} \chi_{0}}+t \cdot \operatorname{tr}_{\omega_{\epsilon}}\left(\chi_{0}\right)-C_{1} \operatorname{tr}_{\omega_{\epsilon}}\left(\chi_{0}\right)^{2} \\
& =C_{2}\left|\nabla_{\epsilon}\left(\operatorname{tr}_{\omega_{\epsilon}} \chi_{0}\right)\right|^{2}-C_{3}=C_{2}\left|\nabla_{\epsilon}\left(\Delta_{\epsilon} v_{\epsilon}\right)\right|^{2}-C_{3} .
\end{aligned}
$$

So we get the inequality:

$$
\Delta_{\epsilon}\left(\left|\nabla_{\epsilon} v_{\epsilon}\right|^{2}\right) \geq \frac{t}{2}\left|\nabla_{\epsilon} v_{\epsilon}\right|^{2}-C \Delta_{\epsilon}\left(\operatorname{tr}_{\omega_{\epsilon}} \chi_{0}\right)-C
$$

If we let

$$
\begin{equation*}
f=\left|\nabla_{\epsilon} v_{\epsilon}\right|^{2}+C \operatorname{tr}_{\omega_{\epsilon}} \chi_{0} \tag{91}
\end{equation*}
$$

since $\operatorname{tr}_{\omega_{\epsilon}} \chi_{0}$ is bounded, we get:

$$
\begin{equation*}
\Delta_{\epsilon} f \geq \frac{t}{2} f-C \tag{92}
\end{equation*}
$$

At any boundary point $q \in \partial U$, we can choose a neighborhood $\Omega$ of $q$ such that

$$
\omega_{(0, t)} \leq C \omega_{(\epsilon, t)} \text { in } \Omega
$$

On the other hand, we have

$$
\left\{\begin{aligned}
\Delta_{\epsilon}\left(v_{\epsilon}-u_{(0, t)}\right) & =h \quad \text { in } U \bigcap \Omega \\
\left.\left(v_{\epsilon}-u_{(0, t)}\right)\right|_{T} & =0,
\end{aligned}\right.
$$

where $T=\partial U \bigcap \Omega$ and $h=-\operatorname{tr}_{\omega_{(\epsilon, t)}} \chi_{0}+n-\operatorname{tr}_{\omega_{(\epsilon, t)}}\left(\omega_{(0, t)}-\chi_{0}\right)$ is uniformly bounded in $\Omega$. By the boundary estimate (Theorem 4.16 in [GT]), we know that

$$
\left|v_{\epsilon}-u\right|_{C^{1, \alpha}\left(\Omega^{\prime}\right)} \leq C
$$

for any $\Omega^{\prime} \subset \subset(\Omega \cap U) \bigcup T$. So we get $\left|\nabla_{\epsilon} v_{\epsilon}\right|_{\partial U} \leq C$ and hence $f$ in (91) satisfies $\left.f\right|_{\partial U} \leq C$ with $C$ independent of $\epsilon$. From (92), by Maximum principle, we get

$$
\begin{equation*}
\left|\nabla_{\epsilon} v_{\epsilon}\right|_{U} \leq C . \tag{93}
\end{equation*}
$$

As $\epsilon \rightarrow 0$, by shrinking $U$ slightly, we can assume that $\left(U, \omega_{(\epsilon, t)}\right)$ converges to an open set $\widehat{U}=X_{(0, t)} \backslash B_{\omega_{(0, t)}}(p, 2 r)$ in $\left(X_{(0, t)}, d_{(0, t)}\right)$ in the Gromov-Hausdorff topology. Because of the uniform estimate (93), the Lipschitz function $v_{\epsilon}$ converges to $v$, which satisfies

$$
\left\{\begin{aligned}
\Delta v & =-\operatorname{tr}_{\omega_{(0, t)}} \chi_{0}+n \text { in } \widehat{U} \bigcap \mathcal{R} \\
v & =u_{(0, t)} \text { on } \partial \widehat{U}
\end{aligned}\right.
$$

Moreover, by Lemma 5.7 and the uniform estimate (93), we get the estimate:

$$
\begin{equation*}
\|v\|_{L^{\infty}(\widehat{U})}<\infty, \quad\|\nabla v\|_{L^{\infty}\left(\hat{U} \cap X^{\mathrm{reg}}\right)}<+\infty \tag{94}
\end{equation*}
$$

We now claim that $u_{(0, t)}=v$. If this is true, then the proposition is proved since $v$ is smooth in $B_{\omega_{(0, t)}}(p, 2 r)$.

To verify the claim, take a cut-off function $\rho_{\delta}$ for the singular set $\mathcal{S} \subset X_{(0, t)}$ and compute

$$
\begin{align*}
0 & =\int_{\widehat{U}} \operatorname{div}\left(\rho_{\delta}^{2}\left(u_{(0, t)}-v\right) \nabla(u-v)\right) d v  \tag{95}\\
& =2 \int_{\widehat{U}}\left(u_{(0, t)}-v\right) \rho_{\delta}\left\langle\nabla \rho_{\delta}, \nabla\left(u_{(0, t)}-v\right)\right\rangle+\int_{\widehat{U}} \rho_{\delta}^{2}\left|\nabla\left(u_{(0, t)}-v\right)\right|^{2} \\
& \geq-\frac{1}{2} \int_{\widehat{U}} \rho_{\delta}^{2}\left|\nabla\left(u_{(0, t)}-v\right)\right|^{2}-C \int_{\widehat{U}}\left|\nabla \rho_{\delta}\right|^{2}+\int_{\widehat{U}} \rho_{\delta}^{2}\left|\nabla\left(u_{(0, t)}-v\right)\right|^{2} \\
& =\frac{1}{2} \int_{\widehat{U}} \rho_{\delta}^{2}\left|\nabla\left(u_{(0, t)}-v\right)\right|^{2}-C \int_{\widehat{U}}\left|\nabla \rho_{\delta}\right|^{2} .
\end{align*}
$$

Taking $\delta \rightarrow 0$, we get:

$$
\int_{\widehat{U} \cap \mathcal{R}}\left|\nabla\left(u_{(0, t)}-v\right)\right|^{2}=0 .
$$

So we indeed have $u_{(0, t)}=v$.

### 5.3 A priori estimates for holomorphic sections

In this section, we prove some $L^{\infty}$ estimate and gradient estimate for holomorphic sections of $k L:=k\left(\mu^{*} K_{X}^{-1}\right)$ for $k$ sufficiently divisible. We will consider two Hermitian metrics on $k L$. The first one is a singular Hermitian metric constructed using $h_{(\epsilon, t)}$ on $L_{\epsilon}$. The second one is (up to a scaling) the pull back of the Fubini-Study metric under the composition $M \rightarrow X \rightarrow \mathbb{P}^{N_{m}}$ which is morphism associated to the line bundle $m L=\mu^{*}\left(-m K_{X}\right)$.

We first consider the singular Hermitian metric. Write:

$$
\mu^{*} K_{X}^{-k}=k\left(\mu^{*} K_{X}^{-1}-\sum_{i} \epsilon \theta_{i} E_{i}\right)+\sum_{i} k \epsilon \theta_{i} E_{i}
$$

Recall that $h_{(\epsilon, t)}=e^{-\varphi(\epsilon, t)}$ is the Hermitian metric on $L_{\epsilon}=L-\sum_{i} \theta_{i} E_{i}$ whose Chern curvature is equal to $\omega_{(\epsilon, t)}$.

Notation: For all the discussions in this section, $t \in(0,1)$ is fixed. So for simplicity, we will just write the subscript $\epsilon$ for $(\epsilon, t)$.

We define the following singular Hermitian on $L:=\mu^{*} K_{X}^{-1}$ :

$$
\hat{h}_{\epsilon}=e^{-\hat{\varphi}_{\epsilon}}:=h_{\epsilon} \frac{1}{\prod_{i}\left|s_{i}\right|^{2 \epsilon \theta_{i}}}=\frac{e^{-\varphi_{\epsilon}}}{\prod_{i}\left|s_{i}\right|^{2 \epsilon \theta_{i}}}
$$

Then the Chern curvature current $\Theta\left(\hat{h}_{\epsilon}\right)$ of $\hat{h}_{\epsilon}$ satisfies:

$$
\begin{align*}
\Theta\left(\hat{h}_{\epsilon}^{k}\right)+\operatorname{Ric}\left(\omega_{\epsilon}\right) & =-\sqrt{-1} \partial \bar{\partial} \log \hat{h}_{\epsilon}^{k}+\operatorname{Ric}\left(\omega_{\epsilon}\right) \\
& =k \omega_{\epsilon}+\sum_{i} k \epsilon \theta_{i}\left\{E_{i}\right\}+t \omega_{\epsilon}+\frac{1-t}{m}\{H\}+\sum_{i}\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)\left\{E_{i}\right\} \\
& \geq(k+t) \omega_{\epsilon} . \tag{96}
\end{align*}
$$

Using the Weitzenboch formula (3), it is easy to get:
Lemma 5.9. Assume $k \epsilon \theta_{i}+b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}<1$. Then for $\xi \in \Gamma\left(M, T^{0,1} M \otimes L^{k}\right)$, we have the inequality:

$$
\begin{equation*}
\int_{M}\left(|\bar{\partial} \xi|^{2}+\left|\bar{\partial}^{*} \xi\right|^{2}\right) \omega_{\epsilon}^{n} \geq(k+t) \int_{M}|\xi|^{2} \omega_{\epsilon}^{n} \tag{97}
\end{equation*}
$$

Under the assumption $k \epsilon \theta_{i}+b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}<1$, the singular Hermitian metric on $k L-K_{M}$ given by:

$$
e^{-k \hat{\varphi}_{\epsilon}} \omega_{\epsilon}^{n}=\frac{e^{-(k+t) \varphi_{\epsilon}}}{\left|s_{H}\right|^{2 \frac{1-t}{m}} \prod_{i}\left|s_{i}\right|^{2\left(k \epsilon \theta_{i}+b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)}}
$$

has a trivial multiplier ideal sheaf and its curvature is a Kähler current on $M$ by (96). So we get the solvability of $\bar{\partial}$-equation with an $L^{2}$-estimate:
Proposition 5.10 ( $L^{2}$-estimate). Assume $k \epsilon \theta_{i}+b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}<1$. Then there exists a constant $C$ independent of $\epsilon$, such that for $\xi \in \Gamma\left(T^{0,1} M \otimes L^{k}\right)$ with $\bar{\partial} \xi=0$, we can find a solution $\bar{\partial} \zeta=\xi$ which satisfies:

$$
\begin{equation*}
\int_{M}|\zeta|_{\hat{h}_{\epsilon}^{k}}^{2} \omega_{\epsilon}^{n} \leq \frac{C}{k} \int_{M}|\xi|_{\hat{h}_{\epsilon}^{k} \otimes \omega_{\epsilon}}^{2} \omega_{\epsilon}^{n} \tag{98}
\end{equation*}
$$

The following convergence follows from local elliptic estimates for holomorphic sections and the convergence with a fixed gauge (see Corollary 5.6).

Proposition 5.11. Assume $k \in \theta_{i}+b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}<1$. Let $\zeta_{j}$ be a sequence of holomorphic sections of $L^{k}, k \geq 1$, satisfying:

$$
\int_{M}\left|\zeta_{j}\right|_{\hat{h}_{\epsilon_{j}}^{k}}^{2} \omega_{\epsilon_{j}}^{n} \leq 1
$$

Then as $\epsilon_{j} \rightarrow 0$, by possibly passing to a subsequence if necessary, $\zeta_{j}$ converges to a locally bounded holomorphic section $\zeta_{\infty}$ of $L^{k}$ over $\mathcal{R}=M \backslash \operatorname{Supp}(B)$.

A priori, it is not clear that $\left|\zeta_{\infty}\right|_{h_{(0, t)}^{k}}$ is globally bounded. In the following, we also need the boundedness of $\mid \nabla^{h_{(0, t)}^{k} \zeta_{\infty} \mid \text {. To prove these boundedness, we follow the approach }}$ of [42] to replace $\hat{h}_{\epsilon}$ by $h_{\mathrm{FS}}$ and consider the norms $|\zeta|_{h_{\mathrm{FS}}}^{2}$ and $\left|\nabla^{h_{\mathrm{FS}}^{k}}\right|_{h_{\mathrm{FS}}^{k} \otimes \omega_{\epsilon}}$. Recall that, by Proposition 4.8, there exists $C$ independent of $\epsilon$, such that the curvature of $h_{\mathrm{FS}}^{k}$ satisfies:

$$
\begin{equation*}
\Theta=\Theta\left(h_{\mathrm{FS}}^{k}\right)=k \omega_{\mathrm{FS}}=k \chi_{0} \leq C k \omega_{\epsilon} . \tag{99}
\end{equation*}
$$

The following proposition is motivated by [42, Proposition3.17].
Proposition 5.12. There exists a constant $C>0$ independent of $\epsilon$, such that for any $\zeta \in H^{0}\left(M, L^{k}\right)$, we have the following $L^{\infty}$ and gradient estimates:

$$
\begin{gather*}
\sup _{M}|\zeta|_{h_{\mathrm{FS}}^{k}}^{2} \leq C k^{n} \int_{M}|\zeta|_{h_{\mathrm{FS}}^{k}}^{2} \omega_{\epsilon}^{n} ;  \tag{100}\\
\left|\nabla^{h_{\mathrm{FS}}} \zeta\right|_{h_{\mathrm{FS}}^{k} \otimes \omega_{\epsilon}}^{2} \leq C k^{n+1} \int_{M}|\zeta|_{h_{\mathrm{FS}}^{k}}^{2} \omega_{\epsilon}^{n} . \tag{101}
\end{gather*}
$$

Proof. For simplicity, we will denote by $|\zeta|^{2}$ (resp. $|\nabla \zeta|^{2}$ ) the norm $|\zeta|_{h_{\mathrm{FS}}}^{2}\left(\right.$ resp. $\left.\left|\nabla^{h_{\mathrm{FS}}^{k}} \zeta\right|_{h_{\mathrm{FS}}^{k} \otimes \omega_{\epsilon}}\right)$. Substituting $h=\hat{h}_{\mathrm{FS}}^{k}$ and $\omega=\omega_{\epsilon}$ into (4), we get:

$$
\begin{equation*}
\Delta_{\epsilon}|\zeta|^{2}=|\nabla \zeta|^{2}-k|\zeta|^{2} \cdot\left(\operatorname{tr}_{\omega_{\epsilon}} \chi_{0}\right) \geq-k C|\zeta|^{2} \tag{102}
\end{equation*}
$$

where we used $\operatorname{tr}_{\omega_{\epsilon}} \chi_{0} \leq C$. Because we have the uniform Sobolev constant by Proposition 2.3, the estimate in (100) follows from the standard Moser iteration.

Substituting $h=\hat{h}_{\mathrm{FS}}^{k}$ and $\omega=\omega_{\epsilon}$ into (5), we get:

$$
\begin{align*}
\Delta_{\omega}|\nabla \zeta|^{2}= & |\nabla \nabla \zeta|^{2}+|\bar{\nabla} \nabla \zeta|^{2}-\left[\left(\operatorname{tr}_{\omega} \Theta\right)_{i} \zeta \overline{\zeta_{, i}}+c . c .\right] \\
& \quad+R_{i \bar{j}} \zeta_{, i} \overline{\zeta_{, j}}-2 \Theta_{i \bar{j}} \zeta_{, i} \overline{\zeta_{, j}}-|\nabla \zeta|^{2} \operatorname{tr}_{\omega}(\Theta) \\
= & |\nabla \nabla \zeta|^{2}+|\bar{\nabla} \nabla \zeta|^{2}-k\left[\left(\operatorname{tr}_{\omega_{\epsilon}} \chi_{0}\right)_{i} \zeta \bar{\zeta} \overline{\zeta_{i}}+c . c .\right] \\
& \quad+t|\nabla \zeta|^{2}-2 k\left(\chi_{0}\right)_{i \bar{j}} \zeta_{i} \overline{\zeta_{j}}-k|\nabla \zeta|^{2} \operatorname{tr}_{\omega_{\epsilon}}\left(\chi_{0}\right) \\
\geq & |\nabla \nabla \zeta|^{2}+|\bar{\nabla} \nabla \zeta|^{2}-k\left[\left(\operatorname{tr}_{\omega_{\epsilon}} \chi_{0}\right)_{i} \zeta \overline{\zeta_{i}}+c . c .\right]-C k|\nabla \zeta|^{2} . \tag{103}
\end{align*}
$$

The last inequality is because of (99). Choose a cut-off function $\rho=\rho_{\delta}$ such that $\|\nabla \rho\|_{L^{2}\left(\omega_{\epsilon}\right)} \rightarrow$ 0 as $\delta \rightarrow 0$. Then we can calculate:

$$
\begin{aligned}
\left.\left.\int_{M} \rho^{2}|\nabla| \nabla \zeta\right|^{p}\right|^{2}= & \frac{p^{2}}{4(p-1)} \int_{M} \rho^{2} \nabla_{i}\left(|\nabla \zeta|^{2(p-1)}\right) \nabla_{\bar{i}}|\nabla \zeta|^{2} \\
= & \frac{p^{2}}{4(p-1)} \int_{M} \rho^{2}|\nabla \zeta|^{2(p-1)}(-\Delta)|\nabla \zeta|^{2}-2 \rho|\nabla \zeta|^{2(p-1)} \nabla_{i} \rho \nabla_{\bar{i}}|\nabla \zeta|^{2} \\
\leq & \frac{p^{2}}{4(p-1)} \int_{M}\left[-\rho^{2}\left(|\nabla \nabla \zeta|^{2}+|\bar{\nabla} \nabla \zeta|^{2}\right)+k \rho^{2}\left(\left(\operatorname{tr}_{\omega} \chi_{0}\right)_{i} \zeta \overline{\zeta_{i}}+c . c .\right)\right]|\nabla \zeta|^{2(p-1)} \\
& +C k \rho^{2}|\nabla \zeta|^{2 p}-2 \rho|\nabla \zeta|^{2(p-1)} \nabla_{i} \rho \nabla_{\bar{i}}|\nabla \zeta|^{2} .
\end{aligned}
$$

We estimate as follows:

$$
\begin{aligned}
& k \int_{M} \rho^{2}\left(\operatorname{tr}_{\omega} \chi_{0}\right)_{i} \zeta \overline{\zeta_{i}}|\nabla \zeta|^{2(p-1)} \\
= & -k \int_{M} \rho^{2}\left(\operatorname{tr}_{\omega} \chi_{0}\right)\left[|\nabla \zeta|^{2 p}+\zeta \overline{\zeta \overline{\zeta_{i \bar{l}}}}|\nabla \zeta|^{2(p-1)}+(p-1) \zeta \overline{\zeta_{i}}|\nabla \zeta|^{2(p-2)} \nabla_{i}|\nabla \zeta|^{2}\right] \\
& -C k \int_{M} 2 \rho\left(\operatorname{tr}_{\omega} \chi_{0}\right)\left(\nabla_{i} \rho\right) \zeta \overline{\zeta_{i}}|\nabla \zeta|^{2(p-1)} \\
\leq & C k \int_{M} \rho^{2}|\nabla \zeta|^{2 p}+C(p-1)^{2} k^{2} \int_{M} \rho^{2}|\zeta|^{2}|\nabla \zeta|^{2(p-1)}+\frac{1}{8} \int_{M} \rho^{2}|\nabla \zeta|^{2(p-1)}\left(|\nabla \nabla \zeta|^{2}+|\bar{\nabla} \nabla \zeta|^{2}\right) \\
& +C k \int\left(|\nabla \rho|^{2}|\zeta|^{2}|\nabla \zeta|^{2(p-1)}+\rho^{2}|\nabla \zeta|^{2 p}\right) .
\end{aligned}
$$

Moreover, we have:
$-2 \int_{M} \rho|\nabla \zeta|^{2(p-1)} \nabla_{i} \rho \nabla_{\bar{i}}|\nabla \zeta|^{2} \leq \frac{1}{4} \int_{M} \rho^{2}|\nabla \zeta|^{2(p-1)}\left(|\bar{\nabla} \nabla \zeta|^{2}+|\nabla \nabla \zeta|^{2}\right)+\int_{M}|\nabla \rho|^{2}|\nabla \zeta|^{2 p}$.
Summing up the estimates we get:

$$
\begin{aligned}
&\left.\left.\int_{M} \rho^{2}|\nabla| \nabla \zeta\right|^{p}\right|^{2} \leq C p^{3} k \int_{M}\left(\rho^{2}|\nabla \zeta|^{2 p}+k \rho^{2}|\zeta|^{2}|\nabla \zeta|^{2(p-1)}\right. \\
&\left.+|\nabla \rho|^{2}|\zeta|^{2}|\nabla \zeta|^{2(p-1)}+|\nabla \rho|^{2}|\nabla \zeta|^{2 p}\right)
\end{aligned}
$$

Since $|\zeta|^{2}$ and $|\nabla \zeta|^{2}$ are bounded, we let $\delta \rightarrow 0$ to get:

$$
\left.\left.\int_{M}|\nabla| \nabla \zeta\right|^{p}\right|^{2} \leq C p^{3} k \int_{M}\left(|\nabla \zeta|^{2 p}+k|\zeta|^{2}|\nabla \zeta|^{2(p-1)}\right)
$$

Applying the Sobolev inequality for $\left(M, \omega_{(\epsilon, t)}\right)$, we get:

$$
\begin{equation*}
\left(\int_{M}\left(|\nabla \zeta|^{p}\right)^{2 n /(n-1)}\right)^{\frac{n-1}{n}} \leq C p^{3} k \int_{M}\left(|\nabla \zeta|^{2 p}+k|\zeta|^{2}|\nabla \zeta|^{2(p-1)}\right) . \tag{104}
\end{equation*}
$$

By Hölder's inequality, we have:

$$
\begin{align*}
k \int_{M}|\zeta|^{2}|\nabla \zeta|^{2(p-1)} & \leq k\left(\int|\nabla \zeta|^{2 p}\right)^{1-\frac{1}{p}}\left(\int|\zeta|^{2 p}\right)^{\frac{1}{p}} \\
& =\left\||\nabla \zeta|^{2}\right\|_{L^{p}}^{p} \frac{k\left\||\zeta|^{2}\right\|_{L^{p}}}{\left\||\nabla \zeta|^{2}\right\|_{L^{p}}} \tag{105}
\end{align*}
$$

So we get the estimate:

$$
\begin{equation*}
\left\||\nabla \zeta|^{2}\right\|_{L^{\frac{n p}{n-1}}} \leq\left(C p^{3} k\right)^{\frac{1}{p}}\left\||\nabla \zeta|^{2}\right\|_{L^{p}}\left(1+\frac{k\left\||\zeta|^{2}\right\|_{L^{p}}}{\left\||\nabla \zeta|^{2}\right\|_{L^{p}}}\right)^{\frac{1}{p}} \tag{106}
\end{equation*}
$$

Now the estimate (101) can be proved by the following iteration argument (cf. [42, Proof of Proposition 3.18]): put $p_{j}=2 \nu^{j}, j \geq 0$ where $\nu=\frac{n}{n-1}$. Write $\|\cdot\|_{p}$ for $\|\cdot\|_{L^{p}}(p \in[1, \infty])$. Then we have:

Case 1: $\left\||\nabla \zeta|^{2}\right\|_{p_{j}} \geq k\|\zeta\|_{p_{j}}$ for all $j \geq 0$. Then (106) becomes:

$$
\begin{equation*}
\left\||\nabla \zeta|^{2}\right\|_{p_{j+1}} \leq(C k)^{\frac{1}{p_{j}}} p_{j}^{\frac{3}{p_{j}}}\left\||\nabla \zeta|^{2}\right\|_{p_{j}} \tag{107}
\end{equation*}
$$

By standard argument of Moser iteration, we get

$$
\begin{align*}
\left\||\nabla \zeta|^{2}\right\|_{\infty} & \leq\left(\prod_{j=0}^{+\infty}\left(C p_{j}^{3}\right)^{\frac{1}{p_{j}}}\right) k^{\sum_{j=0}^{+\infty} \frac{1}{p_{j}}}\left\||\nabla \zeta|^{2}\right\|_{2} \\
& \leq C k^{\frac{n}{2}}\left\||\nabla \zeta|^{2}\right\|_{2} \tag{108}
\end{align*}
$$

On the other hand, we have:

$$
\left\||\nabla \zeta|^{2}\right\|_{2}^{2}=\int_{M}|\nabla \zeta|^{4} \leq\left\||\nabla \zeta|^{2}\right\|_{\infty} \int_{M}|\nabla \zeta|^{2} .
$$

Using (108), we get:

$$
\begin{aligned}
\left\||\nabla \zeta|^{2}\right\|_{L^{\infty}} & \leq C k^{\frac{n}{2}}\left\||\nabla \zeta|^{2}\right\|_{2} \\
& \left.\leq C k^{\frac{n}{2}}\left\||\nabla \zeta|^{2}\right\|_{\infty}^{\frac{1}{2}}\| \| \nabla \zeta \right\rvert\, \|_{1}^{1 / 2} \\
& \leq \frac{1}{2}\left\||\nabla \zeta|^{2}\right\|_{L^{\infty}}+C k^{n}\left\||\nabla \zeta|^{2}\right\|_{1}
\end{aligned}
$$

which implies $\left\||\nabla \zeta|^{2}\right\|_{\infty} \leq C k^{n}\left\||\nabla \zeta|^{2}\right\|_{1}$. On the other hand, we have

$$
\left\||\nabla \zeta|^{2}\right\|_{1}=\int_{M}|\nabla \zeta|^{2}=\int_{M} k|\zeta|^{2} \operatorname{tr}_{\omega_{\epsilon}} \chi_{0} \leq C k \int_{M}|\zeta|^{2}
$$

So we get the wanted estimate $\left\||\nabla \zeta|^{2}\right\|_{L^{\infty}} \leq C k^{n+1}\left\||\zeta|^{2}\right\|_{1}$.
Case 2: There exists $j_{0} \geq 0$ such that $\left\||\nabla \zeta|^{2}\right\|_{p_{j}} \geq k\left\||\zeta|^{2}\right\|_{p_{j}}$ for all $j>j_{0}$, but $\left\|\left.|\nabla \zeta|^{2}\left|\left\|_{p_{j_{0}}}<k\right\|\right| \zeta\right|^{2}\right\|_{p_{j_{0}}}$. Then from (105), we have:

$$
\int k|\zeta|^{2}|\nabla \zeta|^{2\left(p_{j_{0}}-1\right)} \leq k^{p_{j_{0}}}\left\||\zeta|^{2}\right\|_{p_{j_{0}}}^{p_{j_{0}}} .
$$

The same iteration as case 1 shows that:

$$
\begin{aligned}
\left\||\nabla \zeta|^{2}\right\|_{\infty} & \leq C k^{\frac{n}{p_{j_{0}}+1}}\||\nabla \zeta|\|_{p_{j_{0}+1}} \\
& \leq C k^{\frac{n}{p_{j_{0}}+1}}\left(C p_{j_{0}}^{3} k \int_{M}\left(|\nabla \zeta|^{2 p_{j_{0}}}+k|\zeta|^{2}|\nabla \zeta|^{2\left(p_{j_{0}}-1\right)}\right)^{\frac{1}{p_{j_{0}}}}\right. \\
& \leq C k^{\frac{n}{p_{j_{0}}}} k \cdot\left\||\zeta|^{2}\right\|_{p_{j_{0}}} \leq C k^{\frac{n}{p_{j_{0}}}+1}\left\||\zeta|^{2}\right\|_{\infty}^{\frac{p_{j_{0}}-1}{p_{j_{0}}}}\left\||\zeta|^{2}\right\|_{1}^{\frac{1}{p_{j_{0}}}} \\
& \leq C k^{\frac{n}{p_{j_{0}}}+1}\left(k^{n}\left\||\zeta|^{2}\right\|_{1}\right)^{\frac{p_{j_{0}}-1}{p_{j_{0}}}}\left\||\zeta|^{2}\right\|_{1}^{\frac{1}{p_{j_{0}}}} \\
& =C k^{n+1}\left\||\zeta|^{2}\right\|_{1} .
\end{aligned}
$$

Case 3: $\left\||\nabla \zeta|^{2}\right\|_{p_{j}} \leq k\left\||\zeta|^{2}\right\|_{p_{j}}$ for infinitely many $j \geq 0$. Then by letting $p_{j} \rightarrow+\infty$ we get: $\left\||\nabla \zeta|^{2}\right\|_{L^{\infty}} \leq k\left\||\zeta|^{2}\right\|_{L^{\infty}} \leq C k^{n+1}\left\||\zeta|^{2}\right\|_{1}$.

From Proposition 4.7 and Proposition 5.8, we know that $|\zeta|_{h_{(0, t)}^{k}}$ and $\left|\nabla^{h_{(0, t)}^{k}} \zeta\right|$ are both bounded.

### 5.4 Isomorphism of GH limit with $X$

Choose $m \in \mathbb{Z}_{>0}$ such that $m L=m \mu^{*}\left(-K_{X}\right)$ is a genuine line bundle. Let $\Phi^{\ell}: M \rightarrow \mathbb{P}^{N}$ be the morphism defined by an orthonormal basis of ( $L^{m \ell}, h_{\mathrm{FS}}^{m \ell}$ ) for any $\ell$ sufficiently large. For any $t \in(0,1)$ and $\epsilon \in\left(0, \epsilon^{*}(t)\right)$, the map

$$
\Phi_{(\epsilon, t)}^{\ell}=\Phi^{\ell}:\left(M, \omega_{(\epsilon, t)}\right) \rightarrow\left(\Phi(M) \cong X, \omega_{\mathrm{FS}}\right)
$$

is Lipschitz with a uniform Lipschitz constant. As $\epsilon \rightarrow 0$ with $t$ fixed, by taking a subsequence $\Phi_{\left(\epsilon_{i}, t\right)}^{\ell}$ converges to a Lipschitz map

$$
\begin{equation*}
\Phi_{(0, t)}^{\ell}=\lim _{\epsilon_{i} \rightarrow 0} \Phi_{\left(\epsilon_{i}, t\right)}^{\ell}:\left(X_{(0, t)}, d_{(0, t)}\right) \rightarrow\left(\Phi^{\ell}(M) \cong X, \omega_{\mathrm{FS}}\right) \tag{109}
\end{equation*}
$$

Given the estimates in the previous subsection, we can follow similar argument in [42] to prove
Proposition 5.13. $\Phi_{(0, t)}^{\ell^{*}}$ is a homeomorphism for some $\ell^{*}>n+1$. Hence $\left(M, \omega_{(\epsilon, t)}\right)$ converges to $\left(X, d_{(0, t)}\right)$ (in the Gromov-Hausdorff topology) which is the metric completion of the conical Kähler-Einstein metric ( $X^{\mathrm{reg}}, \omega_{(0, t)}$ ).

For the reader's convenience, we sketch the steps of the proof.
Step 1: Construction of local approximating holomorphic sections. Let $p \in X_{(0, t)}$ be any point. Let $r_{j} \rightarrow 0$ be a decreasing sequence of radius and $\mathcal{C}_{p}=\lim _{j \rightarrow+\infty}\left(X_{(0, t)}, r_{j}^{-1} d_{(0, t)}, p\right)$ be a tangent cone at $p$. By Theorem 1.6 in [55], we have:
$\mathbf{T}_{1} \cdot \mathcal{C}_{p}$ is smooth outside a closed subcone $\mathcal{S}_{p}$ of complex codimension at least 1 which is the singular set of $\mathcal{C}_{p}$;
$\mathbf{T}_{\mathbf{2}}$. There is a Kähler Ricci-flat cone metric $\omega_{p}$ of the form $\sqrt{-1} \partial \bar{\partial} \rho^{2}$ on $\mathcal{C}_{p} \backslash \mathcal{S}_{p}$, where $\rho$ denotes the distance function from the vertex $o$ of $\mathcal{C}_{p}$;
$\mathbf{T}_{\mathbf{3}}$. Denote by $L_{p}$ the trivial bundle $\mathcal{C}_{p} \times \mathbb{C}$ over $\mathcal{C}_{p}$ equipped with the Hermitian metric $e^{-k \rho^{2}}|\cdot|^{2}$. The curvature of this Hermitian metric is given by $\omega_{p}$.

For any $\epsilon>0$, define:

$$
V(p ; \epsilon)=\left\{y \in \mathcal{C}_{p} ; y \in B_{\epsilon^{-1}}\left(o, \omega_{p}\right) \backslash \overline{B_{\epsilon}\left(o, \omega_{p}\right)}, d\left(y, \mathcal{S}_{p}\right)>\epsilon\right\}
$$

For any $\epsilon>0$ and $\delta>0$, we can choose $j_{0}=j_{0}(\epsilon, \delta)$ such that $r_{j_{0}} \leq \epsilon^{2}$, and for each $j \geq j_{0}$, there is a diffeomorphism $\phi_{j}: V\left(p ; \frac{\epsilon}{4}\right) \rightarrow X_{(0, t)} \backslash \mathcal{S}$ where $\mathcal{S}$ is the singular set of $X_{(0, t)}$, satisfying:
(i) $d\left(p, \phi_{j}(V(p ; \epsilon))<10 \epsilon r_{j}\right.$ and $\phi_{j}(V(p, \epsilon)) \subset B_{\left(1+\epsilon^{-1}\right) r_{j}}(p)$;
(ii) The Kähler metric $\omega_{(0, t)}$ on $X_{(0, t)} \backslash \mathcal{S}$ satisfies

$$
\left\|r_{j}^{-2} \phi_{j}^{*} \omega_{(0, t)}-\omega_{p}\right\|_{C^{6}\left(V ; \frac{\epsilon}{2}\right)} \leq \delta
$$

where the norm is defined in terms of the metric $\omega_{p}$.
The following lemmas are crucial for us:
Lemma 5.14 ([53, Lemma 5.7]). Given $\epsilon>0$ and any sufficiently small $\delta>0$, there are a sufficiently large $j$, a diffeomorphism $\phi_{j}: V\left(p ; \frac{\epsilon}{4}\right) \rightarrow X_{(0, t)} \backslash \mathcal{S}$ with with properties above, and an isomorphism $\psi_{j}$ from the trivial bundle $\mathcal{C}_{p} \times \mathbb{C}$ onto $\mathcal{L}^{k_{j}}$ (for some $k_{j}$ sufficiently divisible) over $V(p ; \epsilon)$ commuting with $\phi_{j}$ and satisfying:

$$
\begin{equation*}
\left|\psi_{j}(1)\right|_{h_{(0, t)}^{2}}^{2}=e^{-\rho^{2}} \text { and }\left\|\nabla \psi_{j}\right\|_{C^{6}(V(p ; \epsilon))} \leq \delta \tag{110}
\end{equation*}
$$

where $\nabla$ denotes the covariant derivative with respect to the metric $h_{(0, t)}$ and $e^{-\rho^{2}}|\cdot|^{2}$.
Lemma 5.15 ([53, Lemma 5.8]). Let $\mathcal{S}_{p}$ be the singular set of tangent cone $\mathcal{C}_{p}$. There is a smooth function $\gamma_{\bar{\epsilon}}$ on $B_{o}(\bar{\epsilon}) \subset \mathcal{C}_{p}$ such that the following hold:

1. $\gamma_{\bar{\epsilon}} \equiv 1$ if $\operatorname{dist}\left(y, \mathcal{S}_{p}\right) \geq \bar{\epsilon}$;
2. $0 \leq \gamma_{\bar{\epsilon}} \leq 1$ and $\gamma_{\bar{\epsilon}} \equiv 0$ near $\mathcal{S}_{p}$;
3. the metrics converges smoothly in $B_{o}\left(\bar{\epsilon}^{-1}\right) \backslash\left\{\gamma_{\bar{\epsilon}} \equiv 0\right\}$;
4. $\left|\nabla \gamma_{\bar{\epsilon}}\right| \leq C=C(\bar{\epsilon})$;

## 5. $\int_{B_{o}\left(\bar{\epsilon}^{-1}\right)}\left|\nabla \gamma_{\bar{\epsilon}}\right|^{2} \omega_{p}^{n} \leq \bar{\epsilon}$.

Assuming the two lemmas, one can find for any $\bar{\epsilon}$ with $0<\epsilon<\bar{\epsilon}$ such that $\operatorname{Supp}\left(\gamma_{\bar{\epsilon}}\right) \subset$ $V(p ; \epsilon)$. Then $\tau=\psi_{j}\left(\gamma_{\bar{\epsilon}} 1\right)$ extends to a compactly supported smooth section $\mathcal{L}^{k_{j}}$ on $\mathcal{R} \subset$ $X_{(0, t)}$ which satisfies that $\tau$ is holomorphic on $\phi_{j}(V(p ; \bar{\epsilon}))$ and

$$
\int_{X_{(0, t)}}|\bar{\partial} \tau|_{h_{(0, t)}^{k_{j}}}^{2} \otimes k_{j} \omega_{(0, t)}\left(k_{j} \omega_{(0, t)}\right)^{n} \leq \bar{\epsilon} .
$$

Step 2: Existence of holomorphic peak sections on $M$.
Let $p \in X_{(0, t)}$. Suppose $p_{i} \in M$ satisfies $p_{i} \xrightarrow{d_{\mathrm{GH}}} p$ under the Cheeger-Gromov convergence. By the smooth convergence on the regular set $\phi_{j}(V(p ; \epsilon))$, the approximating holomorphic section $\tau$ on $\mathcal{L}^{k_{j}}$ is pulled back to a family of smooth section of $L^{k_{j}}$ on $M$, denoted $\tau_{i}$. By Proposition 5.5, this can be done via a family of smooth maps $f_{i} \equiv \mathrm{id}: \mathcal{R}=X_{(0, t)} \backslash \mathcal{S}=M \backslash$ $\operatorname{Supp}(B) \rightarrow M$ representing the Gromov-Hausdorff convergence $\left(M, \omega_{\left(\epsilon_{i}, t\right)}\right) \rightarrow\left(X_{(0, t)}, d_{(0, t)}\right)$. For simplicity, we will just denote $\omega_{\epsilon_{i}}=\omega_{\left(\epsilon_{i}, t\right)}$ and $\hat{h}_{\epsilon_{i}}=\hat{h}_{\left(\epsilon_{i}, t\right)}$ which satisfies:

$$
\begin{align*}
& \operatorname{Supp}\left(\tau_{i}\right) \subset f_{i}\left(\phi_{j}(V(p ; \epsilon))\right) \subset B_{k_{j} \omega_{\epsilon_{i}}}\left(p_{i}, 2 \sqrt{k_{j}} \bar{\epsilon}\right)  \tag{111}\\
& \left|\left|\tau_{i}\right|_{\hat{h}_{\epsilon_{i}} k_{j}}^{2}(x)-e^{-d_{k_{j} \omega_{\epsilon_{i}}}^{2}}\right| \leq \bar{\epsilon}, \text { on } f_{i}\left(\phi_{j}(V(p ; \bar{\epsilon}))\right), \tag{112}
\end{align*}
$$

and

$$
C^{-1} \leq \int_{M}\left|\tau_{i}\right|_{\hat{h}_{\epsilon_{i}}^{k_{j}}}^{2}\left(k_{j} \omega_{\epsilon_{i}}\right)^{n} \leq C
$$

for some constant $C$ depending on the volume ratio of the tangent cone $\mathcal{C}_{p}$ and

$$
\int_{M}\left|\bar{\partial} \tau_{i}\right|_{\hat{h}_{\epsilon_{i}}^{k_{j}} \otimes\left(k_{j} \omega_{\epsilon_{i}}\right)}^{2}\left(k_{j} \omega_{\epsilon_{i}}\right)^{n} \leq 2 \bar{\epsilon}
$$

for any $i$ sufficiently large. We can assume that

$$
\begin{gathered}
f_{i}\left(\phi_{j}\left(V\left(p ; 2 \bar{\epsilon}^{1 / 4 n}\right)\right) \cap B_{k_{j} \omega_{\epsilon_{i}}}\left(p_{i}, 4 \bar{\epsilon}^{1 / 4 n}\right) \neq \emptyset\right. \\
B_{k_{j} \omega_{\epsilon_{i}}}\left(p_{i}^{\prime}, \frac{1}{2} \bar{\epsilon}^{1 / 4 n}\right) \subset f_{i}\left(\phi_{j}(V(p ; \bar{\epsilon}))\right)
\end{gathered}
$$

for some $p_{i}^{\prime} \in M$ with $d_{k_{j} \omega_{\epsilon_{i}}}\left(p_{i}^{\prime}, p_{i}\right) \leq 2 \bar{\epsilon}^{1 / 4 n}$.
By the $L^{2}$-estimate in Proposition 5.10, there exists a smooth section $v_{i}$ solving $\bar{\partial} v_{i}=\bar{\partial} \tau_{i}$ with

$$
\begin{equation*}
\int_{M}\left|v_{i}\right|_{\hat{h}_{e_{i}}^{k_{j}}}^{2}\left(k_{j} \omega_{\epsilon_{i}}\right)^{n} \leq C \cdot \bar{\epsilon} \tag{113}
\end{equation*}
$$

for some $C$ independent of $i$. Noticing that $v_{i}$ is holomorphic on $B_{k_{j} \omega_{\epsilon_{i}}}\left(p_{i}^{\prime}, \frac{1}{2} \bar{\epsilon}^{1 / 4 n}\right)$, by the standard elliptic estimate, we have:

$$
\begin{equation*}
\left|v_{i}\right|_{\hat{h}_{\epsilon_{i}}^{k}}^{2}\left(p_{i}^{\prime}\right) \leq C \bar{\epsilon}^{-1 / 2} \int_{B_{k_{j} \omega_{\epsilon_{i}}}\left(p_{i}^{\prime}, \frac{1}{\epsilon} \bar{\epsilon}^{1 / 4 n}\right)}\left|v_{i}\right|_{\hat{h}_{\epsilon_{i}}^{k_{j}}}^{2}\left(k_{j} \omega_{\epsilon_{i}}\right)^{n} \leq C \bar{\epsilon}^{1 / 2} . \tag{114}
\end{equation*}
$$

Therefore, $\sigma_{i}=\tau_{i}-v_{i}$ defines a holomorphic section of $L^{k_{j}}$.
By the elliptic estimate, we have:

$$
\begin{equation*}
\left|\sigma_{i}\right|_{\hat{h}_{e_{i}}}^{2}\left(p_{i}^{\prime}\right) \geq e^{-k_{j} d_{k_{j} \omega_{e_{i}}}^{2}\left(p_{i}, p_{i}^{\prime}\right)}-\bar{\epsilon}-C \bar{\epsilon}^{1 / 4} \geq \frac{1}{2} \tag{115}
\end{equation*}
$$

once $\bar{\epsilon}$ is chosen sufficiently small, and

$$
\begin{equation*}
\left|\sigma_{i}\right|_{\hat{h}_{\epsilon_{i}}^{k_{i}}}^{2} \leq C \bar{\epsilon}^{\frac{1}{2}} \text { on } M \backslash B_{\omega_{\epsilon_{i}}}\left(p_{i}, 2 \epsilon_{i}\right) . \tag{116}
\end{equation*}
$$

Moreover, we have:

$$
\begin{equation*}
C^{-1} \leq \int_{M}\left|\sigma_{i}\right|_{\hat{h}_{\epsilon_{i}}^{k_{j}}}^{2}\left(k_{j} \omega_{\epsilon_{i}}\right)^{n} \leq C \tag{117}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{M \backslash B \omega_{\epsilon_{i}}\left(p_{i}, 2 \bar{\epsilon}\right)}\left|\sigma_{i}\right|_{\hat{h}_{\epsilon_{i}}^{k_{j}}}^{2}\left(k_{j} \omega_{\epsilon_{i}}\right)^{n} \leq C \cdot \bar{\epsilon} . \tag{118}
\end{equation*}
$$

Passing to a subsequence if necessary, the sequence of points $p_{i}^{\prime}$ converge to a point $p^{\prime} \in \mathcal{R}$ with $d_{t}\left(p, p^{\prime}\right) \leq 2 k_{j}^{-1 / 2} \bar{\epsilon}^{1 / 4 n}$, the section $\sigma_{i} \in H^{0}\left(M, L^{k}\right)$ converges to a holomorphic section $\sigma_{\infty} \in H^{0}\left(\mathcal{R} ; \mathcal{L}^{k}\right)$ such that:

$$
\begin{gather*}
\left|\sigma_{\infty}\right|_{h_{(0, t)}^{k_{j}}}\left(p^{\prime}\right) \geq \frac{1}{2} \\
\left|\sigma_{\infty}\right|_{h_{(0, t)}^{k_{j}}} \leq C \cdot \bar{\epsilon}^{\frac{1}{2}} \text { on } M \backslash B_{d_{(0, t)}}(p, 2 \epsilon) ;  \tag{119}\\
C^{-1} \leq \int_{\mathcal{R}}\left|\sigma_{\infty}\right|_{h_{(0, t)}^{k_{j}}}^{2}\left(k_{j} \omega_{(0, t)}\right)^{n} \leq C \tag{120}
\end{gather*}
$$

and

$$
\begin{equation*}
\int_{\mathcal{R} \backslash B_{d_{(0, t)}(p, 2 \bar{\epsilon})}}\left|\sigma_{\infty}\right|_{h_{(0, t)}^{k_{j}}}^{2}\left(k_{j} \omega_{(0, t)}\right)^{n} \leq C \cdot \bar{\epsilon} \tag{121}
\end{equation*}
$$

By the gradient estimate in Proposition 5.12, $\left|\nabla^{\mathrm{FS}} \sigma_{\infty}\right|_{h_{\mathrm{FS}}^{k_{j}} \otimes \omega_{(0, t)}} \leq C k_{j}^{1 / 2}$. By the gradient estimate of the potential $u_{(0, t)}$ from Proposition 5.8, we get $\left|\nabla^{h_{(0, t)}} \sigma_{\infty}\right|_{h_{(0, t)}^{k_{j}} \otimes \omega_{(0, t)}} \leq C k_{j}^{1 / 2}$. So if $\bar{\epsilon}$ is chosen sufficiently small, then we get:

$$
\begin{equation*}
\left|\sigma_{\infty}\right|_{h_{(0, t)}^{k_{j}}}(p) \geq \frac{1}{2}-C \bar{\epsilon}^{1 / 4 n} \geq \frac{1}{4} \tag{122}
\end{equation*}
$$

Step 3: There exists $\ell^{*}>n+1$, such that $\Phi_{(0, t)}^{\ell^{*}}$ is injective and a local homeomorphism. Hence $\Phi_{(0, t)}^{\ell^{*}}$ is a homeomorphism. This part of the argument is exactly the same as that in [42, p.1719-1721] to which we refer for details. The idea is that for any pair of points $p, q \in X$, we can find peak sections almost centered at $p, q$ and show that $d_{\mathrm{FS}}\left(\Phi_{(0, t)}^{\ell}(p), \Phi_{(0, t)}^{\ell}(q)\right)$ has a definite lower bound for some $\ell=\ell_{p, q}$. Then the effective finite generation from [35, Proposition 7] allows us to find a uniform $\ell^{*}$ that is independent of the pair.

## 6 Algebraic limit and special test configuration

Up to this point, we have shown that there is a conical Kähler-Einstein metric $\omega_{(0, t)}$ on the pair $\left(X, \frac{1-t}{m} H_{X}\right)$ that is a Gromov-Hausdorff limit of $\omega_{(\epsilon, t)}$ on $\left(M, B_{(\epsilon, t)}\right)$. This allows us to get a Gromov-Hausdorff limit $X_{\infty}$ of a subsequence $\left(X, \omega_{\left(0, t_{i}\right)}\right)$ by letting $t_{i} \rightarrow 1$. Using the regularity result in [55] and similar arguments as in [53, 14], we can get:
Theorem 6.1 (see [53, Theorem 4.3]). As $t_{i} \rightarrow 1\left(X, \omega_{\left(0, t_{i}\right)}\right)$ subsequentially converges to $\left(X_{\infty}, \omega_{\infty}\right)$ in the $C^{\infty}$ topology outside a closed subset $\overline{\mathcal{S}} \cup H_{\infty}$, where $\overline{\mathcal{S}}$ is of real codimension at least 4, and $H_{X}$ converges to $H_{\infty}$ in the Gromov-Hausdorff topology. Moreover $\mathcal{S}=\overline{\mathcal{S}}$ and $H_{\infty}$ is a divisor of $K_{X_{\infty}}^{-m}$ in the regular part.

For the tangent cone, we have

Corollary 6.2. Let $\left(C_{x}, x, \omega_{x}\right)=\lim _{i \rightarrow \infty}\left(X, x, \frac{\omega_{\infty}}{r_{i}^{2}}\right)$ be a tangent cone of $X$ at $x$ and $C_{x}=$ $\mathcal{R}\left(C_{x}\right) \bigcup \mathcal{S}\left(C_{x}\right)$ be the decomposition of $C_{x}$ into regular part and singular part. Then $\mathcal{S}\left(C_{x}\right)$ is of real codimension at least 4, and $\left(X, x, \frac{\omega_{\infty}}{r_{i}^{2}}\right)$ converges to $\left(C_{x}, x, \omega_{x}\right)$ in the $C^{\infty}$ topology in $\mathcal{R}\left(C_{x}\right)$.

### 6.1 Algebraic structrure on $X_{\infty}$

On the singular variety $X$, we also have the estimates for the holomorphic sections.
Lemma 6.3. There exists a constant $C>0$, such that for any $\zeta \in H^{0}\left(X, K_{X}^{-k}\right)$, we have the following $L^{\infty}$ and gradient estimates:

$$
\begin{gather*}
\sup _{X}|\zeta|_{h_{(0, t)}^{k}}^{2} \leq C k^{n} \int_{X}|\zeta|_{h_{(0, t)}^{k}}^{2} \omega_{(0, t)}^{n}  \tag{123}\\
\left|\nabla^{h(0, t)} \zeta\right|_{h_{(0, t)}^{k}}^{2} \otimes \omega_{(0, t)} \leq C k^{n+1} \int_{X}|\zeta|_{h_{(0, t)}^{k}}^{2} \omega_{(0, t)}^{n} . \tag{124}
\end{gather*}
$$

Proof. Let $\gamma_{\epsilon}$ be a cut-off function supported in $X \backslash\left(\overline{\mathcal{S}} \bigcup H_{\infty}\right)$ on $\left(X, \omega_{(0, t)}\right)$ satisfying

$$
\int_{X}\left|\nabla \gamma_{\epsilon}\right|^{2} \leq \epsilon
$$

Since

$$
\Delta|\zeta|_{h_{(0, t)}^{k}}^{2} \geq-k|\zeta|_{h_{(0, t)}^{k}}^{2} \text { outside } \overline{\mathcal{S}} \bigcup H_{\infty}
$$

multiplying both sides by $\gamma_{\epsilon}^{2}|\zeta|_{h_{(0, t)}^{k}}^{2(p-1)}$ we get

$$
-\gamma_{\epsilon}^{2}|\zeta|_{h_{(0, t)}^{k}}^{2(p-1)} \Delta|\zeta|_{h_{(0, t)}^{k}}^{2} \leq k \gamma_{\epsilon}^{2}|\zeta|_{h_{(0, t)}^{k}}^{2 p} .
$$

For $|\zeta|_{h_{(0, t)}^{k}}^{2}$ is bounded, as in Lemma 3.1 in [56], we get (123) by the Moser iteration. From Proposition 5.8, we know that $\left|\nabla^{h_{(0, t)}} \zeta\right|_{h_{(0, t)}^{k}}^{2}$ is bounded. So (124) is proved similarly.

On $\left(X, \omega_{(0, t)}\right)$, we have an $L^{2}$ metric on $H^{0}\left(X, K_{X}^{-k}\right)$ and we can define the Bergman kernel $\rho_{k}\left(X, \omega_{(0, t)}\right)$. We have the following partial $C^{0}$ estimate.
Proposition 6.4. There exist an integer $l>0$ and $c_{l}>0$ such that $\rho_{l}\left(X, \omega_{\left(0, t_{i}\right)}\right) \geq c_{l}>0$ for $t_{i}$ as above.

Proof. To prove the partial $C^{0}$ estimate, we need the following ingredients:

- compactness of $\left(X, \omega_{0, t}\right)$ : this follows from Proposition 5.13 and Theorem 1.6 in [55]
- solution of the $\bar{\partial}$-equation on $\left(X, \omega_{(0, t)}\right)$ : this is a consequence of Proposition 5.10 by taking $\epsilon \rightarrow 0$
- gradient estimate of holomorphic sections: this is Lemma 6.3
- existence of the cut-off function $\gamma_{\bar{\epsilon}}$ with small $L^{2}$-norm of the gradient: with the help of Theorem 6.1, as the proof of Lemma 5.8 in [53] we can get the existence of $\gamma_{\bar{\epsilon}}$.
Given the above ingredients, the proposition can be proved, in a similar way to the proof of Proposition 5.13, following the arguments in [53, Section 5] and [56, Proposition 4.18].

Now, as a consequence of the partial $C^{0}$-estimates, the following proposition can be proved by using the same argument as in [23,53] (see also Section 5.4):

Proposition 6.5. $X_{\infty}$ is a $\mathbb{Q}$-Fano variety.
Indeed, using the orthogonal basis of $H^{0}\left(X, K_{X}^{-l}\right)$, we have holomorphic maps:

$$
\Phi_{t}: X \rightarrow \Phi_{t}(X) \subset \mathbb{C P}^{N}
$$

Let $X_{\infty}^{\prime}$ be the Chow limit of $\Phi_{t}(X)$ as subvarieties of $\mathbb{P}^{N}$. From Proposition 6.4, we know that $\Phi_{t_{i}}$ is uniformly Lipschitz. As a consequence, by letting $t_{i} \rightarrow 1$, we get a Lipschitz map:

$$
\Phi_{\infty}=\lim _{i \rightarrow+\infty} \Phi_{t_{i}}: X_{\infty} \rightarrow X_{\infty}^{\prime} \subset \mathbb{P}^{N}
$$

As pointed out in Section 5.4, one can then use the partial $C^{0}$-estimates to prove that $\Phi_{\infty}$ is indeed a homeomorphism.

### 6.2 Weak Kähler-Einstein metric on $X_{\infty}$

For each $t \in(0,1)$ and $\epsilon<\epsilon^{*}(t)$, the conical Kähler-Einstein metric on $\left(M, B_{(\epsilon, t)}\right)$ corresponds to the following complex Monge-Ampère equation on $M$

$$
\begin{equation*}
(\sqrt{-1} \partial \bar{\partial} \psi)^{n}=\frac{e^{-t \psi}}{\left|s_{H}\right|^{2(1-t) / m} \prod_{i}\left|s_{i}\right|^{2\left(1-\beta_{i}\right)}} \tag{125}
\end{equation*}
$$

where $1-\beta_{i}=b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}$. Equivalently, we have (see (52)-(53))

$$
\begin{equation*}
\left(\chi_{\epsilon}+\sqrt{-1} \partial \bar{\partial} u\right)^{n}=e^{-t u} \Omega(\epsilon, t) \tag{126}
\end{equation*}
$$

where the volume form $\Omega(\epsilon, t)$ is given by:

$$
\begin{align*}
\Omega(\epsilon, t) & =\frac{e^{-t \psi_{\epsilon}}}{\left|s_{H}\right|^{2(1-t) / m} \prod_{i}\left|s_{i}\right|^{2\left(b_{i}+t \epsilon \theta_{i}+(1-t) \theta_{i}\right)}} \\
& =\frac{e^{-\left(\psi_{0}-\sum_{i} b_{i} \kappa_{i}\right)}}{\left\|s_{H}\right\|_{m \psi_{1}}^{2(1-t) / m}\left\|s_{\theta}\right\|_{\kappa_{\theta}}^{2(t \epsilon+1-t)} \prod_{i}\left\|s_{i}\right\|_{\kappa_{i}}^{2 b_{i}}} . \tag{127}
\end{align*}
$$

As we have proved in Proposition 5.13, as $\epsilon \rightarrow 0,\left(M, \omega_{(\epsilon, t)}\right)$ converges to $\left(X, d_{(0, t)}\right)$ in the Gromov-Hausdorff topology and $\left(X, d_{(0, t)}\right)$ is compatible with the weak conical KählerEinstein metric $\omega_{(0, t)}$ on $X$ in the sense that $\left(X, d_{(0, t)}\right)$ is the metric completion of $\left(X^{\mathrm{reg}}, \omega_{(0, t)}\right)$. Over $X, \omega_{(0, t)}$ satisfies the following Monge-Ampère equation:

$$
\begin{equation*}
(\sqrt{-1} \partial \bar{\partial} \psi)^{n}=\frac{e^{-t \psi}}{\left|s_{H_{X}}\right|^{2(1-t) / m}}, \tag{128}
\end{equation*}
$$

or equivalently:

$$
\begin{equation*}
\left(\chi_{0}+\sqrt{-1} \partial \bar{\partial} u\right)^{n}=e^{-t u} \frac{e^{-t \psi_{0}}}{\left\|s_{H_{X}}\right\|_{m \psi_{0}}^{2(1-t) / m}} \tag{129}
\end{equation*}
$$

The potential function $u$ is Lipschitz and in particular bounded. As $t \rightarrow 1, \omega_{(0, t)}$ converges to $\omega_{\infty}$ on $X_{\infty} . \omega_{\infty}=\sqrt{-1} \partial \bar{\partial} \psi_{\infty}$ satisfies the Kähler-Einstein equation:

$$
\left(\sqrt{-1} \partial \bar{\partial} \psi_{\infty}\right)^{n}=e^{-\psi_{\infty}} .
$$

Now one can construct the special test configuration as in [53, 14]. On the one hand, we can embed $X$ and $X_{\infty}$ into a common projective space $\mathbb{P}^{N}$ such that the Hilbert point of $X_{\infty}$ is in the closure of the orbit of the Hilbert point of $X$ under the action of $G:=$ $P G L(N+1, \mathbb{C})$. On the other hand, the existence of the limit Kähler-Einstein metric implies
that $\operatorname{Aut}\left(X_{\infty},-K_{\infty}\right)$ is reductive (see [53]). For the reader's convenience, we sketch an argument of the Matsushima type (see [43]) for proving reductivity that is due to Tian and refer the details to [53, pp. 44-53]. Note that an alternative approach (as pointed out in [14]) is to use the uniqueness result of Berndtsson and its possible generalization to the singular setting as exposed in [4, Appendix C].

By the previous section, we can already embed $X_{\infty}$ as a normal projective variety into a projective space $\mathbb{P}^{N} . P G L(N+1, \mathbb{C})$ acts on the corresponding Hilbert scheme. Let $G_{\infty}$ be the stabilizer of $\operatorname{PGL}(N+1, \mathbb{C})$-action at the Hilbert point corresponding to $X_{\infty}$.

Let $Z$ be a holomorphic vector field of $\mathbb{C P}^{N}$ that is tangent to $X_{\infty}$. Let $W$ be the real or imaginary part of $Z$ and $\sigma_{s}$ be the one-parameter subgroup of automorphisms generated by $W$. Then we have:

$$
\sigma_{s}^{*} \omega_{\infty}=\omega_{\infty}+\sqrt{-1} \partial \bar{\partial} \xi_{s}
$$

Let $\theta_{\infty}=u+\sqrt{-1} v$ where $u$ or $v$ is equal to $\left.\frac{\partial \xi_{s}}{\partial s}\right|_{s=0}$ according to whether $W$ is the real part or the imaginary part of $Z$. With the same argument as in [53, pp. 45-50], we know that $\theta_{\infty}$ is a bounded function on $X_{\infty}$ and moreover:

$$
\int_{X_{\infty}}\left|\nabla \theta_{\infty}\right|^{2} \omega_{\infty}^{n}<\infty \quad \text { and } \quad \int_{X_{\infty}} \theta_{\infty} \omega_{\infty}^{n}=0
$$

Let $\zeta$ be any function on $X_{\infty}$ that can be extended to be a smooth function in a neighborhood of $X_{\infty}$ in $\mathbb{C P}^{N}$. Then using the Kähler-Einstein equation and the change of variable formula, we have:

$$
\int_{X_{\infty}} \zeta \circ \sigma_{t}^{-1} \omega_{\infty}^{n}=\int_{X_{\infty}} \zeta e^{-\xi_{t}} \omega_{\infty}^{n},
$$

which is equivalent to

$$
\begin{equation*}
\int_{X_{\infty}}\left(\int_{0}^{s} W(\zeta) \circ \sigma_{\tau} d \tau\right) \omega_{\infty}^{n}=\int_{X_{\infty}} \zeta\left(\int_{0}^{s} \dot{\xi} d \tau \wedge \sigma_{\tau}^{*} \omega_{\infty}^{n}\right) \tag{130}
\end{equation*}
$$

Dividing both sides of (130) by $s$ and letting $s$ tends to 0 , we deduce:

$$
\begin{equation*}
\int_{X_{\infty}} Z(\zeta) \omega_{\infty}^{n}=\int_{X_{\infty}} \zeta \theta_{\infty} \omega_{\infty}^{n} \tag{131}
\end{equation*}
$$

So we get, in the weak sense,

$$
\begin{equation*}
-\Delta_{\infty} \theta_{\infty}=\theta_{\infty} \text { on } X_{\infty} \tag{132}
\end{equation*}
$$

Using the diagonal approximation of $\left(X_{\infty}, d_{\infty}\right)$ by $\left(X_{\left(\epsilon_{i}, t_{i}\right)}, \omega_{\left(\epsilon_{i}, t_{i}\right)}\right)$ (with $\epsilon_{i}=\epsilon_{i}\left(t_{i}\right) \rightarrow 0$ ), one can argue as in [53, pp. 51-52] that there exist $\theta_{i}$ on $X_{\left(\epsilon_{i}, t_{i}\right)}$ such that $\Delta_{\left(\epsilon_{i}, t_{i}\right)} \theta_{i}=\lambda_{i} \theta_{i}$ and $\lim _{i \rightarrow+\infty} \lambda_{i}=1$. Applying the Bochner identity, we get:

$$
\int_{X_{\infty}}\left|\nabla^{0,1} \bar{\partial} \theta_{i}\right|^{2} \omega_{\left(\epsilon_{i}, t_{i}\right)}^{n} \leq\left(\lambda_{i}-1\right) \int_{M}\left|\partial \theta_{i}\right|^{2} \omega_{\left(\epsilon_{i}, t_{i}\right)}^{n}=\lambda_{i}\left(\lambda_{i}-1\right)
$$

It follows that $\nabla^{0,1} \bar{\partial} \theta_{\infty}=0$ and $\bar{\partial} \theta_{\infty}$ induces a holomorphic vector field $Z$ outside the singular set $\mathcal{S}$ of $\left(X_{\infty}, d_{\infty}\right)$. The imaginary part of $\theta_{\infty}$ corresponds to the imaginary part of $Z$ which is a Killing field. Because (132) is a real equation, we conclude that the Lie algebra of $G_{\infty}$ is indeed the complexification of a Lie algebra of Killing fields. The rest of the argument is exactly as in [53, pp. 53].

Given the reductivity of $\operatorname{Aut}\left(X_{\infty},-K_{\infty}\right)$ the Luna Slice theorem (see [22]) there exists a one parameter subgroup of $G$ that specially degenerates $X$ to $X_{\infty}$. We will show below that the Futaki invariant of this test configuration is 0 . But this contradicts the K-polystability of $X$ and completes the proof of Theorem 1.3.

Finally we adapt the argument in [19] to prove the vanishing of Futaki invariant (see also $[53,14])$. At first we have

$$
\omega_{t_{i}}=\frac{1}{l} \omega_{F S}-\frac{1}{l} \sqrt{-1} \partial \bar{\partial} \log \rho_{l}\left(X, \omega_{t_{i}}\right) .
$$

Since $\rho_{l}\left(X, \omega_{t_{i}}\right)$ has a definite lower bound and uniform Lipschitz, we have a limit function $\rho_{l}\left(X_{\infty}, \omega_{\infty}\right)$ which is just the Bergman kernel of $-l K_{\infty}$ on $X_{\infty}$. We choose a bounded hermitian metric $h_{\infty}$ on $-K_{\infty}$ with $R\left(h_{\infty}\right)=\omega_{\infty}$ in the regular part.

For simplicity, denoting

$$
\bar{\omega}_{0}=\frac{1}{l} \omega_{F S}, \phi_{\infty}=-\frac{1}{l} \log \rho_{l}\left(X_{\infty}, \omega_{\infty}\right),
$$

we define

$$
\omega_{s}=\bar{\omega}_{0}+s \sqrt{-1} \partial \bar{\partial} \phi_{\infty}=s \omega_{\infty}+(1-s) \bar{\omega}_{0} .
$$

The Ricci potential $f_{0}$ of $\bar{\omega}_{0}$ is given by

$$
\sqrt{-1} \partial \bar{\partial} f_{0}=\operatorname{Ric} \bar{\omega}_{0}-\bar{\omega}_{0}
$$

Denoting by $Z$ the holomorphic vector filed generating the $\mathbb{C}^{*}$ action of test configuration, we know that (see [28, 19]):

$$
F u t_{X_{\infty}}(Z)=\int_{X_{\infty}} Z\left(f_{0}\right) \omega_{0}^{n}
$$

Put

$$
f_{s}=-\log \frac{\omega_{s}^{n}}{\bar{\omega}_{0}^{n}}-s \phi_{\infty}+f_{0}
$$

which is the Ricci potential of $\omega_{s}$. Denoting by $\psi$ the potential of $Z$ with respect to $\bar{\omega}_{0}$ :

$$
i_{Z} \bar{\omega}_{0}=\sqrt{-1} \bar{\partial} \psi
$$

then we know that

$$
i_{Z} \omega_{s}=\sqrt{-1} \bar{\partial} \theta_{s}, \text { for } \theta_{s}=(1-s) \psi+s \theta_{\infty}=\psi+s Z\left(\phi_{\infty}\right)
$$

From $\frac{d}{d s} f_{s}=-\Delta_{s} \phi_{\infty}-\phi_{\infty}$, we have:

$$
\begin{align*}
\frac{d}{d s} \int_{X_{\infty}} Z\left(f_{s}\right) \omega_{s}^{n} & =\int_{X_{\infty}}\left[Z\left(-\Delta_{s} \phi_{\infty}-\phi_{\infty}\right)+Z\left(f_{s}\right) \Delta_{s} \phi_{\infty}\right] \omega_{s}^{n} \\
& =\int_{X_{\infty}}\left[\left(\Delta_{s} \theta_{s}+Z\left(f_{s}\right)\right) \Delta_{s} \phi_{\infty}-Z\left(\phi_{\infty}\right)\right] \omega_{s}^{n} \\
& =\int_{X_{\infty}}\left[\Delta_{s} \theta_{s}+\theta_{s}+Z\left(f_{s}\right)\right] \Delta_{s} \phi_{\infty} \omega_{s}^{n} \tag{133}
\end{align*}
$$

The integration by parts is guaranteed as in [56]. A direct computation shows that $\bar{\partial}\left(\Delta_{s} \theta_{s}+\right.$ $\left.\theta_{s}+Z\left(f_{s}\right)\right)=0$, so $\Delta_{s} \theta_{s}+\theta_{s}+Z\left(f_{s}\right)$ is a bounded holomorphic function which must be constant. From (133), we know that

$$
\frac{d}{d s} \int_{X_{\infty}} Z\left(f_{s}\right) \omega_{s}^{n}=0
$$

Since $f_{1}=0$, we get $\int_{X_{\infty}} Z\left(f_{0}\right) \omega_{0}^{n}=0$.

## A Log version of Berman-Boucksom-Jonsson's result

A key result needed in the argument of [5] is the following local regularization result of Demailly:
Proposition A. 1 ([17, Proposition 3.1]). Let $\Phi$ be a psh function on a bounded pseudoconvex open set $U \subset \mathbb{C}^{n+1}$. For every $m>0$, let

$$
\mathcal{H}_{U}(m \Phi)=\left\{f \in \mathcal{O}(U) ; \int_{U}|f|^{2} e^{-m \Phi} d \lambda<+\infty\right\}
$$

and let $\Phi_{m}=\frac{1}{m} \log \sum_{l}\left|f_{l}\right|^{2}$ where $\left\{f_{l}\right\}$ is an orthonormal basis of $\mathcal{H}_{U}(m \Phi)$. Then there are constants $C_{1}, C_{2}>0$ independent of $m$ such that for every $z \in U$

$$
\begin{equation*}
\Phi(z)-\frac{C_{1}}{m} \leq \Phi_{m}(z) . \tag{134}
\end{equation*}
$$

## Sketch of the proof of Theorem 2.6

Fix $\ell \in \mathbb{Z}_{>0}$ such that $L=-\ell\left(K_{M}+B\right)$ is an genuine line bundle over $M$ which is ample. From now on, for simplicity, we denote $\mathcal{M}_{B}\left(\ell^{-1}, \varphi\right)$ by $\mathcal{M}_{B}(\varphi)$ and similarly for other functionals. By Remark 2.7, we just need to prove Theorem 2.6 with the parameter $t=\ell^{-1}$.

Because $\mathcal{M}_{B} \geq \mathcal{D}_{B}$ and $\mathrm{CM}_{B}^{\mathrm{NA}} \geq \mathcal{M}_{B}^{\mathrm{NA}} \geq \mathcal{D}_{B}^{\mathrm{NA}}$ we immediately get the implication $1 \Rightarrow 2$, and $3 \Rightarrow 4 \Rightarrow 5$. The equivalence of 1 and 2 , with $\delta_{\mathcal{M}}$ and $\delta_{\mathcal{D}}$ satisfying the first inequality in (32), was proved in [1, Corollary 3.5] (see [35, Proposition 15]). The equivalence of 3 and 5 was proved in the case when $B=0$ in [5] and the more general log version was proved in [25]. The implication $1 \Rightarrow 3,2 \Rightarrow 4$ was proved in [10].

So one just needs to show $4 \Rightarrow 2$, which will be proved by contradiction. Denote $\delta=\delta^{\text {NA }}$ and assume 2 is not true. Then we can pick $\delta^{\prime} \in(0, \delta)$ and a sequence $\left\{\varphi_{j}\right\}_{1}^{\infty} \in \mathcal{E}^{1}$ such that:

$$
\mathcal{M}_{B}\left(\varphi_{j}\right) \leq \delta^{\prime} J\left(\varphi_{j}\right)-j .
$$

We normalizes $\varphi_{j}$ such that $\sup \left(\varphi_{j}-\psi\right)=0$. The inequality $\mathcal{M}_{B} \geq C-n J$ implies $J\left(\varphi_{j}\right) \rightarrow+\infty$, and hence $E\left(\varphi_{j}\right) \leq-J\left(\varphi_{j}\right) \rightarrow-\infty$.

Step 1: Constructing a geodesic ray in $\mathcal{E}^{1}$
Connect $\psi$ and $\varphi_{j}$ by a geodesic segment $\left\{\varphi_{j, s}\right\}$ parametrized so that $S_{j}=-E\left(\varphi_{j}\right) \rightarrow$ $+\infty$. For any $s \in\left(0, S_{j}\right]$, we have $E\left(\varphi_{j, s}\right)=-s$ and $\sup \left(\varphi_{j, s}-\psi\right)=0$. So $J\left(\varphi_{j, s}\right) \leq$ $\sup \left(\varphi_{j, s}-\psi\right)-E\left(\varphi_{j, s}\right)=s \leq S_{j}$ and $\mathcal{M}_{B}\left(\varphi_{j}\right) \leq \delta^{\prime} S_{j}-j \leq \delta^{\prime} S_{j}$. By [6], $\mathcal{M}_{B}$ is convex along geodesic segment. So

$$
\begin{equation*}
\mathcal{M}_{B}\left(\varphi_{j, s}\right) \leq \frac{S_{j}-s}{S_{j}} \mathcal{M}_{B}(\psi)+\frac{s}{S_{j}} \mathcal{M}_{B}\left(\varphi_{j}\right) \leq \delta^{\prime} s+C \tag{135}
\end{equation*}
$$

Using $\mathcal{M}_{B} \geq H_{B}-n J$, we get $H_{B}\left(\varphi_{j, s}\right) \leq\left(\delta^{\prime}+n\right) s+C$. So for any fixed $S>0$ and $s \leq S$, the metrics $\varphi_{j, s}$ lie in the set:

$$
\mathcal{K}_{S}:=\left\{\varphi \in \mathcal{E}^{1} ; \sup (\varphi-\psi)=0 \text { and } H_{B}(\varphi) \leq\left(\delta^{\prime}+n\right) s+C\right\}
$$

This is a compact subset of the metric space $\left(\mathcal{E}^{1}, d_{1}\right)$ by Theorem 2.4 from [4]. So, by arguing as in [5], after passing to a subsequence, $\left\{\varphi_{j, s}\right\}$ converges to a geodesic ray $\left\{\varphi_{s}\right\}_{s \geq 0}$ in $\mathcal{E}^{1}$, uniformly for each compact time interval. $\left\{\varphi_{s}\right\}$ satisfies $\sup \left(\varphi_{s}-\psi_{0}\right)=0$ and $E\left(\varphi_{s}\right)=-s$. Moreover,

$$
\begin{equation*}
\mathcal{D}_{B}\left(\varphi_{s}\right) \leq \mathcal{M}_{B}\left(\varphi_{s}\right) \leq \delta^{\prime} s+C \text { for } s \geq 0 . \tag{136}
\end{equation*}
$$

Denote $\mathbb{D}=\{\tau \in \mathbb{C} ;|\tau| \leq 1\}$ and $\mathbb{D}^{*}=\mathbb{D} \backslash\{0\}$. $\left\{\varphi_{s}\right\}$ defines an $S^{1}$-invariant metric $\Phi$ on $p_{1}^{*} L$ over $M \times \mathbb{D}^{*}$ such that the restriction of $\Phi$ to $M \times\{\tau\}$ is $\varphi_{\log |\tau|^{-1}}$. Moreover, $\Phi$ is
plurisubharmonic because $\Phi_{j}$ converges to $\Phi$ locally uniformly in $L^{1}$ topology, where $\Phi_{j}$ is the psh metric on $p_{1}^{*} L \rightarrow M \times\left\{e^{-S_{j}} \leq|\tau|<1\right\}$ defined by the geodesic segment $\left\{\varphi_{j, s}\right\}$.

## Step 2: Approximate geodesic ray by test configurations

Because $\sup \left(\varphi_{s}-\varphi\right)=0$ for any $s, \Phi$ extends to a psh metric on $p_{1}^{*} L$ over $M \times \mathbb{D}$. Consider the multiplier ideals $\mathcal{J}(m \Phi) \subset \mathcal{O}_{M \times \mathbb{C}}$ which is defined over any $U \subset M \times \mathbb{C}$ as

$$
\begin{array}{r}
\mathcal{J}(m \Phi)(U):=\left\{f \in \mathcal{O}_{M \times \mathbb{C}}(U) ; w(f)+A_{M \times \mathbb{C}}(w)-m w(\Phi) \geq 0\right. \\
\text { for any divisorial valuation } w \text { on } M \times \mathbb{C}\} \tag{137}
\end{array}
$$

$\mathcal{J}(m \Phi)$ are co-supported on $\mathbb{C}^{*}$-invariant proper subvarieties of the central fiber $M \times\{0\}$. Fix a very ample line bundle $H$ on $M$. Choose $m_{0}$ large enough such that $A:=m_{0} L-K_{M}-$ $(n+1) H$ is ample on $M$ and write:

$$
\mathcal{F}:=\mathcal{O}\left(\left(m+m_{0}\right) p_{1}^{*} L\right) \otimes \mathcal{J}(m \Phi)=\mathcal{O}\left(p_{1}^{*}\left(K_{M}+m L+A+(n+1) H\right) \otimes \mathcal{J}(m \Phi)\right)
$$

Then for any $i>0, j>0$, we have:

$$
\begin{aligned}
& R^{i}\left(p_{2}\right)_{*}\left(\mathcal{F} \otimes p_{1}^{*} H^{\otimes(j-i)}\right) \\
= & R^{i}\left(p_{2}\right)_{*}\left(\mathcal{O}\left(p_{1}^{*}\left(K_{M}+m L+A+(j+(n+1)-i) H\right) \otimes \mathcal{J}(m \Phi)\right)\right) \\
= & 0
\end{aligned}
$$

by the Nadel vanishing theorem. By the relative version of Castelnuovo-Mumford criterion, $\mathcal{O}\left(\left(m+m_{0}\right) p_{1}^{*} L\right) \otimes \mathcal{J}(m \Phi)$ is $p_{2}$-globally generated. Because $\mathbb{D}$ is Stein, $\mathcal{O}\left(\left(m+m_{0}\right) p_{1}^{*} L\right) \otimes$ $\mathcal{J}(m \Phi))$ is generated by global sections on $M \times \mathbb{D}$ if $m \geq 1$ and ( $m+m_{0}$ ) is sufficiently divisible.

Let $\mu_{m}: \mathcal{M}_{m} \rightarrow M \times \mathbb{C}$ denote the normalized blow-up of $M \times \mathbb{C}$ along $\mathcal{J}(m \Phi)$, with exceptional divisor $E_{m}$ and set $\mathcal{L}_{m}=\mu_{m}^{*} p_{1}^{*} L-\frac{1}{m+m_{0}} E_{m}$. Let $\mathcal{B}_{m}$ be the strict transform of $B \times \mathbb{C}$. Then $\left(\mathcal{M}_{m}, \mathcal{B}_{m}, \mathcal{L}_{m}\right)$ is a normal semi-ample test configuration for $(M, B, L)$, inducing a non-Archimedean metric $\phi_{m} \in \mathcal{H}^{\mathrm{NA}}$ given by:

$$
\phi_{m}(v)=\frac{1}{m+m_{0}} v(\mathcal{J}(m \Phi))
$$

for each $\mathbb{C}^{*}$-invariant divisorial valuation $v$ on $M \times \mathbb{C}$.
Choose any $S^{1}$-invariant smooth psh metric $\Psi_{m}$ on $\mathcal{L}_{m}$. The corresponding geodesic ray $\varphi_{m, s}$ satisfies (see $[2,10]$ ):

$$
\begin{equation*}
\lim _{s \rightarrow+\infty} \frac{L_{B}\left(\varphi_{m, s}\right)}{s}=L_{B}^{\mathrm{NA}}\left(\phi_{m}\right) \text { and } \lim _{s \rightarrow+\infty} \frac{1}{s} E\left(\varphi_{m, s}\right)=E^{\mathrm{NA}}\left(\phi_{m}\right)=-J^{\mathrm{NA}}\left(\phi_{m}\right) \tag{138}
\end{equation*}
$$

The psh metric $\Phi_{m}$ on $p_{1}^{*} L$ over $M \times \mathbb{D}$ induced by $\Psi_{m}$ has analytic singularities of type $\mathcal{J}(m \Phi)^{1 /\left(m+m_{0}\right)}$. By Proposition A.1, $\Phi_{m}$ is less singular than $\Phi$. Note that here we used the smoothness of the ambient space $M \times \mathbb{C}$. By monotonicity of $E$, we get:

$$
\begin{equation*}
E^{\mathrm{NA}}\left(\phi_{m}\right)=\lim _{s \rightarrow+\infty} \frac{E\left(\varphi_{m, s}\right)}{s} \geq \lim _{s \rightarrow+\infty} \frac{E\left(\varphi_{s}\right)}{s}=-1 \tag{139}
\end{equation*}
$$

## Step 3: asymptotic expansion of $L_{B}$ along the geodesic ray

The following theorem is the log version of [5, Theorem 3.1]. It can be seen as the generalization of Berman's expansion of log-Ding energy in [2] along test configurations to the case of any subgeodesic rays.
Theorem A.2. Let $\varphi_{s}$ be a subgeodesic ray in $\mathcal{E}^{1}$ normalized such that $\sup \left(\varphi_{s}-\varphi_{0}\right)=0$ and let $\Phi$ be the corresponding $S^{1}$-invariant psh metric on $p_{1}^{*} L \rightarrow M \times \mathbb{C}$. Then

$$
\begin{equation*}
\lim _{s \rightarrow+\infty} \frac{L_{B}\left(\varphi_{s}\right)}{s}=\inf _{w}\left(A_{(M, B) \times \mathbb{C}}(w)-1-w\left(\ell^{-1} \Phi\right)\right) \tag{140}
\end{equation*}
$$

where $w$ ranges over $\mathbb{C}^{*}$-invariant divisorial valuations on $M \times \mathbb{C}$ such that $w(\tau)=1$, and $A_{(M, B) \times \mathbb{C}}(w)$ is the log discrepancy of $w$.

For the reader's convenience, we write down the part of proof in [5] that needs to be modified (see Lemma A. 3 and identity (147)).

Proof. By [7], the function

$$
\begin{equation*}
L(\tau):=L_{B}\left(\ell^{-1}, \varphi_{\log |\tau|^{-1}}\right)=-\log \left(\frac{1}{V} \int_{M} \frac{e^{-\ell^{-1} \varphi}}{\left|s_{B}\right|^{2}}\right) \tag{141}
\end{equation*}
$$

is subharmonic on $\mathbb{D}$ and its Lelong number $\nu$ at the origin coincides with the negative of the left-hand-side of (140). We need to show that $\nu$ is equal to

$$
\begin{equation*}
s:=\sup _{w}\left(w\left(\ell^{-1} \Phi\right)+1-A_{(M, B) \times \mathbb{C}}(w)\right) . \tag{142}
\end{equation*}
$$

By [2, Proposition 3.8], $\nu$ is the infimum of all $c \geq 0$ such that:

$$
\begin{equation*}
\int_{U} e^{-\left(L(\tau)+(1-c) \log |\tau|^{2}\right)} i d \tau \wedge d \bar{\tau}=\int_{M \times U} e^{-\left(\ell^{-1} \Phi+\log \left|s_{B \times \mathbb{C}}\right|^{2}+(1-c) \log |\tau|^{2}\right)} i d \tau \wedge d \bar{\tau}<+\infty \tag{143}
\end{equation*}
$$

Locally near each point of $M \times\{0\}$, if $B=\sum_{i} \alpha_{i}\left\{f_{i}=0\right\}$, then we have

$$
e^{-\ell^{-1} \Phi-\log \left|s_{B \times C}\right|^{2}} i d \tau \wedge d \bar{\tau}=e^{-\ell^{-1} \varphi-\sum_{i} \alpha_{i} \log \left|f_{i}\right|^{2}} d V
$$

with $\varphi$ psh and $d V$ a smooth volume form. Setting $p:=\lfloor c\rfloor$ and $r=r-p \in[0,1)$, we get:

$$
e^{-\left(\ell^{-1} \Phi+\log \left|s_{B \times C}\right|^{2}+(1-c) \log |\tau|^{2}\right)} i d \tau \wedge d \bar{\tau}=|\tau|^{2 p} e^{-\left(\ell^{-1} \varphi+\sum_{i} \alpha_{i} \log \left|f_{i}\right|^{2}+(1-r) \log |\tau|\right)} d V
$$

It follows from [8, Theorem 5.5] that

$$
\begin{aligned}
\int_{M \times U} e^{-\left(\ell^{-1} \Phi+\log \left|s_{B \times \mathbb{C}}\right|^{2}+(1-c) \log |\tau|^{2}\right)} i d \tau \wedge d \bar{\tau}<+\infty \\
\Longrightarrow \quad \sup _{w} \frac{w\left(\ell^{-1} \Phi\right)+w(B \times \mathbb{C})+(1-r) w(\tau)}{p w(\tau)+A_{M \times \mathbb{C}}(w)} \leq 1
\end{aligned}
$$

where $w$ ranges over all divisorial valuations on $M \times \mathbb{C}$. By homogeneity and by the $S^{1}$ invariance of $\Phi$, it suffices to consider $w$ that are $\mathbb{C}^{*}$-invariant and normalized by $w(\tau)=1$. We then get:

$$
\begin{equation*}
w\left(\ell^{-1} \Phi\right)+1 \leq p+r+A_{M \times \mathbb{C}}(w)-w(B \times \mathbb{C})=c+A_{(M, B) \times \mathbb{C}}(w) \tag{144}
\end{equation*}
$$

So we get $s \leq \nu$.
Conversely, [8, Theorem 5.5] shows that:

$$
\begin{align*}
\sup _{w} \frac{w\left(\ell^{-1} \Phi\right)+w(B \times \mathbb{C})+1-r}{p+A_{M \times \mathbb{C}}(w)}<1  \tag{145}\\
\Longrightarrow \int_{M \times U} e^{-\left(\ell^{-1} \Phi+\log \left|s_{B \times \mathbb{C}}\right|^{2}+(1-c) \log |\tau|\right)} i d \tau \wedge d \bar{\tau}<+\infty .
\end{align*}
$$

Lemma A.3. The left-hand-side of (145) is equivalent to the existence of $\epsilon>0$ such that

$$
\begin{equation*}
w\left(\ell^{-1} \Phi\right)+1 \leq(1-\epsilon) A_{(M, B) \times \mathbb{C}}(w)+c \quad \text { for all } w . \tag{146}
\end{equation*}
$$

Proof. If the left-hand-side of (145) holds, then there exists $\epsilon>0$ such that:

$$
\begin{aligned}
w\left(\ell^{-1} \Phi\right)+1 & <(1-\epsilon)\left(p+A_{M \times \mathbb{C}}(w)\right)-w(B \times \mathbb{C})+r \\
& =(1-\epsilon) A_{(M, B) \times \mathbb{C}}(w)+c-\epsilon w(B \times \mathbb{C})-\epsilon p \\
& \leq(1-\epsilon) A_{(M, B) \times \mathbb{C}}(w)+c
\end{aligned}
$$

Conversely, assume (146) holds. Notice that $(M \times \mathbb{C}, B \times \mathbb{C})$ is $\log$ terminal, and hence

$$
\frac{A_{M \times \mathbb{C}}(w)}{w(B \times \mathbb{C})} \geq \operatorname{lct}:=\operatorname{lct}(M \times \mathbb{C}, B \times \mathbb{C})>1
$$

We then have:

$$
\begin{aligned}
w\left(\ell^{-1} \Phi\right)+1 & \leq(1-\epsilon) A_{(M, B) \times \mathbb{C}}(w)+c \\
& =(1-\epsilon) A_{M \times \mathbb{C}}(w)-w(B \times \mathbb{C})+\epsilon w(B \times \mathbb{C})+c \\
& \leq(1-\epsilon) A_{M \times \mathbb{C}}(w)-w(B \times \mathbb{C})+\epsilon \cdot \operatorname{lct}^{-1} A_{M \times \mathbb{C}}(w)+c \\
& =\left(1-\left(1-\operatorname{lct}^{-1}\right) \epsilon\right) A_{M \times \mathbb{C}}(w)-w(B \times \mathbb{C})+c
\end{aligned}
$$

On the other hand, since $p$ is bounded and $A_{M \times \mathbb{C}}(w) \geq 1$, there exists a constant $C_{1}>0$ such that $p \leq C_{1} \cdot A_{M \times \mathbb{C}}(w)$. Then if we let $\epsilon^{\prime}=\frac{1}{C_{1}+1}\left(1-\right.$ lct $\left.{ }^{-1}\right) \epsilon$, then the left-hand-side of (146) indeed holds:

$$
w\left(\ell^{-1} \Phi\right)+1 \leq\left(1-\epsilon^{\prime}\right)\left(A_{M \times \mathbb{C}}(w)+p\right)-w(B \times \mathbb{C})+r
$$

With the above lemma, the inequality $\nu \leq s$ can be proved in the same way as in [5] using proof by contradiction. If $\nu>s$ then there exists $\rho>0$ and a sequence of $\mathbb{C}^{*}$-invariant divisorial valuations with $w_{j}(\tau)=1$ such that:

$$
w_{j}\left(\ell^{-1} \Phi\right) \geq\left(1-\frac{1}{j}\right) A_{(M, B) \times \mathbb{C}}\left(w_{j}\right)-1+s+\rho
$$

Let $W$ be the subset of the Berkovich analytification $(M \times \mathbb{C})^{\text {an }}$ consisting of semivaluations $w$ that are $\mathbb{C}^{*}$-invariant and satisfy $w(\tau)=1$. We can take limit $w_{j}$ converges to a semivaluation $w_{\infty}$. For each $m \geq 1$, the multiplier ideal sheaf $\mathcal{J}(m \Phi)$ defined in (137) satisfies:

$$
\begin{aligned}
\frac{1}{m} w_{j}\left(\ell^{-1} \mathcal{J}(m \Phi)\right) & \geq w_{j}\left(\ell^{-1} \Phi\right)-\frac{1}{m} A_{M \times \mathbb{C}}\left(w_{j}\right) \\
& \geq\left(1-\frac{1}{j}-\frac{1}{m}\right) A_{(M, B) \times \mathbb{C}}\left(w_{j}\right)-\frac{1}{m} w_{j}(B \times \mathbb{C})-1+s+\rho
\end{aligned}
$$

for all $j \geq 1$. By [33], $w \rightarrow w\left(\ell^{-1}(m \Phi)\right)$ and $w \rightarrow w(B \times \mathbb{C})$ are continuous, while $w \mapsto$ $A_{(M, B) \times \mathbb{C}}(w)$ is lower semicontinuous on $W$. Letting $j \rightarrow+\infty$, we get:

$$
\begin{equation*}
w_{\infty}\left(\ell^{-1} \mathcal{J}(m \Phi)\right) \geq\left(1-\frac{1}{m}\right) A_{(M, B) \times \mathbb{C}}\left(w_{\infty}\right)-\frac{1}{m} w_{\infty}(B \times \mathbb{C})-1+s+\rho \tag{147}
\end{equation*}
$$

In particular, $A_{(M, B) \times \mathbb{C}}\left(w_{\infty}\right)<+\infty$. On the other hand, using the definition of $s$ in (142) and the inequality (150), we get:

$$
\begin{equation*}
\frac{1}{m} w\left(\ell^{-1} \mathcal{J}(m \Phi)\right) \leq w\left(\ell^{-1} \Phi\right) \leq A_{(M, B) \times \mathbb{C}}(w)-1+s \tag{148}
\end{equation*}
$$

for all divisorial valuations $w$. Using density of divisorial valuations in $W$ and semicontinuity properties, we get:

$$
\begin{equation*}
A_{(M, B) \times \mathbb{C}}\left(w_{\infty}\right)-1+s \geq\left(1-\frac{1}{m}\right) A_{(M, B) \times \mathbb{C}}\left(w_{\infty}\right)-\frac{1}{m} w_{\infty}(B \times \mathbb{C})-1+s+\rho, \tag{149}
\end{equation*}
$$

which gives a contradiction by letting $m \rightarrow+\infty$.

In the above argument, we used the inequality:

$$
\begin{equation*}
w(\mathcal{J}(m \Phi)) \leq m w(\Phi) \leq w(\mathcal{J}(m \Phi))+A_{M \times \mathbb{C}}(w) \tag{150}
\end{equation*}
$$

The first inequality holds because of (134). The second inequality follows from the definition of multiplier ideal $\mathcal{J}(m \Phi)$ in (137). With Theorem A. 2 and (150), we get the following result
Proposition A. 4 ([5]). We have the identity:

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} L_{B}^{\mathrm{NA}}\left(\phi_{m}\right)=\lim _{s \rightarrow+\infty} \frac{L_{B}\left(\varphi_{s}\right)}{s} \tag{151}
\end{equation*}
$$

Proof. For simplicity, denote the right-hand-side of (151) by $T^{\prime}$ and

$$
T_{+}:=\limsup _{m \rightarrow+\infty} L_{B}^{\mathrm{NA}}\left(\phi_{m}\right) \geq T_{-}:=\liminf _{m \rightarrow+\infty} L_{B}^{\mathrm{NA}}\left(\phi_{m}\right)
$$

Using (134), we get, for any $\mathbb{C}^{*}$-invariant valuation $w$ on $M \times \mathbb{C}$ with $w(\tau)=1$,

$$
\begin{aligned}
A_{(M, B) \times \mathbb{C}}(w)-1-\frac{\ell^{-1}}{m+m_{0}} w(\mathcal{J}(m \Phi)) & \geq A_{(M, B) \times \mathbb{C}}(w)-1-\frac{m \ell^{-1}}{m+m_{0}} w(\Phi) \\
& \geq A_{(M, B) \times \mathbb{C}}(w)-1-w\left(\ell^{-1} \Phi\right)
\end{aligned}
$$

Taking infimum on both sides, we get $L_{B}\left(\phi_{m}\right) \geq T^{\prime}$ for any $m$ and hence $T_{-} \geq T^{\prime}$. On the other hand, for $\epsilon>0$, there exists $v$ such that

$$
A_{(M, B) \times \mathbb{C}}(v)-1-v\left(\ell^{-1} \Phi\right) \leq T^{\prime}+\epsilon
$$

Then we use both inequalities (150) to get:

$$
\begin{aligned}
L_{B}^{\mathrm{NA}}\left(\phi_{m}\right) & \leq A_{(M, B) \times \mathbb{C}}(v)-1-\frac{\ell^{-1}}{m+m_{0}} v(\mathcal{J}(m \Phi)) \\
& =A_{(M, B) \times \mathbb{C}}(v)-1-\frac{\ell^{-1}}{m} v(\mathcal{J}(m \Phi))+\frac{m_{0} \ell^{-1}}{m\left(m+m_{0}\right)} v(\mathcal{J}(m \Phi)) \\
& \leq A_{(M, B) \times \mathbb{C}}(v)-1-v\left(\ell^{-1} \Phi\right)+\frac{\ell^{-1}}{m+m_{0}} A_{M \times \mathbb{C}}(v)+\frac{m_{0} \ell^{-1}}{m+m_{0}} v(\Phi) \\
& \leq T^{\prime}+\epsilon+\frac{\ell^{-1}}{m+m_{0}} A_{M \times \mathbb{C}}(v)+\frac{m_{0} \ell^{-1}}{m+m_{0}} v(\Phi) .
\end{aligned}
$$

Taking limsup as $m \rightarrow+\infty$, we get $T_{+} \leq T^{\prime}+\epsilon$. Since $\epsilon>0$ is arbitrary, we get $T_{+} \leq T^{\prime}$ and hence $T_{+}=T_{-}=T^{\prime}$ as wanted.

## Step 4: Completion of the proof

With the above preparations, the last step of the proof is exactly the same as the argument in [5]. Indeed, on the one hand,

$$
\begin{equation*}
\ell \cdot \lim _{s \rightarrow+\infty} \frac{L_{B}\left(\varphi_{s}\right)}{s}=\lim _{s \rightarrow+\infty} \frac{\mathcal{D}_{B}\left(\varphi_{s}\right)}{s}+\lim _{s \rightarrow+\infty} \frac{E\left(\varphi_{s}\right)}{s} \leq \delta^{\prime}-1 \tag{152}
\end{equation*}
$$

On the other hand, because of the uniform K-stability, we have:

$$
\begin{aligned}
\ell \cdot L_{B}^{\mathrm{NA}}\left(\phi_{m}\right) & =\mathcal{D}_{B}^{\mathrm{NA}}\left(\phi_{m}\right)+E^{\mathrm{NA}}\left(\phi_{m}\right) \geq \delta J^{\mathrm{NA}}\left(\phi_{m}\right)+E^{\mathrm{NA}}\left(\phi_{m}\right) \\
& =(1-\delta) E^{\mathrm{NA}}\left(\phi_{m}\right) \geq \delta-1
\end{aligned}
$$

Because of (151), these two identities contradict $\delta^{\prime}<\delta$.
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