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1. The differential complex under study.
Statement of the theorem

Let Mn+1 be a manifold of class Cω, and let a real-analytic vector subbundle T ′

of the complex(ified) cotangent bundle CT ∗M be given, which is spanned, locally,
by the differential of a single analytic function. The orthogonal V of T ′ for the
duality between tangent and cotangent vectors is a vector subbundle of CTM of
rank n = dimM−1, which satisfies the Frobenius condition [V ,V ] ⊂ V . Conversely,
given any real-analytic vector subbundle V of CTM whose fibre dimension (i.e.,
rank) is equal to n and which is such that [V ,V ] ⊂ V , its orthogonal T ′ is locally
generated by a single closed one-form of class Cω.

A differential complex on M is naturally associated to a structure of this type.
We quickly recall the coordinate free definition of this complex. Let Λp(CT ∗M)
denote the pth exterior power of CT ∗M, and let Λ1,q denote the vector subbundle of
Λq+1(CT ∗M) spanned by exterior products of ω0∧ω1∧· · ·∧ωq (0 ≤ q ≤ n) with ω0

a smooth section of T ′ and ω1, . . . , ωq smooth one-forms in M. We have dω0 ∈ Λ1,1,
hence d(ω0 ∧ ω1 ∧ · · · ∧ ωq) ∈ Λ1,q+1. If $ is a smooth section of Λ1,q, then d$
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is one of Λ1,q+1. Set Λ0,q = Λq(CT ∗M)/Λ1,q−1; if a smooth form $ represents a
section of Λ0,q, then d$ represents one of Λ0,q+1. We denote by C∞(U ; Λp,q) [resp.,
D′(U ; Λp,q)] the space of C∞ (resp., distribution) sections of Λp,q over an open
subset U of M (p = 0, 1). Of course C∞(U ; Λ0,0) = C∞(U),D′(U ; Λ0,0) = D′(U)
and D′(U ; Λp,q) = {0} if q > n. The exterior derivative d induces differential
operators

d′ : D′(U ; Λp,q−1) → D′(U ; Λp,q), d′ : C∞(U ; Λp,q−1) → C∞(U ; Λp,q).

Clearly d2 = 0 ⇒ d′2 = 0. For p = 0, 1 fixed and q = 1, 2, . . . , we get two differential
complexes on U ⊂ M.

In well-chosen local coordinates one can get concrete and convenient represen-
tations of these differential complexes. In a suitably small open neighborhood Ω
of an arbitrary point O of M we can select a Cω function Z whose differential dZ
spans T ′|Ω, and real-analytic coordinates x, t1, . . . , tn vanishing at O and such that
Z|t=0 = x. Possibly after contracting Ω about O, we change our choice of the
coordinate x to x = ReZ. These coordinates identify Ω to an open subset of R

n+1

in which

Z(x, t) = x+ ιΦ(x, t) (ι =
√
−1),(1.1)

with Φ ∈ Cω(Ω) real-valued and Φ|t=0 = 0. The vector fields L1, . . . , Ln defined by
the relations

LjZ = 0, Ljtk = δjk (j, k = 1, . . . , n)(1.2)

form a basis of V|Ω. This will be our framework throughout the remainder of the
article. The point O becomes the origin of R

n+1.
If z0 ∈ C and if S is a subset of Ω, then we shall refer to the pre-image F(z0, S) =

{(x, t) ∈ S;Z(x, t) = z0} as a fibre of Z in S. Of course, F(z0, S) = ∅ if z0 /∈ Z(S).
The germs of sets at O represented by the fibres of Z in neighborhoods of O are
invariants of the locally integrable structure defined by T ′ and V (Baouendi-Treves
[1]; also Treves [20, Corollary II.3.1]).

It is also convenient to introduce the vector field L0 defined by

L0Z = 1, L0tk = 0 (k = 1, . . . , n).(1.3)

Of course the vector fields L0, L1, . . . , Ln form a basis over Ω of the complex tangent
bundle. The relations (1.2) and (1.3) entail [Lj , Lk] = 0 for all j, k = 0, 1, . . . , n. The
coefficients of the vector fields Lj are complex-valued and real-analytic. Actually,

L0 = (1 + ιΦx)−1∂/∂x, Lj = ∂/∂tj − ι(∂Φ/∂tj)L0, j = 1, . . . , n.(1.4)

Notice that if f ∈ C∞(Ω), then

df = L0f dZ +

n∑
j=1

Ljf dtj .(1.5)

If U is an open subset of Ω and q a positive integer, the space C∞(U ; Λ0,q) (see
the beginning of this section) can and will be identified to the space of differential
forms

f(x, t, dt) =
∑
|I|=q

fI(x, t) dtI ,(1.6)

where fI ∈ C∞(U), I = {i1, . . . , iq} ∈ Z
q
+ with 1 ≤ i1 < · · · < iq ≤ n, and

dtI = dti1 ∧ · · · ∧ dtiq .
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As for the elements of C∞(U ; Λ1,q) they are the differential forms f ∧ dZ with f as
in (1.6). Of course, f → f ∧dZ is an isomorphism of C∞(U ; Λ0,q) onto C∞(U ; Λ1,q).

The vector fields Lj define an operator L acting on forms (1.6):

Lf(x, t, dt) =
∑
|I|=q

n∑
j=1

LjfI(x, t) dtj ∧ dtI .(1.7)

According to (1.4) we may write

Lf = dtf − ιdtΦ ∧ L0f,(1.8)

with the vector field L0 acting coefficientwise on f . We obtain a differential complex

L : C∞(U ; Λ0,q−1) → C∞(U ; Λ0,q), q = 1, 2, . . . ,(1.9)

since L2 = 0. Formula (1.5) shows that

d(f ∧ dZ) = Lf ∧ dZ, ∀f ∈ C∞(U ; Λ0,q).(1.10)

Thus the differential complex (1.9) is isomorphic to the complex

d : C∞(U ; Λ1,q−1) → C∞(U ; Λ1,q), q = 1, 2, . . . .(1.11)

We have analogous complexes of currents, i.e., differential forms with distribu-
tions as coefficients; it suffices to substitute D′ for C∞ in what precedes.

One commonly says that the Poincaré Lemma holds at the point O ∈ Ω in degree
q (1 ≤ q ≤ n) for the differential complex (1.9) if the following is true:

To each open neighborhood U ⊂ Ω of O there is an open
neighborhood V ⊂ U of O that has the following property:(1.12)q

To every form f ∈ C∞(U ; Λ0,q) such that Lf ≡ 0 in U , there
is a form u ∈ C∞(V ; Λ0,q−1) such that Lu = f in V .

(?)q

By the isomorphism indicated above, Property (?)q is equivalent to the property
that to every closed form f ∈ C∞(U ; Λ1,q) there is a form u ∈ C∞(V ; Λ1,q−1) such
that du = f in V . Also notice that (1.12)q entails

To each open neighborhood U ⊂ Ω of O there is an open
neighborhood V ⊂ U of O that has the following property:(1.12′)q

To every form f ∈ C∞(U ; Λ0,q) such that Lf ≡ 0 in U , there
is a current u ∈ D′(V ; Λ0,q−1) such that Lu = f in V .

(?′)q

Now denote by H̃∗(. . . ) the reduced singular homology with complex coefficients.
Outside of the trivial case Φ ≡ 0 the codimension of a generic fibre F(z0, U) is equal
to two, i.e., dimF(z0, U) = n − 1 [of course, the dimension of a nongeneric fibre
F(z0, U) can be equal to any number between 0 and n, as when Φ = t21 + · · ·+ t2ν or
Φ = xt1]. We shall say that the V-fibration of M is homologically trivial in degree
q (0 ≤ q ≤ n− 1) at the point O ∈ Ω if the following is true:

To each open neighborhood U of O in Ω there is an open
neighborhood V ⊂ U of O such that the following property
holds:

(1.13)q

∀z0 ∈ C, the inclusion F(z0, V ) ⊂ F(z0, U) induces the zero

map H̃q(F(z0, V )) → H̃q(F(z0, U)).
(??)q

The vanishing of the map H̃q(F(z0, V )) → H̃q(F(z0, U)) has the following meaning:
when q = 0 : F(z0, V ) is contained in a single connected component of F(z0, U);
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when q ≥ 1: every q-cycle in F(z0, V ) bounds in F(z0, U);
when q = n− 1 and n ≥ 2: no connected component of F(z0, V ) is compact.
[When q = n− 1, the presence of the larger neighborhood U is irrelevant.]

It should be pointed out that the validity of Property (??)q for regular fibres
F(z0, U) [i.e., z0 is a noncritical value of Z or, equivalently, y0 is not a critical value
of t→ Φ(x0, t)] implies its validity for all fibres. The proofs of all the results stated
below make use only of the validity of (??)q for regular fibres F(z0, U).

Under the hypotheses of the present work, i.e., Z ∈ Cω, Treves [19] conjectured,
and proved in the case q = 1, the following

Theorem 1.1. For (1.12′)q to be valid it is necessary that the V-fibration of M be
homologically trivial in degree q− 1 at O. Conversely, if the latter is true, then the
Poincaré Lemma holds at O ∈ Ω, in degree q, for the differential complex (1.9).

In other words, the following entailments are true:

(1.12′)q ⇒ (1.13)q−1 ⇒ (1.12)q [⇒ (1.12′)q].

Actually, in the case q = 1 a slightly weaker version of Theorem 1.1 was proved in
[19]: to establish Property (1.12)1 the validity of (1.13)0 was needed not only at O
but at every point in a full neighborhood of O.

In full generality, i.e., under the sole hypothesis Z ∈ C∞(Ω), Cordaro and Treves
[5] established that (1.12′)q ⇒ (1.13)q−1 for all q = 1, . . . , n.

In the present paper we limit our attention to the entailment (1.13)q−1 ⇒ (1.12)q.
For q = 1 it was proved by Mendoza and Treves in [14] in full generality, i.e., under
the hypothesis Z ∈ C∞. For q = n and Z ∈ Cω the same result was proved by
Cordaro and Hounie [4].

Concerning this background two more remarks are in order:

1. When n = 1 Property (1.13)1 coincides with the solvability condition (P) ([15]),
as it should, since (P) ⇔ (1.12)1 ⇔ (1.12′)1 when n = 1. [That (P) ⇒ (1.12)1
is a particular case of [10, Theorem 7.3]. A fully general proof of the fact that
(1.12′)1 ⇒ (P) was first given by Hörmander [11] and follows from an argument of
R. Moyer. For a locally integrable vector field L both proofs can be simplified, as
shown in Sections VIII.8, VIII.9, VIII.10 of [20].] If n = 1, one is dealing with a
single vector field with smooth coefficients, L = ∂/∂t− (Zt/Zx)∂/∂x. The real part
of the symbol of ZxL,Φtξ − Φxτ + ιτ , is equal to Φtξ on any null bicharacteristic
of the imaginary part. Condition (P) states that, for each fixed x, the function
t → Φt(x, t) does not change sign, which is the same as saying that the level sets
of its primitive, t→ Φ(x, t), are connected.

2. The work [6] formulates a hyperfunction version of Property (1.12)q, and proves
that it implies (1.13)q−1, when Z ∈ C∞ (generalizing the obvious hyperfunction
version when the coefficients of the vector fields Lj are analytic). The converse en-
tailment is established in [7]. In other words, the hyperfunction version of Theorem
1.1 has been proved. What we still don’t know is whether (1.13)q−1 ⇒ (1.12)q [or
even (1.13)q−1 ⇒ (1.12′)q] when q ≥ 2 and Z is smooth but not analytic.

The present work is devoted to the proof that (1.13)q−1 ⇒ (1.12)q for 1 ≤ q ≤ n
and Z ∈ Cω, thus completing the proof of Theorem 1.1 when Z ∈ Cω. The proof
will rely on the following consequence of the Approximate Poincaré Lemma [20,
Corollaries II.6.4 and II.6.5]:
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Lemma 1.2. To every open neighborhood U of O in Ω there is an open neighbor-
hood V ⊂ U of O such that the following is true:

For any z0 ∈ Z(V ), the integral of any L-closed form f ∈
C∞(U ; Λ0,q) over any Lipschitz q-cycle γ ⊂ F(z0, V ) van-
ishes.

(1.14)q

Property (1.14)q will allow us to apply De Rham’s theorem and assert that the
pullback to any C∞ submanifold Λ ⊂ F(z0, V ) of any L-closed form f ∈ C∞(U ; Λ0,q)
is exact [for the standard exterior derivative on Λ; see (2.3)q].

2. The lift to the sphere. Two lemmas. Proof of the theorem

Thanks to Lemma 1.2 we can select an interval I in the x-line, centered at zero,
and a ball rBn (Bn: open unit ball in Rn; r > 0) such that (1.14)q is valid with
V = I × rBn (⊂ U ⊂ Ω). Rescaling allows us to assume r > 1.

It is convenient (but not essential) to deal with compact fibres and for this to lift
the analysis from I×R

n to I×Sn (Sn: unit sphere in R
n+1). Call (t1, . . . , tn, tn+1)

the variable in Rn+1, and call π the coordinate projection (x, t1, . . . , tn, tn+1) →
(x, t1, . . . , tn); it maps I × Sn onto I × B

n
(B

n
: closed unit ball in Rn). We

pull back to I × Sn the integrable structure on Ω defined by the function Z. Call
Zπ = x+ ιΦπ(x, t) the pullback Z ◦ π; Φπ(x, t) is simply the restriction to I × Sn

of Φ(x, t) regarded as a function independent of tn+1. We have Φπ(x, 0) ≡ 0.
We denote by C∞(I × Sn; Λ0,q) the space of differential q-forms on I × Sn,

f =
∑
|J|=q

fJ(x, t) dtJ ,(2.1)

where fJ ∈ C∞(I × Sn). As usual, J = {j1, . . . , jq}, 1 ≤ j1 < · · · < jq ≤ n+ 1; of
course, in Sn the variables tj are not independent: t21 + · · ·+ t2n + t2n+1 = 1. We call

C∞(I × Sn; Λ1,q) the space of (q + 1)-forms dZπ ∧ f with f as in (2.1). The coor-

dinate projection π : Sn → B
n

defines the pullback map π∗ : C∞(I × B
n
; Λj,q) →

C∞(I × Sn; Λj,q) (j = 0, 1). The restriction of π to Sn
+ = {(t1, . . . , tn+1) ∈

Sn; tn+1 > 0} defines an isomorphism C∞(I × Bn; Λj,q) → C∞(I × Sn
+; Λj,q). We

may as well introduce the analogue of L [see (1.8)]:

f → Lπf = dtf − ιdtΦ
π ∧ Lπ

0f,

with Lπ
0 = (1 + ιΦπ

x)−1∂/∂x acting on the coefficients of differential forms. We get
the differential complexes (for j = 0, 1):

Lπ : C∞(I × Sn; Λj,q−1) → C∞(I × Sn; Λj,q), q = 1, 2, . . . .(2.2)

Now let Fπ(z0) be a fibre of the function Zπ : I ×Sn → C; Fπ(z0) is defined by

the equations x = x0,Φ
π(x, t) = y0; π(Fπ(z0)) = F(z0,B

n
). Consider an arbitrary

L-closed form f ∈ C∞(U ; Λ0,q). If X is any C∞ submanifold of Sn contained in
Fπ(z0) and if γ is a smooth q-cycle in X, then π(γ) is a smooth q-cycle contained

in π(X) ⊂ F(z0,B
n
). By (1.14)q we have

∫
γ π

∗f =
∫
π(γ) f = 0 and De Rham’s

theorem leads to the following conclusion:

Given any L-closed form f ∈ C∞(U ; Λ0,q), the pullback of
π∗f to any C∞ submanifold X of any fibre Fπ(z0) is exact.

(2.3)q
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Since L0 and L commute we may apply (2.3)q with Lk
0f in the place of f :

Given any L-closed form f ∈ C∞(U ; Λ0,q), the pullback of
π∗(Lk

0f) = (Lπ
0 )kπ∗f (k ∈ Z+) to any C∞ submanifold X of

a fibre Fπ(z0) is exact.
(2.4)q

Let p be an integer, 0 ≤ p ≤ n, and let Ω be an open subset of I × Sn. We
shall denote by C∞

∗ (Ω; Λ0,p) the subspace of C∞(Ω; Λ0,p) consisting of the forms F
that vanish to infinite order on the intersection of Ω with every singular fibre of
Zπ. By a singular fibre Fπ(z0) we mean a fibre of Zπ such that dtΦ

π(x0, t) = 0
for some, but not necessarily all, t ∈ Fπ(z0); in other words, z0 is a critical value
of Zπ. Here and throughout the sequel we use the following terminology: A C∞

function f in an open subset Y of a C∞ manifold X is said to vanish to infinite
order on a set E ⊂ Cl Y if, given any differential operator D with C∞ coefficients
in X, Df(p) → 0 as the point p ∈ Y approaches E. A C∞ differential form in Y is
said to vanish to infinite order on E if every one of its coefficients does.

Theorem 1.1 will be a consequence of the following two lemmas:

Lemma 2.1. Suppose that the form f ∈ C∞(I×Sn; Λ0,p) is Lπ-closed and that for
every k = 0, 1, . . . , the pullback of (Lπ

0 )kf to any C∞ submanifold of any fibre of Zπ

is exact. Then there are a rectangle R = {z = x+ιy ∈ C; |x| < a, |y| < b} (a, b > 0)
and a form u0 ∈ C∞(Uπ; Λ0,p−1) such that F = f − Lπu0 ∈ C∞

∗ (Uπ ; Λ0,p), where
Uπ = (Zπ)−1(R).

Lemma 2.2. Let R and Uπ be as in Lemma 2.1; suppose the pullback of F ∈
C∞
∗ (Uπ ; Λ0,p) to any C∞ submanifold of any fibre of Zπ in Uπ is exact. Then,

possibly after contracting R about zero, there is v ∈ C∞
∗ (Uπ; Λ0,p−1) such that

(F − dtv) ∧ dtΦπ = 0.

The proof of Lemma 2.1 is given in Section 3, and that of Lemma 2.2 in Sections
4 and 5. Here we show how Lemmas 2.1 and 2.2 entail Theorem 1.1. Actually we
need the following consequence of those lemmas:

Lemma 2.3. If f ∈ C∞(I ×Sn; Λ0,p) satisfies the hypotheses of Lemma 2.1 and if
the sets R, Uπ are as in Lemma 2.2, then there are forms w ∈ C∞(Uπ; Λ0,p−1) and
F1 ∈ C∞

∗ (Uπ; Λ0,p−1) such that

f = Lπw + dtΦ
π ∧ F1 in Uπ.(2.5)

Proof of Lemma 2.3. Let the forms f, u0 and F be as in Lemma 2.1, and let v be
related to F as in Lemma 2.2. In the open set Uπ

0 ⊂ Uπ where dtΦ
π 6= 0, Φπ may be

used as one of the coordinates; and (F − dtv)∧ dtΦπ = 0 ⇒ ∃F2 ∈ C∞(Uπ
0 ; Λ0,p−1)

such that

F − dtv = dtΦ
π ∧ F2 in Uπ

0 .(2.6)

When p = 1, F2 is a uniquely determined function; F2 belongs to C∞
∗ (Uπ) since the

coefficients of F−dtv do. When p ≥ 2 the form F2 is not unique since we can add to
it any form R∧dtΦπ, R ∈ C∞(Uπ; Λ0,p−2). We may, however, define F2 unambigu-
ously by requiring that its contraction with the gradient ∇tΦ

π vanish identically.
Consider an arbitrary point (x0, t0) of Uπ

0 and provisionally freeze x at x0. In a
suitably small open neighborhood of t0 we select an orthonormal basis X1, . . . , Xn

of vectors tangent to the sphere Sn with Xn = ∇tΦ
π(x0, t)/‖∇tΦ

π(x0, t)‖; this
entails

〈dtΦπ, Xi〉 = 0 if i < n, 〈dtΦπ, Xn〉 = ‖∇tΦ
π(x0, t)‖.
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Given any set of p− 1 integers iα, 1 ≤ i1 < · · · < ip−1 < n, we derive from (2.6):

〈F − dtv,Xi1 ∧ · · · ∧Xip−1 ∧Xn〉 = ±‖∇tΦ
π(x0, t)‖〈F2, Xi1 ∧ · · · ∧Xip−1〉

which shows that the coefficients of F2 and their derivatives can be estimated uni-
formly in terms of the corresponding quantities for F−dtv divided by ‖∇tΦ

π(x0, t)‖.
Thanks to a Lojasiewicz type inequality (see Lemma 4.1) and to the fact that the
coefficients of F − dtv vanish to infinite order on any level set of Φπ containing a
point where ∇tΦ

π = 0 we conclude that F2 ∈ C∞
∗ (Uπ; Λ0,p−1). We see that (2.5) is

valid with w = u0 + v and F1 = F2 + ιLπ
0v ∈ C∞

∗ (Uπ; Λ0,p−1).

Next we show how Theorem 1.1 follows from the preceding lemmas. We deal
with a form f ∈ C∞(I × Sn; Λq) which satisfies the hypotheses of Lemma 2.1 (for
p = q). It is convenient to introduce the differential form λπ = −ι(1+ ιΦπ

x)−1dtΦ
π.

If ψ ∈ C∞(I×Sn), then Lπψ = dtψ+ψxλ
π; the condition Lπ ◦Lπ = 0 is equivalent

to

Lπλπ = 0.(2.7)

Let w and F1 be as in (2.5). Set g = ι(1 + ιΦπ
x)F1 ∈ C∞

∗ (Uπ; Λ0,q−1); we rewrite
(2.5) as

f − Lπw = λπ ∧ g.(2.8)

From the equation Lπf = 0 and from (2.7) we deduce that λπ∧Lπg = λπ∧dtg = 0,
which is equivalent to dtΦ

π ∧ dtg = 0. Taking into account the fact that g vanishes
to infinite order on every singular fibre of Zπ we conclude that the pullback of g to
any smooth submanifold of any fibre of Zπ contained in Uπ is closed.

It is at this juncture that we avail ourselves of Hypothesis (1.13)q−1. We use the
map π to project the open “Northern” hemisphere Sn

+ onto the open unit ball Bn

and the intersection Uπ ∩ (I × Sn
+) onto an open neighborhood U ′ of 0 in I × Rn.

By virtue of (1.13)q−1 there is an open interval I ′ ⊂ I centered at zero and a
number r′, 0 < r′ ≤ 1 (independent of f, g, etc.), such that I′ × r′Bn ⊂ U ′ and
that, given any z0 ∈ C such that F(z0, I′ × r′Bn) 6= ∅, the following is true: if
q = 1, F(z0, I′ × r′Bn) is contained in a single connected component of the fibre
F(z0, I×Bn); if q ≥ 2 the pullback of π∗g to any C∞ submanifold of F(z0, I′×r′Bn)
is exact.

Case q = 1. Here it suffices to note that the function π∗g must be constant on
each fibre F(z0, I′ × r′Bn). Thus there is an open neighborhood U ′π ⊂ Uπ of the
point (0, . . . , 0, 1) in I × Sn in which g(x, t) = g̃(x,Φπ(x, t)), with g̃ a C∞ function
in an open disk ∆ ⊂ C centered at 0 (again thanks to the fact that g vanishes to
infinite order on the singular fibres of Zπ). Solve the Cauchy-Riemann equation
∂χ̃/∂z = − 1

2 g̃ and set χ(x, t) = χ̃(x,Φπ(x, t)); then

Lπχ = [(∂χ̃/∂z) ◦ Zπ]LZ
π

= 2λπ[(∂χ̃/∂z) ◦ Zπ] = −λπg.

Case q ≥ 2. Call G the pullback of π∗g to I ′ × Sn under the map π′ :
(x, t1, . . . , tn, tn+1) → (x, r′t1, . . . , r′tn); G satisfies the same hypotheses as F in
Lemma 2.2, for p = q − 1 and with I′ substituted for I. Returning to the origi-
nal product I × Sn we conclude that there are an open neighborhood U ′π ⊂ Uπ of
(0, . . . , 0, 1) in I×Sn and a form χ ∈ C∞(U ′π; Λ0,q−2) such that dtΦ

π∧(g−dtχ) = 0,
i.e., λπ ∧ (g − dtχ) = 0 in U ′π. Since Lπ(λπ ∧ χ) = −λπ ∧ Lπχ = −λπ ∧ dtχ by
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(2.7), the equation

Lπ(λπ ∧ χ) = −λπ ∧ g(2.9)

is valid in U ′π (for any q, 1 ≤ q ≤ n). Combining (2.8) and (2.9) yields

f = Lπ(w − λπ ∧ χ).

3. Proof of Lemma 2.1

We begin with a few remarks aimed at simplifying the situation and at laying
the ground for the formal proofs.

There are two cases in which the Poincaré Lemma is known to hold at every point
of Ω and in each degree q = 1, . . . , n: the “essentially real case” Φ ≡ 0, in which V
is spanned by ∂/∂t1, . . . , ∂/∂tn; and the “elliptic case”, in which dtΦ never vanishes
and Φ can be chosen as one of the local coordinates. If x, y = Φ, t1, . . . , tn−1 form
a complete coordinate system in a neighborhood of the origin, then Z = x + ιy,
and V is spanned over U by the vector fields ∂/∂z, ∂/∂t1, . . . , ∂/∂tn−1 ([20, end of
Section VI.7]). We shall assume that none of these two extreme cases obtains: the
singular set of the function Z, {(x, t) ∈ Ω; dtΦ(x, t) = 0}, will be a proper analytic
subset of Ω which contains the origin.

By a singular fibre of Zπ we mean a fibre Fπ(z0) that intersects the singular set
of Zπ; then z0 is a critical value of Zπ. Off the equator, i.e., when tn+1 6= 0, the
projection π is a bijection of the singular set of Zπ onto that of Z in I × Bn. But
Φπ will have singular points on the equator (where t21 + · · · + t2n = 1), defined by
the equations

tj∂Φ/∂tk = tk∂Φ/∂tj, 1 ≤ j < k ≤ n.(3.1)

The range of Zπ : I × Sn → C is the set {x + ιy;x ∈ I,m(x) ≤ y ≤ M(x)},
where m(x) = Mint∈Sn Φπ(x, t), M(x) = Maxt∈Sn Φπ(x, t). The critical values of
Zπ form a subanalytic subset Sπ of the range of Zπ. For fixed x ∈ I the analytic
subvariety of Sn defined by the equation dtΦ

π(x, t) = 0 has finitely many connected
components, on each one of which Φπ(x, t) = const. Thus the intersection of Sπ

with any vertical line x = const. is a finite set, which means that Sπ is a finite
union of analytic curves `j = {x + ιy;x ∈ Ij , y = ψj(x)} (j = 1, . . . , r; Ij : open
subinterval of I) and of single points ζk (k = 1, . . . , s). The curves `j are pairwise
disjoint; the points ζk are either isolated or lie on the boundaries of one or more
curves `j . In passing, note that, except in the trivial case Φ ≡ 0, which we shall
not consider, the points x ∈ I such that dtΦ(x, t) ≡ 0 for all t are isolated. We
select the rectangle R = {x + ιy; |x| < a, |y| < b} (Lemma 2.1) so small that: (i)
if |x| < a and if dtΦ(x, t) ≡ 0 for all t, then x = 0; (ii) the only point ζk lying in
R is the origin and the only curves `j intersecting R are those passing through the
origin. By a good choice of a and b we can ensure that the curves `j only meet the
boundary of R on its vertical sides, y = ±b. It is also convenient to replace each
curve `j which is analytic at 0 by its left and right halves. Thus we can subdivide
the family of curves `j that intersect R into two subfamilies: those curves, called

`+j from now on, defined by 0 < x < a, y = ψ+
j (x), j = 1, . . . , r+; and those, called

`−k , defined by −a < x < 0, y = ψ−
k (x), k = 1, . . . , r−. After relabeling we have

−b < ψ±
1 < · · · < ψ±

r± < b. Keep in mind that ψ+
j (0) = ψ−

k (0) = 0, j = 1, . . . , r+,

k = 1, . . . , r−.
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The preimage under the map Zπ of Sπ ∩R is a subanalytic set A. We shall call
A+ (resp., A−) the part of A on which x > 0 (resp., x < 0); A = A+ ∪A−∪Fπ(0).
Theorem 9.2 in [17] will enable us to complete the proof of Lemma 2.1. We describe
now how we shall apply that result. We regard A as a fibre bundle over (−a, a)
whose fibre at x is the union Ax of the fibres Fπ(x+ιy), x+ιy ∈ Sπ∩R. Sussman’s
theorem states that there is a stratification of A and one of (−a, a) such that the
fibre bundle A can be subanalytically trivialized over any stratum of (−a, a). The
meaning of the latter is as follows. The base projection (x, t) → xmaps an arbitrary
stratum Σ of A onto one, SΣ, of (−a, a); there are an analytic submanifold M0 of
Sn and a subanalytic isomorphism τΣ : SΣ × M0 → Σ which maps {x} × M0

onto Σx = Σ ∩ Ax for each x ∈ SΣ. The map τΣ is an analytic diffeomorphism;
moreover, both τΣ and its inverse are subanalytic in (−a, a) × Sn: as we approach
the boundary points of SΣ×M0 they behave “subanalytically”. In particular, their
derivatives cannot “blow up” faster than some negative power of the distance to
the boundary.

Any stratification of an interval consists of finitely many points and of finitely
many open intervals. After decreasing a > 0 we may, and shall, assume that the
only strata of (−a, a) are (0, a), {0} and (−a, 0).

We now proceed with the formal proofs; throughout the sequel p will be an
integer, 1 ≤ p ≤ n.

Our first concern will be with the fibre of Zπ at 0,Fπ(0). Obviously Fπ(0) ⊂ Uπ

(see Lemma 2.1). To say that Fπ(0) = {0}×Sn is the same as saying that Φ(x, t) =
xΦ1(x, t) with Φ1 ∈ Cω(I × rBn) (keep in mind that r > 1), i.e., Z = x(1 + ιΦ1).
Recall that Zx(x, 0) = 1, hence Φ1(x, 0) = 0 for all x ∈ I. Possibly after rescaling
we may write 1 + ιΦ1 = eΨ,Ψ ∈ Cω(I × rBn). Thus Z(x, t) = xeΨ(x,t). On the
other hand we have L = dt − Z−1

x dtZ ∧ ∂x; and since dtZ = ZdtΨ, we have

L = dt + Zµ ∧ ∂x, µ = −(1 + ιΦx)−1dtΨ.

Note also that if f ∈ C∞(I × rBn; Λ0,p), then Lf |x=0 = dtf |x=0.

Lemma 3.1. Suppose Fπ(0) = {0} × Sn and f ∈ C∞(I × rBn; Λ0,p) is such that
Lf vanishes to infinite order at x = 0. Let ω be a C∞ (p − 1)-form on rBn such
that dtω = f |x=0. Then there is a form u ∈ C∞(I × rBn; Λ0,p−1) such that Lu− f
vanishes to infinite order at x = 0 and u|x=0 = ω.

Moreover, if ũ ∈ C∞(I × rBn; Λ0,p−1) is another form with the same properties,
the following can be said. When p ≥ 2, there is v ∈ C∞(I × rBn; Λ0,p−2) such that
u − ũ − Lv vanishes to infinite order at x = 0 and v|x=0 ≡ 0. When p = 1, the
Taylor expansion of u− ũ with respect to x, about x = 0, is equal to a formal power
series

∑∞
ν=1 cνZ

ν with cν ∈ C for all ν.

Proof. Consider a differential form fk = Zkgk for some k ∈ Z+ and some gk ∈
C∞(I ×rBn; Λ0,p); if Lfk = ZkLgk vanishes to infinite order at x = 0, then so does
Lgk. Putting x = 0 in Lgk yields dt(gk|x=0) = 0, whence gk|x=0 = dtvk for some
vk ∈ C∞(rBn; Λp−1). We define

fk+1 = fk − L(Zkvk) = Zk(gk − dtvk) = Zk(xhk) = Zk+1(e−Ψhk) = Zk+1gk+1.

Note that Lfk+1 = Lfk vanishes to infinite order at x = 0. We can therefore repeat
the preceding argument.

Starting with f0 = f and v0 = ω this procedure produces a sequence of forms
vk ∈ C∞(I × rBn; Λ0,p−1). We select a function χ ∈ C∞(R), χ(τ) = 1 if |τ | < 1,
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χ(τ) = 0 if |τ | > 2, and numbers εν → +0 such that the series
∑∞

ν=0 χ(x/εν)Zνvν
converges in the space C∞(I × rBn; Λ0,p−1) to a true differential form u. It is
checked at once that Lu − f vanishes to infinite order at x = 0; and of course
u|x=0 = ω.

Now let ũ ∈ C∞(I × rBn; Λ0,p−1) have the same properties as u. If p ≥ 2 we
may apply the result just proved to w = u− ũ since w|x=0 = 0 and Lw vanishes to
infinite order at x = 0.

Lastly, assume p = 1. Write the Taylor expansion of w with respect to x about
zero as

∑∞
ν=1 x

νwν(t). We solve the equation Z(x, t) = Z with respect to x:
x = x(Z, t) =

∑∞
ν=1 Z

νxν(t), and substitute into
∑∞

ν=1 x
νwν(t). We end up with a

formal series
∑∞

ν=1 cν(t)Zν . Since Lw vanishes to infinite order at x = 0 we have
(in the sense of formal power series)

∑∞
ν=1 Z

νLcν(t) = 0, which is only possible if
Lcν = dtcν = 0 for all ν. Thus the Taylor expansion of w with respect to x is equal
to
∑∞

ν=1 cνZ
ν , cν ∈ C.

We now focus on the case Fπ(0) 6= {0}× Sn. We are going to use a subanalytic
stratification of Fπ(0) [for instance the natural one, defined by the vanishing of the
partial derivatives of the function Φπ(·, 0)]. We shall avail ourselves of the basic
property of any subanalytic stratification, namely that the closure of any stratum
is a union of strata (see, e.g., [17, Theorem 9.1]).

Let Σ
(κ)
i (i = 1, . . . , lκ) be the strata of Fπ(0) of codimension κ. We denote by

{0} × K a connected component of (Cl Σ
(κ)
1 ) ∪ · · · ∪ (Cl Σ

(κ)
lκ

); here K is a subset

of Sn. After relabeling we may assume that {0} ×K = (Cl Σ
(κ)
1 ) ∪ · · · ∪ (Cl Σ

(κ)
l )

(1 ≤ l ≤ lκ). We define {0}×K0 = Σ
(κ)
1 ∪· · ·∪Σ

(κ)
lκ

; since j 6= k ⇒ Σ
(κ)
j ∩Σ

(κ)
k = ∅,

K0 is a Cω submanifold of Sn, it is the regular part of K; K = ClK0 and one may
think of K \K0 as the boundary of K0.

We make use of the standard Riemannian metric on Sn and of the associated
norms on the tangent bundle TSn and on the exterior algebra ΛCT ∗Sn; and of a
tubular neighborhood T of K0 in Sn which “tapers off” at the boundary K \K0,
as we now make precise. For each t0 ∈ K0 let σt0 denote the open geodesic κ-ball
of radius δ(t0) centered at t0, whose tangent space at t0 is equal to the normal
space Nt0K

0 to K0 in Sn [the normal bundle of K0 will be denoted by NK0]. The
function K0 3 t0 → δ(t0) ∈ (0, δ0] is taken to be C∞ and to tend to zero at K \K0.
We define

T =
⋃

t0∈K0

σt0 .(3.2)

We require that the exponential map induce a diffeomorphism onto T of the neigh-
borhood of the zero section in NK0, T1 = {(t0, ν) ∈ NK0; |ν| < δ(t0)}. Known
properties of analytic sets ([12, pp. 121–129]; see also Exposés No. 21, 22, 23, in
[16]) enable us to impose the following condition:

∃c, γ > 0 such that δ(t0) ≥ c[dist(t0,K \K0)]γ , ∀t0 ∈ K0.(3.3)

It is not precluded that K0 be closed (i.e., compact), in which case, of course,
{0}×K0 is equal to a single stratum of Fπ(0) and the validity of (3.3) is obvious.

We coordinatize T \K0 by “blowing up” the set T1 ⊂ NK0 at the zero section.
Precisely, we introduce, as a “radial coordinate” in T \K0, the geodesic distance
ρ(t) = dist(t, t0) between t0 ∈ K0 and t ∈ σt0 . We call θ the fibre variable in the
normal sphere bundle SNK0 and Θ the total variable in SNK0 : Θ = (t0, θ). We
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shall make use of the manifold T2 = {(Θ, ρ) ∈ SNK0 × R+; 0 < ρ < δ(t0)} and of
the “natural” diffeomorphism of T2 onto T \K0, obtained by composing

T2 3 ((t0, θ), ρ) → (t0, ρθ) ∈ T1 \ 0
exp→ T \K0.

The exterior algebra ΛCT ∗T gets the structure of a Hilbert vector bundle from
the Riemannian structure of T ⊂ Sn. We use it to define, for each q = 0, 1, . . . , n,
a vector subbundle of ΛqCT ∗(T \K0):

E(0) = Λ0
CT ∗(T \K0) ∼= (T \K0) × C;

if q ≥ 1, E(q) = [Λq
CT ∗(T \K0)] 	 [dρ ∧ Λq−1

CT ∗(T \K0)].

Since dρ∧E(q−1) = dρ∧ Λq−1CT ∗(T \K0) we have the orthogonal sum decompo-
sition

Λq
CT ∗(T \K0) = E(q) ⊕ (dρ ∧ E(q−1)).(3.4)

Of course, ΛqCT ∗T ∼= Λ0,q|I×T by pullback under the coordinate map (x, t) → t.
This allows us to view E(q) as a subbundle of Λ0,q over I × (T \K0). We can also
pull back ΛqCT ∗(SNK0) to I × T2 via the coordinate map (x,Θ, ρ) → Θ. The
“blow up” map T2

∼= T \K0 induces a natural isomorphism of the vector bundles

Λq
CT ∗(SNK0) ∼= E(q).(3.5)

We may now introduce the differential operators

Lρ = ∂/∂ρ− ι(1 + ιΦπ
x)−1(∂Φπ/∂ρ)∂/∂x

acting on C∞(I × T2; Λ
qCT ∗(SNK0)), and

LΘ = dΘ − ι(1 + ιΦπ
x)−1(dΘΦπ) ∧ ∂/∂x

acting from C∞(I × T2; Λ
qCT ∗(SNK0)) to C∞(I × T2; Λ

q+1CT ∗(SNK0)) [dΘ: ex-
terior derivative on the manifold SNK0; dΘ = dt0 + dθ]. Using the isomorphism
(3.5) we can transform these operators into operators acting on sections of E(q) over
I × (T \K0) which we continue to call Lρ and LΘ, and decompose the differential
operator

Lπ : C∞(I × (T \K0); Λ0,q) → C∞(I × (T \K0); Λ0,q+1)

as a sum dρ∧Lρ +LΘ: if f ∈ C∞(I × (T \K0);E(q−1)), g ∈ C∞(I × (T \K0);E(q)),
then

(dρ ∧ Lρ + LΘ)(dρ ∧ f + g) = dρ ∧ (Lρg − LΘf) + LΘg.

Now consider the “first integral” Zπ = x + ιΦπ(x, t) of Lπ : Φπ ≡ 0 on K0 ⇒
Φπ(x, t) = O(|x| + ρ) in I × T . We may solve the equation Zπ = x + ιΦπ(x, t) to
get x = x(Zπ, t) (≡ 0 on K0). Later we shall substitute x = x(Zπ , t) in analytic
functions and in formal power series expansions with respect to x, or to (x, ρ).
Note, for later reference, that

LρZ
π = 0, LΘZ

π = 0.(3.6)

We shall also use the vector field Lπ
0 = (1 + ιΦπ

x)−1∂/∂x [cf. (1.4) and Section 2].

Lemma 3.2. Let {0} ×K be a connected component of (Cl Σ
(κ)
1 ) ∪ · · · ∪ (Cl Σ

(κ)
lκ

)

and let K0 be the regular part of K.
Let f ∈ C∞(I × T ; Λ0,q) have the following properties:
(1) f ≡ 0 on I ×K0;
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(2) f vanishes to infinite order on {0} × (K \K0);
(3) f is a section of E(q) over I × (T \K0).
There is u ∈ C∞(I × Sn; Λ0,q) which is a section of E(q) over I × (T \K0) and

has the following properties:
(A) ρLρu− f vanishes to infinite order on {0} ×K0;
(B) u ≡ 0 on I ×K0;
(C) suppu ⊂ I × Cl T .

It follows from (A) that ρLρu, a priori defined for ρ 6= 0, extends as a C∞ section
of Λ0,q−1 to the whole of I × Sn, of course supported in I × Cl T by (C).

Proof. We exploit the property that any C∞ function in the open subset T1 of
NK0, or for that matter any C∞ section of a smooth vector bundle over T1, has a
(formal) Taylor expansion at the zero section in powers of the Euclidean distance ρ.
The Taylor coefficients are functions (resp., sections) defined in the sphere bundle
SNK0. In our case, taking into account the presence of the variable x and making
the change of indeterminate x → Zπ(x, t), we are allowed to deal with the Taylor
expansion of f with respect to (Zπ, ρ) about (0, 0),

∑∞
a,b=0(Z

π)aρb+1fa(b+1)(Θ).

Each section fab(Θ) = 1
a! b! (L

π
0 )aLb

ρf |x=ρ=0 is a smooth section of ΛqCT ∗SNK0

and is flat on K \K0. Let us state precisely what the latter means. We use the
fact that ρbfab(Θ) extends as a C∞ section of ΛqCT ∗NK0 over T1 (and not just
over T1\0). To say that fab(Θ) is flat on K \K0 is the same as saying that ρbfab(Θ)
vanishes to infinite order on K \K0. More explicitly, we transfer ρbfab(Θ) as a C∞

q-form ϕab(t) in T via the exponential map. Then (cf. Section 2) to each integer
N > 0 and each differential operator P (t, ∂t) with C∞ coefficients in Sn there is a
constant CN,P > 0 such that

|P (t, ∂t)ϕab(t)| ≤ CN,P [dist(t,K \K0)]N , ∀t ∈ T .(3.7)

At the left | · | is the Riemannian norm in the exterior algebra and P (t, ∂t) acts on
the coefficients of ϕab in local charts of Sn. Thanks to (3.6) we have

Lρ

( ∞∑
a+b=0

1

b+ 1
(Zπ)aρb+1fa(b+1)(Θ)

)
=

∞∑
a+b=0

(Zπ)aρbfa(b+1)(Θ).

We select (cf. proof of Lemma 3.1) a function χ ∈ C∞(R), χ(τ) = 1 if τ < 1, χ(τ) = 0
if τ > 2, and positive numbers εν ↘ 0 (ν = 0, 1, 2, . . . ) such that

∞∑
a+b=0

1

b+ 1
χ((|x| + ρ)/εa)χ(ρ/εbδ(t

0))(Zπ)aρb+1fa(b+1)(Θ)(3.8)

converges to a section u ∈ C∞(I × T ; Λ0,q)—thanks to the fact that the products
ρbfab(Θ) are smooth sections in T . As a matter of fact ρbfab(Θ) is a smooth section
of E(q) for ρ > 0 (the region in which the bundle E(q) is defined), and thus the
restriction of u to I×(T \K0) is a section of E(q). Note also that if ε0 is sufficiently
small, then the supports of all the functions χ(x/εa)χ(ρ/εbδ(t

0)) are contained in
I × [T ∪ (K \K0)].

To show that u vanishes to infinite order on I × (K \ K0) we avail ourselves
of (3.3) and of the fact that the sections fab(Θ) are flat on K \ K0: given any
N, k ∈ Z+ there is a constant AN

abk > 0 such that, for all a, b ∈ Z+ and all j ≤ k,

|fa(b+1)(t
0, θ)|/δ(t0)j ≤ AN

abk dist(t0,K \K0)N , ∀(t0, θ) ∈ SNK0.
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First, let (Lπ
0 )k(Lρ)

l act on the series (3.8). There are positive constants Ci,j
a,b,k,l,

C′
a,b,k,l such that∣∣∣∣∣(Lπ

0 )k(Lρ)
l

{ ∞∑
a+b=0

1

b+ 1
χ((|x| + ρ)/εa)χ(ρ/εbδ(t

0))(Zπ)aρb+1fa(b+1)(Θ)

}∣∣∣∣∣
≤
∑

0≤i≤k
k≤a+i

∑
0≤j≤l
l≤b+j

Ci,j
a,b,k,lε

−i
a ε−j

b |χ(i)((|x| + ρ)/εa)| · |χ(j)(ρ/εbδ(t
0))|

· (|x| + ρ)a−k+iρb+1−l+j |fa(b+1)(Θ)|/δ(t0)j

≤
{ ∞∑

a+b=0

C′
a,b,k,lA

N
abkε

a−k
a εb+1−l

b

}
dist(t0,K \K0)N .

We require

C′
a,b,k,lA

N
abkε

a−k
a εb−l

b ≤ 2−a−b if k + l ≤ N < a+ b,(3.9)

which yields, for some constant BN > 0,∣∣∣∣∣(Lπ
0 )k(Lρ)

l

{ ∞∑
a+b=0

1

b+ 1
χ((|x| + ρ)/εa)χ(ρ/εbδ(t

0))(Zπ)aρb+1fa(b+1)(Θ)

}∣∣∣∣∣
≤ BN dist(t0,K \K0)N

in T . Now let P be an arbitrary differential operator with C∞ coefficients on Sn and
let (Lπ

0 )kP (t, ∂/∂t) act on each term of the series (3.8). We repeat the preceding
argument. We can compensate for the negative powers of δ Thanks To Hypothesis
(3.3) and to (3.7) applied to the coefficients fab. We must now impose a condition
of the kind (3.9) with constants that depend also on P . That the section u fulfills
the requirements in Lemma 3.2 is easily checked.

The forthcoming argument will be predicated on the property that the pullback
of every form (Lπ

0 )kf (k ∈ Z+) to each stratum of Fπ(0) is exact. The following
lemma will be applied:

Lemma 3.3. Let K be as in Lemma 3.2. Let a form f ∈ C∞(I × Sn; Λ0,p) have
the following properties :

f vanishes to infinite order on {0} × (K \K0);(3.10)

Lπf vanishes to infinite order on {0} ×K;(3.11)

∀k ∈ Z+, the pullback of (Lπ
0 )kf to {0} ×K0 is exact.(3.12)

Then there is v ∈ C∞(I × Sn; Λ0,p−1) such that f̃ = f −Lπv has Properties (3.10)
and (3.11), as well as the following one:

∀k ∈ Z+, the pullback of (Lπ
0 )kf̃ to {0} ×K0 vanishes identically.(3.12′)

Proof. Call p the map T ⊃ σt0 3 t → t0 ∈ K0 and ϕ∗ the pullback to {0} ×
K0;ϕ∗p∗ = Identity. Hypothesis (3.12) implies that

fk = p∗ϕ∗(Lπ
0 )kf ∈ C∞(T ; Λp

CT ∗Sn)

is exact, and (3.10) that fk is flat at K \K0. By (3.3) there are countable triangu-
lations of a neighborhood of (Cl T )\ (K \K0) with a good control of the size of the



406 SAGUN CHANILLO AND FRANÇOIS TREVES

simplices in terms of their distance to K\K0. We use the method of [18] to integrate
the equation dtωk = fk with estimates ensuring that ωk ∈ C∞(Cl T ; ΛpCT ∗Sn) and
that ωk is flat at K \ K0. We can now extend ωk as a C∞ (p − 1)-form to the
whole sphere Sn−1. To do this we introduce a finite covering of Cl T by open sets
in which the boundary ∂T can be desingularized and Λp−1T ∗Sn admits smooth
bases. We extend across ∂T each coefficient of ωk in one of these bases. Away
from K \K0 our integration of the equation dtωk = fk is carried out in simplices
that cross the boundary ∂T and thus yields an automatic extension. At points of
K \K0 the coefficients are flat and desingularization transforms the geometry into
that of corners.

We identify the extension of ωk to a differential form $k on I × Sn via the
pullback (x, t) → t and we define

v =
∞∑
k=0

1

k!
χ((|x| + ρ)/εk)(Z

π)k$k ∈ C∞(I × Sn; Λ0,p−1),

where the variable ρ and the cutoff function χ have the same meaning as in the
proof of Lemma 3.2, and the selection of the numbers εk (> εk+1 → +0) is similar
to their selection in that proof. Observe that

Lπv ∼=
∞∑
k=0

1

k!
χ((|x| + ρ)/εk)(Z

π)kfk

modulo forms that vanish to infinite order on {0}×K0; suppLπv ⊂ I×[T ∪(K\K0)]
if the numbers εk are sufficiently small; and, as a consequence, the coefficients of
f − Lπv vanish to infinite order on {0} × (K \K0).

Property (3.11) is unchanged if we substitute f − Lπv for f . Finally, for any
k = 0, 1, . . . , ϕ∗(Lπ

0 )kLπv = ϕ∗(Lπ
0 )kf since Zπ ≡ 0 on K0.

Lemma 3.3 reduces the situation to the one dealt with in the following

Lemma 3.4. To each f ∈ C∞(I × Sn; Λ0,p) with Properties (3.10), (3.11) and
(3.12′) there is u ∈ C∞(I ×Sn; Λ0,p−1) such that Lπu− f vanishes to infinite order
on {0} ×K.

Proof. We use the same notation as in the proof of Lemma 3.2. The direct sum
decomposition (3.4) allows us to write f = f0 + dρ ∧ ρ−1f1 in I × (T \K0) with
f0 ∈ C∞(I × (T \ K0);E(p)) and f1 ∈ C∞(I × (T \ K0);E(p−1)). The following
consequence of the smoothness of f is crucial for the rest of the argument: f1 ≡ 0
when ρ = 0 and f1 extends as a smooth (p − 1)-form to I × T . To prove this
claim one can, by (3.5), identify f1 to a section of Λp−1CT ∗SNK0 which depends
smoothly on ρ > 0, and then use local coordinates in the (spherical) fibres of SNK0.

Furthermore, (3.10) implies that both f0 and f1 are flat on {0}× (K \K0). Here
we are extending slightly the concept of flatness introduced in the proof of Lemma
3.2: now it also involves the variable x and (3.7) must be replaced by estimates of
the kind

|∂kxP (t, ∂t)f̃(x, t)| ≤ CN,k,P [|x| + dist(t,K \K0)]N , ∀(x, t) ∈ I × T ,(3.7′)

for k = 0, 1, 2, . . . .
We apply Lemma 3.2 to f1 to get a form u ∈ C∞(I × Sn; Λ0,p−1) with the

following properties: supp u ⊂ I× (Cl T ); u ≡ 0 on I ×K; Lρu−ρ−1f1 vanishes to
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infinite order on {0} ×K; and by construction the restriction of u to I × (T \K0)
is a section of E(p−1).

For p = n the argument stops here: f0 ≡ 0, Lπu = dρ ∧ Lρu and thus Lπu − f
vanishes to infinite order on {0} × K. In the remainder of the proof we assume
p ≤ n− 1.

Observe that

(f − Lπu) − (f0 − LΘu) = dρ ∧ (ρ−1f1 − Lρu)

vanishes to infinite order on {0} ×K. One can view f0 − LΘu as a C∞ section of
E(p) and even as a C∞ section of ΛpCT ∗(NK0) over I × (T \K0)—by (3.5). With
this interpretation the operators Lπ

0 and Lρ act on f0 −LΘu. For each (a, b) ∈ Z
2
+,

define

Fab =
1

a! b!
lim

(x,ρ)→(0,0)
(Lπ

0 )aLb
ρ(f − Lπu).

The forms Fab depend only on Θ = (t0, θ) ∈ SNK0, and only on t0 when b = 0.
We have

lim
(x,ρ)→(0,0)

(Lπ
0 )aLb

ρ(f − Lπu) = lim
(x,ρ)→(0,0)

(Lπ
0 )aLb

ρ(f0 − LΘu).

Strictly speaking, the formal series

F# =

∞∑
a+b=0

(Zπ)aρbFab

is equal to the Taylor expansion of f − Lπu with respect to (Zπ, ρ) about (0, 0).

It follows from hypothesis (3.12′) (with f substituted for f̃) that (Lπ
0 )af0 tends

to zero as ρ+ |x| → 0. On the other hand, u|ρ=0 ≡ 0 ⇒ limρ→0(L
π
0 )aLΘu|ρ=0 ≡ 0.

We conclude that Fa0 ≡ 0 for all a ∈ Z+.
We also make use of the Taylor expansion of the coefficients of the vector field

Lρ, which provides us with the formal vector field

L#
ρ = ∂/∂ρ+

∞∑
a+b=0

(Zπ)aρbcabL
π
0 .

The coefficients cab depend solely on Θ ∈ SNK0. By (3.11) Lπf = Lπ(f − Lπu)
vanishes to infinite order when x = ρ = 0. We derive that L#

ρ F
# = 0, i.e.,

L#
ρ

∞∑
a+b=0

(Zπ)aρbFab =

∞∑
a+b=0

b(Zπ)aρb−1Fab +

∞∑
i+j=0

a(Zπ)a+i−1ρb+jcijFab

 = 0

or, equivalently,

(b+ 1)Fa(b+1) = −
a∑

i=0

b∑
j=0

(a− i+ 1)cijF(a−i+1)(b−j).

Since Fk0 ≡ 0 for each k ∈ Z+, necessarily Fab ≡ 0 for all a, b ∈ Z+. This proves
that f − Lπu vanishes to infinite order at x = ρ = 0.

We are now in a position to prove the following part of Lemma 2.1:

Lemma 3.5. If f ∈ C∞(I × Sn; Λ0,p) is Lπ-closed and if, for any k = 0, 1, . . . ,
the pullback of (Lπ

0 )kf to any smooth submanifold of Fπ(0) is exact, then there is
u ∈ C∞(I × Sn; Λ0,p−1) such that f − Lπu vanishes to infinite order on Fπ(0).
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Proof. By Lemma 3.1 the claim is evidently true when Fπ(0) = {0} × Sn. When
Fπ(0) 6= {0} × Sn let Σ1, . . . ,Σs0 be the compact strata of Fπ(0) [for the natu-
ral stratification of Fπ(0)]. For each i = 1, . . . , s0, the conditions (3.10), (3.11),
(3.12) are satisfied with K = Σi. By combining Lemmas 3.3 and 3.4 we find vi ∈
C∞(I × Sn; Λ0,p−1) such that f − Lvi vanishes to infinite order on Σi. Let χi ∈
C∞(I × Sn), χi ≡ 1 in a neighborhood of Σi, χi ≡ 0 in a neighborhood of every
Σj , 1 ≤ j ≤ s0, j 6= i. It is clear that f − L(

∑s0
i=1 χivi) vanishes to infinite order

on
⋃s0

i=1 Σi.
Now suppose f vanishes to infinite order on any stratum of Fπ(0) whose codi-

mension is > κ ≥ 1. By the preceding argument we know this to be the case
if κ is equal to the maximum of the codimension of the noncompact strata (in
which case κ < n). Now let K1, . . . ,Ksκ be the connected components of the set

Σ
(κ)

1 ∪ · · · ∪ Σ
(κ)

lκ . [We are changing the notation a bit: above, these connected
components would have been called {0}×Ki but this precision is not needed here.]
For each i = 1, . . . , sκ we can find vi ∈ C∞(I ×Sn; Λ0,p−1) such that f −Lvi is flat
on Ki. Let χi ∈ C∞(I ×Sn), χi ≡ 1 in a neighborhood of Ki, χi ≡ 0 in one of each
Kj, 1 ≤ j ≤ sκ, j 6= i. It is clear that f − L(

∑sκ
i=1 χivi) is flat on

⋃sκ
i=1Ki. Thus

descending induction on κ proves the assertion.

Henceforth we assume that the form f vanishes to infinite order on the fibre
Fπ(0). We reason in the region x > 0; the same reasoning applies to the region

x < 0. Call Σ
+(κ)
i (i = 1, . . . , qκ) the strata of A+ whose codimension is equal to κ.

Below K will be an arbitrary connected component of the union (Cl Σ
+(κ)
1 ) ∪ · · · ∪

(Cl Σ
(+κ)
qκ ) [all closures are relative to (−a, a) × Sn]. Then K = (Cl Σ

+(κ)
i1

) ∪ · · · ∪
(Cl Σ

+(κ)
iα

) (1 ≤ α ≤ qκ); the regular part of K is the Cω submanifold of (0, a)×Sn,

K0 = Σ
+(κ)
i1

∪ · · · ∪ Σ
+(κ)
iα

; we write K0
x = {t ∈ Sn; (x, t) ∈ K0} (0 < x < a).

We shall duplicate the argument dealing with Fπ(0) except that we shall “inject”
the coordinate x. Thus we introduce a tubular neighborhood T of K0 in (0, a)×Sn

which tapers off at the boundary K \K0. For each (x, t0) ∈ K0 let σx,t0 denote the
open geodesic κ-ball in Sn of radius δ(x, t0), centered at t0, whose tangent space at
t0 is equal to the normal space to K0

x. We define

T = {(x, t) ∈ (0, a) × Sn; ∃t0 ∈ K0
x such that t ∈ σx,t0}.(3.13)

We require δ(x, t0) to be a positive C∞ function in T , sufficiently small to ensure
that the exponential map in Sn induces a diffeomorphism onto T of the set

T1 = {(x, (t0, ν)) ∈ (0, a) × TSn; (t0, ν) ∈ NK0
x, |ν| < δ(x, t0)}.

On the other hand we don’t allow δ(x, t0) to be too small: we require

∃c, γ > 0 such that δ(x, t0) ≥ c[dist((x, t0),K \K0)]γ , ∀(x, t0) ∈ K0.(3.14)

Such a choice of δ(x, t0) is permitted thanks to the properties of analytic sets.
The geodesic distance in Sn between t0 ∈ K0

x and t ∈ σx,t0 , ρ(t) = dist(t, t0),
is the “radial coordinate”. Now θ is the fibre variable and Θ = (t0, θ) the total
variable in the normal sphere bundle SNK0

x of K0
x in Sn. As x ranges over I these

bundles SNK0
x make up a fibre subbundle SN ′K0 of the normal sphere bundle

SNK0 of K0 in I × Sn : ((x, t0), θ) ∈ SN ′K0 ⇔ the pushdown of θ ∈ SN(x,t0)K
0

under the coordinate map (x, t0) → x is equal to zero. We introduce the manifold

T2 = {(x, (t0, θ), ρ) ∈ SN ′K0 × R+; (t0, θ) ∈ SNK0
x, 0 < ρ < δ(x, t0)}
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and the natural diffeomorphism of T2 onto T \K0 obtained by composing

T2 3 (x, (t0, θ), ρ) → (x, t0, ρθ) ∈ T1 \ 0
exp→ T \K0.

Here the exponential map is defined on the slices corresponding to a fixed x.
As before, we call E(q) the vector subbundle of Λ0,q over T \K0 orthogonal (for

the Hilbert space structure induced on the fibres by the Riemannian structure of
Sn) to the vector subbundle dρ∧Λ0,q−1 (q ≥ 1). Agreeing that E(0) = (T \K0)×C

we have the orthogonal decomposition

Λ0,q|T \K0 = E(q) ⊕ (dρ ∧ E(q−1)).(3.15)

To this decomposition there corresponds the decomposition of the differential op-
erator Lπ = dρ ∧ Lρ + LΘ used earlier, with Lρ and LΘ acting on sections, over

T \K0, of E(q−1) and E(q) respectively.
Let W denote the pullback of Z under the blow-up map T2 → T \ K0; define

the vector bundle over T2,Λ
′0,q = ΛqCT ∗T2/(dW ∧Λq−1CT ∗T2). The blow-up map

T2 → T \K0 defines an isomorphism of Λ0,q onto Λ′0,q. The exterior derivative in
SN ′K0 × R+ induces a differential operator L′ : C∞(T2; Λ

′0,q) → C∞(T2; Λ
′0,q+1).

The factorization SN ′K0 × R leads to a decomposition of the exterior algebra
ΛCT ∗(SN ′K0 × R) and, by way of consequence, of Λ′0,q (q = 0, 1, . . . ). The
Riemannian metric of Sn or, if one prefers, of I × Sn, induces a Riemannian
metric on the manifold SN ′K0 and thereby a structure of Hilbert vector bun-
dles on the exterior powers ΛqCT ∗(SN ′K0 × R) and on their quotients Λ′0,q.
Let E′(q) denote the orthogonal of dρ ∧ Λ′0,q−1 in Λ′0,q; it is checked at once
that the isomorphism Λ0,q ∼= Λ′0,q induces an isomorphism E′(q) ∼= E(q). Of
course, Λ′0,q = E′(q) ⊕ (dρ ∧ E′(q−1)). This decomposition yields a decomposition
L′ = L′

Θ +dρ∧L′
ρ; L

π, LΘ and Lρ are the transforms of L′, L′
Θ and L′

ρ respectively,

under the isomorphism Λ0,q ∼= Λ′0,q.
Below the operator Lπ

0 will act on sections of E(q). This action must be defined
precisely as follows: let f be a C∞ section of Λ0,q over some open subset U of
I × Sn, and let f0 ∈ C∞(U ; ΛqCT ∗(I × Sn)) represent f . If f1 is any C∞ section
of Λq+1

CT ∗(I × Sn) over U representing Lπf , then df0 − f1 = dZπ ∧ f2 for some
f2 ∈ C∞(U ; ΛqCT ∗(I × Sn)). The equivalence class of f2 in Λ0,q is equal to Lπ

0f .
Since LρZ

π ≡ Lπ
0ρ ≡ 0 and of course Lπ

0Z
π ≡ Lρρ ≡ 1, we conclude that Lπ

0 maps

C∞(T \K0;E(q)) into itself.
All this can be translated in T2 for sections of E′(q) yielding a differential operator

L′π
0 : C∞(T2;E

′(q)) → C∞(T2;E
′(q)); L′π

0 can be regarded as an operator depending
smoothly on the parameter ρ (in a neighborhood of zero whose size depends on the
base point in T2) and, as such, admits a Taylor expansion about ρ = 0. We can
retransform L′π

0 into Lπ
0 and thus obtain the Taylor expansion of the latter with

respect to ρ about zero.
These remarks will now be used in the proof of the analogue of Lemma 3.2:

Lemma 3.6. Let K be a connected component of (Cl Σ
(κ)
1 ) ∪ · · · ∪ (Cl Σ

(κ)
lκ

) with

regular part K0. Let f ∈ C∞(I × T ; Λ0,q) have the following properties:
(1) f ≡ 0 on K;
(2) f vanishes to infinite order on K \K0;
(3) f is a section of E(q) over T \K0.

Then there is u ∈ C∞(I × Sn; Λ0,q) which is a section of E(q) over T \K0 and has
the following properties :
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(A) ρLρu− f vanishes to infinite order on K0;
(B) u ≡ 0 on K;
(C) u is a section of E(q) over T \K0;
(D) suppu ⊂ Cl T .

Proof. Pullback to T2 shows (cf. beginning of the proof of Lemma 3.2) that we
have the right to form the Taylor expansion

∑∞
k=1 ρ

kfk of f with respect to ρ

about zero. For each k = 1, 2, . . . , ρkfk(x,Θ) = 1
k!ρ

k limρ→0 ∂
kf/∂ρk is a smooth

section of Λ0,q−1 over T and vanishes to infinite order on K \ K0; it is a section
of E(q) over T \ K0. Let

∑∞
k=0 ρ

kck(x,Θ)∂/∂x denote the Taylor expansion of
the operator ι(∂Φπ/∂ρ)Lπ

0 (see above). It is important to note that, for each k,
ck(x,Θ)∂/∂x defines an endomorphism of C∞(T \K0;E(q)); and also that, except
in trivial cases, ∂Φπ/∂ρ does not extend as a C∞ function to T , but that ρ∂Φπ/∂ρ
does. It follows that each ρk+1ck(x,Θ) extends as a C∞ function in T . This said
we seek a power series

∑∞
k=1 ρ

kuk(x,Θ) such that ρkuk(x,Θ) ∈ C∞(T ; Λ0,q) for all
k, and (

∂/∂ρ−
∞∑
i=0

ρici∂/∂x

) ∞∑
j=1

ρjuj

 =

∞∑
k=1

ρk−1fk.

We use recurrence on k = 1, 2, . . . to solve the equations

kuk =
∑

a+b=k−1

ca∂ub/∂x+ fk.

This implies uk ∈ C∞(T \K0;E(q)) and

kρkuk =
∑

a+b=k−1

(ρa+1ca)∂(ρbub)/∂x+ ρkfk.

Induction on k and the smoothness of ρa+1ca and ρkfk implies that ρkuk defines a
C∞ section of Λ0,q in T for every k = 1, 2, . . . . We introduce the usual cutoff func-
tion χ ∈ C∞(R), χ(τ) = 1 if τ < 1, χ(τ) = 0 if τ > 2, and select positive numbers
εν ↘ 0 (ν = 0, 1, 2, . . . ) such that

∑∞
k=1 χ(ρ/εkδ(x, t

0))ρkuk(x, t
0, θ) converges to

a C∞ section u of Λ0,q in T which vanishes to infinite order on K \K0. We take
ε0 sufficiently small to ensure that the supports of all the functions χ(ρ/εkδ(x, t

0))
are contained in T ∪ (K \K0). The claim follows in the usual manner from (3.14)
and from the flatness of the fk(x,Θ) on K \K0. Furthermore we can extend u to
I×Sn setting u ≡ 0 in the complement of T (in particular in the region x ≤ 0).

Lemma 3.7. Let K be as in Lemma 3.6. Suppose that f ∈ C∞(I × Sn; Λ0,p) is
Lπ-closed, that its pullback to any C∞ submanifold of any fibre of Zπ is exact and
that f vanishes to infinite order on K \K0. Then there is uK ∈ C∞(I×Sn; Λ0,p−1)
such that LπuK − f vanishes to infinite order on K and uK ≡ 0 for x < 0.

Proof. Let T be the tubular neighborhood of K0 used in the proof of Lemma
3.6. We set f = f0 + dρ ∧ ρ−1f1 in T \ K0, with f0 ∈ C∞(T \ K0;E(p)) and
f1 ∈ C∞(T \K0;E(p−1)) vanishing to infinite order on K \K0; moreover f1 ≡ 0 on
K0. By applying Lemma 3.6 to f1 we get a form v1 ∈ C∞(I ×Sn; Λ0,p−1) which is
a section of E(p) over T \K0 and has the following properties:

(A) Lρv1 − ρ−1f1 vanishes to infinite order on K;
(B) v1 ≡ 0 on K;
(C) supp v1 ⊂ ClT .
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When p = n the proof ends here, since f0 ≡ 0 and Lπv1 = dρ ∧ Lρv1 (cf. the
proof of Lemma 3.4). In the remainder of the proof we assume p ≤ n− 1.

The following is a C∞ section of Λ0,p over T :

F = f − Lπv1 − dρ ∧ (ρ−1f1 − Lρv1)(= f0 − LΘv1);

it is a section of E(p) over T \ K0 and vanishes to infinite order on K \ K0; and
LπF = (−1)pLπ[(ρ−1f1−Lρv1)∧dρ] vanishes to infinite order on K0, i.e., at ρ = 0.

Next we expand the coefficients of the differential operators Lρ and LΘ in powers
of ρ:

L#
ρ = ∂/∂ρ+

∞∑
a=0

ρaca∂/∂x, L#
Θ = dΘ +

∞∑
b=0

ρbλb ∧ ∂/∂x.

Since λ0 is proportional to the pullback of dtΦ
π to K0 and since each stratum of

K0
x is contained in a level set of Φπ(x, ·), necessarily λ0 ≡ 0. We use now the Taylor

expansion in powers of ρ of the section F :

F# =

∞∑
k=0

ρkFk;

we have L#
ρ F

# = 0, L#
ΘF

# = 0. Explicitly the first one of these equations reads

(k + 1)Fk+1 +
∑

a+b=k

ca∂Fb/∂x ≡ 0, ∀k ∈ Z+.(3.16)

On the other hand, since F is a section of E(p) over T \ K0, F0 is equal to the
pullback of F to K0. When F0 ≡ 0, (3.16) entails Fk ≡ 0, ∀k = 1, 2, . . . : in this
case F vanishes to infinite order on K, and we can take uK = v1.

If F0 does not vanish identically we seek a power series w# =
∑∞

k=0 ρ
kwk such

that every term ρawa extends as a C∞ section of Λ0,p−1 in T , and such that L#
ρ w

# =

0, L#
Θw

# = F#. In particular w# satisfies Equation (3.16) just like F#:

(k + 1)wk+1 +
∑

a+b=k

ca∂wb/∂x ≡ 0, ∀k ∈ Z+.(3.17)

As a consequence, once w0 is selected the forms wk are determined for all k ≥ 1.
Moreover, multiplying (3.17) by ρk+1 and recalling that ρa+1ca ∈ C∞(T ) shows, by
induction on k, that every form ρkwk is smooth in T . On the other hand, pulling

back the equation L#
Θw

# = F# to K0 leads to

dt0w0 = F0.(3.18)

It is at this juncture that we avail ourselves of [17, Theorem 9.2]. There is an
analytic and subanalytic submanifold M0 of Sn and a subanalytic isomorphism
τ0 : (0, a)×M0 → K0 which commutes with the coordinate projection (x, t0) → x.
For each x ∈ (0, a) define τ0(x) : M0 → K0

x by the formula τ0(x, t) = (x, τ0(x)t).
By hypothesis the pullback τ0(x)

∗F0 is exact on M0 for any x ∈ (0, a). We seek a
solution, for each x ∈ (0, a), of the equation in M0,

dw̃0 = τ0(x)
∗F0.(3.19)

The (p − 1)-section w̃0 must be smooth in (0, a) × M0 and we need estimates of
the derivatives of the coefficients of w̃0 in terms of those of τ0(x)

∗F0. We can use
a subanalytic triangulation of M0 [9, Theorem 2]. We integrate Equation (3.19)
with the concomitant estimates, in each simplex of the triangulation (say, by the
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standard homotopy formula), starting with the simplices of highest dimension and
descending to those of ever lesser dimension, in the manner, for instance, of [18].

To formulate the estimates it is convenient to use a tubular neighborhood T0

of M0 in Sn which tapers off at the boundary, defined in the manner of (3.2):
T0 =

⋃
µ∈M0

sµ (sµ is a geodesic ball centered at µ and perpendicular to M0); we
view T0 as a fibre bundle over M0 with base projection sµ → µ. We can pullback the
form w̃0 to T0 under the base projection, and make use of the differential operators
in the whole sphere Sn. Given any coefficient of w̃0, γI , any integer j ≥ 0 and any
differential operator P (t, ∂t) in Sn, there are constants C,R > 0 and differential
operators Ql(t, ∂t) (l = 1, . . . , N) such that, for every x ∈ (0, a),

sup
t∈T0

|∂jxP (t, ∂t)γI(x, t)|

≤ C sup
t∈K0

x

[|x| + dist(t,Kx \K0
x)]−R

∑
|J|=p

j∑
k=0

N∑
l=1

|∂kxQl(t, ∂t)FJ (x, t)|

 .

(3.20)

Since F vanishes to infinite order on K \K0, we may regard w̃0 as a C∞ (p−1)-form
in (0, a) × T0 which does not involve dx and vanishes to infinite order at x = 0.
Now we view (0, a)×T0 as a fibre bundle over (0, a)×M0 with fibres {x}× sµ; we
also view T as a fibre bundle over K0 (with fibres σx,t0). Assuming that T0 and T
are sufficiently “thin”, we can extend τ0 as a subanalytic fibre bundle isomorphism
τ of (0, a) × T0 onto a neighborhood of K0 which contains T . The pushforward of
w̃0 under the map τ is the sought solution w0 of (3.18).

An important consequence of the estimates (3.20) is that w0 ∈ C∞(Cl T ; Λ0,p−1),
by which we mean that the (p− 1)-form w0 and its partial derivatives of all orders
extend continuously to the closure of T in [0, a)× Sn; moreover, they tend to zero
as x → +0. The same will therefore be true of the forms ρkwk (k = 1, 2, . . . )
determined by the recurrence relations (3.17) (recall that the functions ρa+1ca are
C∞ in Cl T if T is sufficiently thin). At this juncture we use once again a cutoff
function χ ∈ C∞(R), χ(τ) = 1 if τ < 1, χ(τ) = 0 if τ > 2. We determine inductively
the numbers εk ↘ +0 in such a way that the series

∑∞
k=0 χ(ρ/εk)ρ

kwk converges
in C∞(Cl T ; Λ0,p−1) to a form w which vanishes to infinite order at x = 0. By
an argument like that used in the proof of Lemma 3.3 to extend the forms ωk

we extend w to (0, a) × Sn−1 as a C∞ form which vanishes to infinite order as
x → +0; and lastly, we extend w to I × Sn−1 by setting w ≡ 0 if x < 0. By
construction F − Lπw vanishes to infinite order on K0 and therefore also on K.
The form uK = v1 + w satisfies the requirements in Lemma 3.7 since f − LπuK =
F − Lπw + dρ ∧ (ρ−1f1 − Lρv1).

We are now ready to complete the proof of Lemma 2.1. As before we call

Σ
(κ)
1 , . . . ,Σ

(κ)
lκ

the strata of A+ of codimension equal to κ; and we consider an

arbitrary connected component K of (Cl Σ
(κ)
1 )∪ · · · ∪ (Cl Σ

(κ)
lκ

). If κ is equal to the

maximum codimension κ+ of all the strata of A+, then perforce K \K0 ⊂ Fπ(0).
Lemma 3.5 allows us to assume that f vanishes to infinite order on K \K0. Now
suppose f vanishes to infinite order on every stratum of A+ of codimension > κ,
as well as on Fπ(0). By Lemma 3.7 we can find a form uK ∈ C∞(I × Sn; Λ0,p−1)
such that f − LπuK vanishes to infinite order on K. We may assume that the
supports of the forms uK do not intersect, for different connected components K
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of (Cl Σ
+(κ)
1 ) ∪ · · · ∪ (Cl Σ

+(κ)
lκ

). Adding the forms uK yields a form u(κ) such that

f−Lπu(κ) vanishes to infinite order on (Cl Σ
+(κ)
1 )∪· · ·∪(Cl Σ

+(κ)
lκ

); moreover, u(κ) ≡
0 if x < 0. Descending induction on κ produces a form u+ ∈ C∞(I × Sn; Λ0,p−1)
such that u+ ≡ 0 in the region x < 0 and that f − Lπu+ vanishes to infinite order
on A+.

The same argument in the region x < 0 yields a form u− ∈ C∞(I × Sn; Λ0,p−1)
such that u− ≡ 0 if x > 0 and that f − Lπu− vanishes to infinite order on A−;
u0 = u+ + u− satisfies the requirements in Lemma 2.1.

4. Proof of Lemma 2.2. Preparatory estimates

We refer the reader to the description at the beginning of Section 3. The set of
critical values of Zπ in the rectangle R = {z = x + ιy ∈ C; |x| < a, |y| < b} (see
Lemma 2.1), R∩ Sπ, consists of {0} and of the curves

0 < x < a, y = ψ+
j (x) (j = 1, . . . , r+);

− a < x < 0, y = ψ−
k (x) (k = 1, . . . , r−).

These curves are real-analytic; they are subanalytic sets; ψ±
j (x) → 0 as x → 0 for

all j = 1, . . . , r±. If 0 < x < a, then −b < ψ+
j (x) < ψ+

j+1(x) < b (j = 1, . . . , r+−1),

and if −a < x < 0, then −b < ψ−
k (x) < ψ−

k+1(x) < b (k = 1, . . . , r− − 1).
Let U be an arbitrary connected component of R \ (R ∩ Sπ) and O one of

(Zπ)−1(U). In other words U is one of the following sets:

{z ∈ C; 0 < x < a, ψ+
j (x) < y < ψ+

j+1(x)} (j = 1, . . . , r+ − 1);

{z ∈ C;−a < x < 0, ψ−
k (x) < y < ψ−

k+1(x)} (k = 1, . . . , r− − 1);

{z ∈ C; 0 < x < a,−b < y < ψ+
1 (x)}, {z ∈ C; 0 < x < a, ψ+

r+(x) < y < b};
{z ∈ C;−a < x < 0,−b < y < ψ−

1 (x)}, {z ∈ C;−a < x < 0, ψ−
r−(x) < y < b}.

We shall exploit the following obvious facts: O is a connected component of
(Zπ)−1(R \ (R ∩ Sπ)); Zπ(O) = U . For each z ∈ U , Lz = Fπ(z) ∩ O ⊂ Sn is
a compact Cω manifold without boundary. As z ranges over U these manifolds Lz

are diffeomorphic to one another (see below; O is a fibre bundle over U whose fibres
are the manifolds Lz). We endow each submanifold Lz with the Riemannian metric
g(z) induced by the standard metric on Sn and we use the classical Hodge theory

in L2(Lz ; Λ
∗) defined by means of that metric. To keep this in mind we denote

by ( , )(z) the inner product on each fibre of the exterior algebra ΛCT ∗Lz ; and by
d(z), d

∗
(z) and ∆(z) the exterior derivative, its adjoint and the Hodge-Laplacian on

the Riemannian manifold Lz.
Unless specified otherwise we shall denote the variable point in Sn by t and we

shall regard Lz as a submanifold of Sn. By ∇tΦ
π we shall mean the gradient of Φπ

on the sphere. We introduce the quantity

ρ(z) = MinLz |∇tΦ
π(x, t)|, z ∈ U .

Lemma 4.1. There are constants c, µ > 0 such that, for all z ∈ U ,

ρ(z) ≥ c[dist(z,Sπ)]µ.(4.1)
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Proof. The analyticity of the function |∇tΦ
π(x, t)|2 allows us to state the following

(cf. [13]): there are numbers c1, µ > 0 such that, for all (x, t) ∈ O,

|∇tΦ
π(x, t)| ≥ c1[dist((x, t),N π)]µ,(4.2)

where N π = {(x, t) ∈ I × Sn; |∇tΦ
π(x, t)| = 0}. To each (x, t) ∈ O there is

(x∗, t∗) ∈ N π such that dist((x, t),N π) = [|x − x∗|2 + dist(t, t∗)2]1/2 [dist(t, t∗):
geodesic distance between t and t∗ in Sn]. Set y∗ = Φπ(x∗, t∗), z∗ = x∗+ιy∗ (∈ Sπ);
then

|Φπ(x, t) − Φπ(x∗, t∗)| ≤M [|x− x∗|2 + dist(t, t∗)
2]1/2,

with M > 0 independent of x, t, x∗, t∗. If z = x+ ιΦπ(x, t) and if we take (4.2) into
account, it follows that |∇tΦ

π(x, t)| ≥ c1(1 +M2)−µ/2|z − z∗|µ ≥ c2[dist(z,Sπ)]µ

(c1 > c2 > 0). Taking the minimum of the left-hand side over t ∈ Lz yields
(4.1).

The forthcoming argument will make use of estimates of the metric g(z) and of
its derivatives, both tangential to Lz and transversal to it, i.e., in the z-directions.
It is convenient to limit the variation of z to a small open disk ∆ b U centered at
an arbitrary point z0 ∈ U , whose radius r0 shall be chosen later.

We shall now reason in a neighborhood of an arbitrary point O in Lz0 . After a
rotation we may assume that O is the North Pole (0, . . . , 0, 1) of Sn and that the
tangent space to Lz0 at O is the affine subspace of Rn+1 defined by tn = 0, tn+1 = 1.
We use the coordinates t1, . . . , tn in the open Northern Hemisphere Sn

+ of Sn. We
shall make systematic use of the notation t = (t′, tn), t′ = (t1, . . . , tn−1); O now
becomes the origin of Rn. For any z ∈ U the submanifold Lz can be defined, in
a neighborhood of O, by the equation Φπ(x, t) = y. At O, i.e., when x = x0 and
t = 0, ∂Φπ/∂tj = 0 (1 ≤ j < n), ∂Φ/∂tn = ±|∇tΦ

π|. If the radius r0 of the disk ∆
and the neighborhood ω of 0 in Rn are sufficiently small, in ∆×ω (b U ×Rn), then
Lz is also defined by an equation tn = ψ(z, t′), with ψ real-valued and real-analytic,
ψ(z, 0) = 0, dt′ψ(z, 0) = 0. The standard proof of the Implicit Function Theorem
shows that we may take r0 = κρ(z0) and

ω = {t ∈ R
n; |t′| < κρ(z0), |tn| < κρ2(z0)}(4.3)

for some suitably small κ > 0 independent of z0 (and a fortiori of the point O).
More precisely, we can select κ > 0 in such a way that, in ∆ × ω,

|∇t′Φ
π| ≤Mκρ(z0), |∂Φπ/∂tn| ≥

1

2
ρ(z0),(4.4)

with M > 0 also independent of z0. Of course,

Φπ(x, t) − y = E(z, t)[tn − ψ(z, t′)] in ∆ × ω;

∂Φπ/∂tj = −E∂ψ/∂tj (j = 1, . . . , n− 1), ∂Φπ/∂tn = E in ∆ × (Lz ∩ ω).

If we write

g(z) =

n−1∑
i,j=1

gij(z, t
′) dti ⊗ dtj

in ∆ × (Lz ∩ ω), we see that gij = δij + ψtiψtj or, equivalently,

gij = δij + Φπ
tiΦ

π
tj/(Φ

π
tn)2.(4.5)
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The expression (4.5) defines the gij as functions of (x, t), and this is how we shall
often view them in the sequel. To recover their values on a fixed level set Lz ∩ ω it
suffices to put Φπ(x, t) = y or, which amounts to the same, tn = ψ(z, t′). At any
rate, we derive from (4.4) that |gij − δij | ≤ 4M2κ2 in ∆×ω, and, as a consequence,
given any ε > 0 we can choose κ > 0 sufficiently small that

|gij − δij | ≤ ε,(4.6)

| det(gij) − 1| ≤ ε,(4.7)

|gij − δij | ≤ ε,(4.8)

where the matrix (gij) is the inverse of the matrix (gij).
This said we consider an exact form f ∈ C∞(Lz ; Λ

p). By the canonical solution
of the equation d(z)v = f we shall mean the solution in L2(Lz ; Λ

p−1) which is
orthogonal to all closed forms; we denote it by K(z)f . It is the unique solution of
the pair of equations d(z)v = f, d∗(z)v = 0 in Lz . Equivalently, K(z)f is the (unique)

solution in L2(Lz ; Λ
p−1) of the Hodge-Laplace equation ∆(z)v = d∗(z)f orthogonal

to all harmonic (p − 1)-forms. [Among other things this proves that K(z)f is
smooth.]

We are going to estimate the L2 norms of the (tangential) derivatives of the
canonical solution K(z0)f in terms of the L2 norms of the derivatives of the exact
form f ∈ C∞(Lz0 ; Λ

p), with constants that depend on z0 only through dist(z0,Sπ).
This will be possible thanks to the appropriate choice of the parameters N, r,A in
Lemma A.1 in which we take M = Lz0 (and therefore m = n− 1).

Lemma 4.2. There are positive constants C′, µ′ independent of z0 such that, for
any exact form f ∈ C∞(Lz0 ; Λ

p),

‖K(z0)f‖L2 ≤ C′[dist(z0,Sπ)]−µ′‖f‖L2.(4.9)

Proof. We adapt part of the argument in [2]. By (4.4) we know that, by choosing
the number κ suitably small, we can render the exponential map TOLz0 → Lz0 ∩ ω
as close as we wish to the map t′ → (t′, ψ(z0, t

′)). The size of ω shows that, in
applying Lemma A.1 to M = Lz0 , we have the right to take r = κ1ρ(z0) with
κ1 > 0 suitably small and independent of z0. And the constant A in Lemma A.1
can be taken ≤ 2. Finally, by a general result of [8] (Corollary 2.10, p. 93) according
to which VolLz is bounded independently of z ∈ R\R∩Sπ , our choice of r allows
us to apply Lemma A.1 with N ≤ C′/ρ(z0)n−1 and C′ > 0 also independent of z0
(cf. [2, Lemma 5]).

All this goes to show that (A.4) specializes, in our situation, to an estimate

‖K(z0)f‖L2 ≤ C′′ρ(z0)
4p+1−4np‖f‖L2.

Combining this inequality with (4.1) yields (4.9).

Corollary 4.3. Let the constants C′, µ′ be as in Lemma 4.2. Then, for any exact
form f ∈ C∞(L0; Λ

p) and for any integer k ≥ 0,

‖∆k
(z0)

K(z0)f‖L2 ≤ C′[dist(z0,Sπ)]−µ′‖∆k
(z0)

f‖L2 .(4.10)

Proof. Apply (4.9) with ∆k
(z0)

f instead of f , and take into account the commutation

relation ∆(z)K(z) = K(z)∆(z).
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The estimate (4.10) enables us to estimate the derivatives of K(z0)f in the di-
rections tangential to Lz0 . The Hodge-Laplacian acting on q-forms is given by

∆(z0) = −∆0 +R(4.11)

([21]), where ∆0 is the Laplace-Beltrami operator in Lz0 , acting coefficientwise,
and R is a multiplication operator related to the Riemann tensor. In a local chart
such as (ω ∩Lz0 , t1, . . . , tn−1) [see (4.3)] its entries are polynomials with respect to
the gij and their derivatives of order ≤ 2. It follows from (4.4) and (4.5) that an
estimate |R| ≤ B0ρ(z0)

−µ0 is valid on Lz0 , with constants B0, µ0 > 0 independent
of z0. More generally we have, in the local chart (ω ∩ Lz0 , t1, . . . , tn−1),

|(∂/∂t′)αR| ≤ Bkρ(z0)
−µk if α ∈ Z

n−1
+ , |α| ≤ k,(4.12)

with constants Bk, µk > 0 independent of z0.
Select a cutoff function χ ∈ C∞

c (ω ∩ Lz0), χ ≡ 1 in a neighborhood of O ∈ ω,
such that dist(suppχ,Sn \ ω) ≥ κ′ρ(z0) and that, for all k ∈ Z+,

|(∂/∂t′)αχ| ≤ B′
kρ(z0)

−k if α ∈ Z
n−1
+ , |α| ≤ k.(4.13)

Both constants κ′ and B′
k shall be independent of z0.

Let ( , )L2 stand for the inner product in L2(Lz0). We recall that if u, v ∈ L2(Lz0)
and if supp(uv) ⊂ ω ∩ Lz0 , then

(u, v)L2 =

∫
Rn−1

uv[det(gij)]
1/2dt1 · · ·dtn−1.

We avail ourselves of (4.5), (4.6), (4.7), (4.8). If u ∈ C∞(Lz0 ; Λ
p−1), in ω ∩Lz0 , we

may write u =
∑

|I|=p−1 uI dtI with multi-indices I that consist of integers i < n.

We begin by observing that to each integer k ≥ 0 there is a constant B′′
k > 0

(independent of z0 and of u) such that

∑
|α|=k

‖(∂/∂t′)α(χuI)‖2
L2 ≤ B′′

k

k∑
l=0

|(∆l
t′(χuI), χuI)L2 |,(4.14)

where we have used the notation ∆t′ =
∑n−1

j=1 (∂/∂tj)
2.

Next we exploit the fact that the expression of the Laplace-Beltrami operator
in the coordinates t1, . . . , tn−1 is close to ∆t′ . More precisely, if the constant κ is
sufficiently small there will be M > 0, independent of z0 and of u, such that

k∑
l=0

|(∆l
t′(χuI), χuI)L2 − (∆l

0(χuI), χuI)L2 |

≤ 1

2
B′′−1

k

∑
|α|=k

‖(∂/∂t′)α(χuI)‖2
L2 +Mρ(z0)

−2k
∑
|α|<k

‖(∂/∂t′)α(χuI)‖2
L2 .

If we recall that

∆l
0(χu) =

∑
|I|=p−1

∆l
0(χuI) dtI ,
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we see that∑
|I|=p−1

∑
|α|=k

‖(∂/∂t′)α(χuI)‖2
L2 ≤ 2B′′

k

k∑
l=0

|(∆l
0(χu), χu)L2 |

+ 2Mρ(z0)
−2k

∑
|I|=p−1

∑
|α|<k

‖(∂/∂t′)α(χuI)‖2
L2 .

By taking Formula (4.11) and the estimates (4.12) into account, we obtain, for
suitably large constants Ck and µk (independent of z0 and of u),

∑
|I|=p−1

∑
|α|=k

‖(∂/∂t′)α(χuI)‖2
L2 ≤ 2B′′

k

k∑
l=0

(∆l(χu), χu)L2

+ Ckρ(z0)
−µk

∑
|I|=p−1

∑
|α|<k

‖(∂/∂t′)α(χuI)‖2
L2 .

Now select a function χ1 ∈ C∞
c (ω ∩ Lz0), χ1 ≡ 1 in a neighborhood of suppχ,

0 ≤ χ1 ≤ 1 everywhere, and satisfying estimates similar to (4.13) with larger
constants Ak. Due to the inequality

k∑
l=0

(∆l(χu), χu)L2 ≤
∣∣∣∣∣

k∑
l=0

(χ∆lu, χu)L2

∣∣∣∣∣
+Mρ(z0)

−2k
∑

|I|=p−1

∑
|α|<k

‖(∂/∂t′)α(χ1uI)‖2
L2

we obtain∑
|I|=p−1

∑
|α|=k

‖(∂/∂t′)α(χuI)‖2
L2 ≤ 2B′′

k

∣∣∣∣∣
k∑

l=0

(χ∆lu, χu)L2

∣∣∣∣∣
+ C′

kρ(z0)
−µ′

k

∑
|I|=p−1

∑
|α|<k

‖(∂/∂t′)α(χ1uI)‖2
L2 ,

where the positive constants C′
k, µ

′
k are independent of z0 and u.

We apply this to u = K(z0)f . By combining the preceding inequality with (4.10)
and by taking (4.1) into account once again we get∑

|α|=k

‖(∂/∂t′)α(χK(z0)f)‖2
L2 ≤ 2B′′

kC
′[dist(z0,Sπ)]−µ′‖∆k

(z0)
f‖2

L2

+ C′
k[dist(z0,Sπ)]−µ′

k

∑
|α|<k

‖(∂/∂t′)α(χ1K(z0)f)‖2
L2.

Since the cutoff function χ1 is of the same type as χ, a simple induction argument
(and an increase of the constants C′

k, µ
′
k) yields the inequality

∑
|α|=k

‖(∂/∂t′)α(χK(z0)f)‖2
L2 ≤ C′

k[dist(z0,Sπ)]−µ′
k

k∑
l=0

‖∆l
(z0)

f‖2
L2.(4.15)

Applying a rough version of the Sobolev Lemma to (4.15) allows us to conclude
that to every integer k ≥ 0 there are positive constants C′′

k , µ
′′
k (independent of z0)
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such that the following is true, for any exact form f ∈ C∞(Lz0 ; Λ
p):∑

|α|≤k

‖(∂/∂t′)α(χK(z0)f)‖L∞ ≤ C′′
k [dist(z0,Sπ)]−µ′′

k

n+k∑
l=0

‖∆l
(z0)

f‖L2.(4.16)

We must emphasize the fact that in all the preceding estimates the operators
(∂/∂t′)α act tangentially to Lz0 . In other words, for each j = 1, . . . , n − 1, ∂/∂tj
should be interpreted as the pushforward of the vector field ∂/∂tj in Rn−1 under
the map t′ → (t′, ψ(z0, t

′)), i.e., as the vector field

∂/∂tj + (∂ψ/∂tj)∂/∂tn = ∂/∂tj − (∂Φπ/∂tn)−1(∂Φπ/∂tj)∂/∂tn.

If we want to free the estimates (4.16) from the choice of special tangential coordi-
nates (such as t1, . . . , tn−1 in ω ∩ Lz0) we must use vector fields such as

(∂Φπ/∂ti)∂/∂tj − (∂Φπ/∂tj)∂/∂ti (1 ≤ i < j ≤ n)

which span the tangent bundle of each level manifold Lz. Actually it is convenient
to normalize those vector fields and use

Xij = |∇Φπ|−1[(∂Φπ/∂ti)∂/∂tj − (∂Φπ/∂tj)∂/∂ti] (1 ≤ i < j ≤ n).

An easy induction argument and repeated use of the Lojasiewicz inequality (4.2)
show that the estimates (4.16) allow us to conclude the following:

Lemma 4.4. To every integer k ≥ 0 there are positive constants C′′′
k , µ

′′′
k such that

the following is true, for any z ∈ U , any sequence of k vector fields Xi1j1 , . . . , Xikjk

and any exact form f ∈ C∞(Lz ; Λ
p):

‖Xi1j1 · · ·XikjkK(z)f‖L∞ ≤ C′′′
k [dist(z,Sπ)]−µ′′′

k

n+k∑
l=0

‖∆l
(z)f‖L2,(4.17)

with the Lp norms computed over Lz.

5. End of the proof of Lemma 2.2

We now move to a set-up in which variation “transversal” to the manifolds
Lz must be taken into account: the coefficients of the forms under study will
be defined in the open set O and vary with z ∈ U ; we shall seek estimates of
their derivatives both with respect to t and to z. Recall that U is a connected
component of R \ (R ∩ Sπ) and that O ⊂ Uπ = (Zπ)−1(R) is one of (Zπ)−1(U).
To establish the desired estimates on the level set Lz0 we let z vary in the disk
∆ = {z ∈ C; |z − z0| < r0} b U .

We shall deal with a form F ∈ C∞
∗ (Uπ; Λ0,p) whose pullback to every regular

fibre of Zπ is exact (cf. Lemma 2.2). For each z ∈ U we denote by Fz ∈ C∞(Lz ; Λ
p)

the pullback of F to Lz = {(x, t) ∈ O;x+ ιΦπ(x, t) = z}. We call v the (p−1)-form
in O whose pullback to each Lz is equal to the canonical solution vz = K(z)Fz

and whose contraction, when p ≥ 2, with either ∂/∂x or the gradient of Φπ on the
sphere Sn, vanishes identically. By using local trivializations of the fibre bundle
O → U it is checked at once that v is smooth. In order to prove that v vanishes
to infinite order on the boundary of O we need estimates of the derivatives of the
coefficients of vz both in the tangential and transversal directions, extending (4.17).

Let us outline our approach to such estimates. To each z ∈ ∆ we associate
a diffeomorphism J(z) : Lz0 → Lz such that J(z0) = Identity of Lz0 , with the
following properties. In the product space U ×Sn let Σ be the hypersurface defined
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by the equation y = Φπ(x, t); dim Σ = n + 1. Note that O can be regarded
as an open subset of Σ and that the level sets Lz have codimension two with
respect to Σ. [In the sequel we continue to think of Lz as a subset of Sn rather
than one of U × Sn. Unless otherwise specified the variable point in Sn will be
called t and we shall write t ∈ Lz rather than (z, t) ∈ Lz.] Consider then a ray
[0, σ0] 3 σ → z(θ, σ) = z0 + σeιθ ∈ U (0 < σ0 < r0 = radius of ∆). The map
[0, σ0]×Lz0 3 (θ, σ, ℘) → t(θ, σ, ℘) = J(z(θ, σ))℘ will represent the flow of a vector
field ~ν tangent to Σ [meaning that Φπ(x(θ, σ), t(θ, σ, ℘)) = y(θ, σ)] whose direction
is unambiguously defined: at each point (z, t) ∈ Σ (z ∈ ∆), ~ν will be perpendicular
to Lz; the projection (z, t) → z will map ~ν into the ray z(θ, σ). Let us say right
away that it will suffice to deal with horizontal and vertical rays, i.e., with θ = 0, π
and θ = ±π/2. For this reason we shall not mention the parameter θ any more; we
write z(σ) rather than z(θ, σ), and t(σ, ℘) rather than t(θ, σ, ℘).

Before looking more closely at the diffeomorphism J(z) let us show how we plan
to use it. If J(z)∗ denotes the pullback of differential forms from Lz to Lz0 under
the map J(z), then we have, in Lz0 ,

d(z0)(J(z)∗vz) = J(z)∗Fz .(5.1)

Put z = z(σ), σ > 0; let (∂/∂σ)l (l = 1, 2, . . . ) act on both sides of (5.1) and put
σ = 0 in the result. We get

d(z0)((∂/∂σ)l[J(z(σ))∗vz(σ)]|σ=0) = (∂/∂σ)l[J(z(σ))∗Fz(σ)]|σ=0.(5.2)

Later in this section we shall establish “good” estimates for the derivatives, both
tangential and transversal to Lz0 , of J(z(σ))∗ (at σ = 0). This will yield good
tangential estimates for the right-hand side of (5.2). Unfortunately, when l ≥ 1,
this does not enable us to apply Lemma 4.4 to (∂/∂σ)l[J(z(σ))∗vz(σ)]|σ=0, since
we don’t know whether this (p − 1)-form is the canonical solution of the equation
(5.2).

In order to circumvent this difficulty we are going to introduce a form α(l) ∈
C∞(Lz0 ; Λ

p−1) orthogonal in L2(Lz0 ; Λ
p−1) to all closed forms and such that the

tangential derivatives of

β(l) = α(l) − (∂/∂σ)l[J(z(σ))∗vz(σ)]|σ=0

can be easily estimated, using Lemma 4.4 and induction on l = 0, 1, . . . . Then we
shall be able to apply Lemma 4.4 to the equation

d(z0)α
(l) = (∂/∂σ)l[J(z(σ))∗Fz(σ)]|σ=0 + d(z0)β

(l)(5.3)

and obtain good estimates of the derivatives of α(l), and thereby of those in
(∂/∂σ)l[J(z(σ))∗vz(σ)]|σ=0.

We have, for any closed form ϕ on Lz0 and any z ∈ U near z0,∫
Lz

(vz , (J(z)−1)∗ϕ)(z) dV (z) = 0,(5.4)

with dV (z) ∈ C∞(Lz; Λ
n−1) the volume element in Lz . In the integral at the left we

make the change of variables t = J(z)τ → τ . In doing this it is convenient to cover
the submanifold Lz0 with coordinate patches of the kind (4.3) [in which (4.4) to (4.8)
hold]. Thus we restrict the variation of z to the disk ∆ and assume that suppϕ b ω.
The generic point ℘ ∈ Lz0 ∩ ω is determined by its coordinates t1, . . . , tn−1. To
avoid confusion we shall write tj(℘) = τj , τ

′ = (τ1, . . . , τn−1). It is convenient to
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identify ℘ to τ = (τ ′, τn) with τn = ψ(z0, τ
′). We write J(z)τ = t(z, τ); we have

t(z0, τ) = τ . We assume throughout that t(z, τ) ∈ ω for any z ∈ ∆ and τ ∈ Lz0 ∩ω.
With the gij given by (4.5) and t = (t′, ψ(z, t′)), we have, in ∆ × ω,

dV (z) = [det(gij(x, t))]
1
2 dt1 · · ·dtn−1

= [det(gij(x, J(z)τ))]
1
2 d[J(z)τ ]1 · · · d[J(z)τ ]n−1

= [det(gij(x, J(z)τ))]
1
2

∣∣∣∣Dt(z, τ)Dτ

∣∣∣∣ dτ1 · · · dτn−1 = Q(z, τ) dV (z0),

where

Q(z, τ) = [det(gij(x, J(z)τ))]
1
2

∣∣∣∣Dt(z, τ)Dτ

∣∣∣∣ [det(gij(x0, τ))]
− 1

2 .

Here τn = ψ(z0, τ
′). Thus the integral at the left in (5.4) is equal to∫

Lz0

(vz , (J(z)−1)∗ϕ)(z)Q(z, τ) dV (z0),

where (vz , (J(z)−1)∗ϕ)(z) is regarded as a function of τ ∈ Lz0 . We must take a
closer look at the integrand.

Let us write

w = J(z)∗vz =
∑

|I|=p−1

wI(z, τ) dτI ∈ C∞(Lz0 ; Λ
p−1);

thus

vz = (J(z)−1)∗w =
∑

|I|=p−1

wI(z, J(z)−1t)d[J(z)−1t]I

=
∑

|H|=|I|=p−1

wH(z, J(z)−1t)ΓH,I(z, t) dtI ,

where ΓH,I(z, t) is the appropriate minor of the Jacobian determinant of J(z)−1.
Likewise

(J(z)−1)∗ϕ =
∑

|J|=|K|=p−1

ϕK(J(z)−1t)ΓK,J(z, t) dtJ .

Now consider any two forms α, β ∈ C∞(ω; Λp−1):

α =
∑

|I|=p−1

αI(t) dtI , β =
∑

|J|=p−1

βJ (t) dtJ ,

where I, J are ordered multi-indices of integers between 1 and n − 1. There is a
matrix with smooth entries AI,J(z, t) in ∆ × ω such that

(α, β)(z) =
∑

|I|=|J|=p−1

AI,J(z, t)αI(t)βJ (t).

Later on we shall give explicit expressions of the entries AI,J . Right now we derive
the following from what precedes:

(vz , (J(z)−1)∗ϕ)(z)

=
∑

|H|=|I|=|J|=|K|=p−1

AI,J (z, t)ΓK,J(z, t)ΓH,I(z, t)wH(z, J(z)−1t)ϕK(J(z)−1t).
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In this expression we put t = J(z)τ ; we get

(vz, (J(z)−1)∗ϕ)(z)

=
∑

|H|=|I|=|J|=|K|=p−1

AI,J(z, J(z)τ)ΓK,J (z, J(z)τ)ΓH,I(z, J(z)τ)wH(z, τ)ϕK(τ).

Now let BI,J denote the entries of the inverse of the matrix (AI,J). We define
the form in Lz0 ∩ ω,

ṽ(z) =
∑

|I|=p−1

ṽI(z, τ) dτI ,

with

ṽI(z, τ) = Q(z, τ)
∑

|H|=|H′|=|J|=|K|=p−1

BI,K(z0, τ)AH′,J (z, J(z)τ)

· ΓK,J(z, J(z)τ)ΓH,H′ (z, J(z)τ)wH(z, τ).

We have

Q(z, τ)(vz , (J(z)−1)∗ϕ)(z) =
∑

|I|=|J|=p−1

AI,J(z0, τ)ṽI(z, τ)ϕJ (τ) = (ṽ, ϕ)(z0).

In passing note that ṽ(z0) = vz0 .
We may write ṽ(z) = M(z)w, with M(z) a “multiplication operator” acting on

(p− 1)-forms in ω ∩ Lz0 : if χ =
∑

|H|=p−1 χH(τ) dτH ∈ C∞(ω ∩ Lz0 ; Λ
p−1),

M(z)χ =
∑

|H|=|I|=p−1

MI,H(z, τ)χH(τ) dτI .

Comparison with the preceding relations shows that

MI,H(z, τ) = Q(z, τ)
∑

|H′|=|J|=|K|=p−1

BI,K(z0, τ)AH′ ,J(z, J(z)τ)

· ΓK,J (z, J(z)τ)ΓH,H′(z, J(z)τ).

(5.5)

It is easy to give a global definition of the operator M(z), and therefore of the form
ṽ(z), in a full tubular neighborhood of Lz0 by using a partition of unity subordinate
to a covering {ωi}i=1,...,ν consisting of coordinate patches like ω above. We have
M(z0) = Identity operator; and provided ∆ is sufficiently small, M(z) is invertible.

In summary we see that Equation (5.4) can be rewritten as∫
Lz0

(ṽ(z), ϕ)(z0) dV (z0) = 0(5.6)

valid for all closed forms ϕ ∈ C∞
c (Lz0 ; Λ

p−1). Now that the analysis is concentrated
on the fixed level set Lz0 we can put z = z(σ) and differentiate the equation (5.6)
with respect to σ > 0:∫

Lz0

((∂/∂σ)l[ṽ(z(σ))], ϕ)(z0) dV (z0) = 0.(5.7)

We have

(∂/∂σ)lṽ(z(σ)) = M(z(σ))(∂/∂σ)l[J(z(σ))∗vz(σ)]

+
l∑

l′=1

(
l
l′

)
{(∂/∂σ)l

′
[M(z(σ))]}(∂/∂σ)l−l′J(z(σ))∗vz(σ).



422 SAGUN CHANILLO AND FRANÇOIS TREVES

Putting σ = 0 and defining

α(l) = (∂/∂σ)lṽ(z(σ))|σ=0,

β(l) =

l∑
l′=1

(
l
l′

)
{(∂/∂σ)l

′
[M(z(σ))]|σ=0}{(∂/∂σ)l−l′ [J(z(σ))∗vz(σ)]|σ=0},

we conclude that Equation (5.3) does indeed hold.
Thanks to the estimates of the derivatives of M(z) combined with induction

on l we may assume that good estimates of the tangential derivatives of β(l) and
therefore of

d(z0)β
(l) =

l∑
l′=1

(
l

l′

)
{(∂/∂σ)l

′
[M(z(σ))]|σ=0}{(∂/∂σ)l−l′ [J(z(σ))∗Fz(σ)]|σ=0}

+

l∑
l′=1

(
l

l′

)
{d(z0)(∂/∂σ)l

′
[M(z(σ))]|σ=0} ∧ {(∂/∂σ)l−l′ [J(z(σ))∗vz(σ)]|σ=0}

have been established. Then Lemma 4.4 will give us good estimates of the tangential
derivatives of α(l). Furthermore (5.7) shows that α(l) is orthogonal to all closed
(p− 1)-forms on Lz0 , i.e., α(l) is the canonical solution of Equation (5.3).

We now return to the diffeomorphism J(z). The hypothesis that the flow is
tangent to the hypersurface Φπ(x, t) = y is expressed by the equation

Φπ
x(x, t)ẋ + ∇tΦ

π(x, t) · ṫ = ẏ;(5.8)

while the hypothesis that the flow is transversal to the level sets Lz is expressed by
the equation

ṫ = h∇tΦ
π(x, t)/|∇tΦ

π(x, t)|2,(5.9)

where h is a real-valued C∞ function of σ ∈ [0, σ0]. Thus

h+ Φπ
x(x, t)ẋ = ẏ.(5.10)

As we have announced we shall let z vary only along the horizontal line x = x0 and
the vertical line y = y0; it suffices to choose h in these two cases only.

Vertical motion ẋ = 0. In this case we take h ≡ 1, which by (5.10) amounts to
taking σ = y: J(x0 + ιy) is the gradient flow of Φπ(x0, t). We have

ṫ = ∇tΦ
π(x, t)/|∇tΦ

π(x, t)|2.(5.11)

Horizontal motion ẏ = 0. In this case we take σ = x, i.e., ẋ = 1, whence, by
(5.10), h = −Φπ

x and

ṫ = −Φπ
x(x, t)∇tΦ

π(x, t)/|∇tΦ
π(x, t)|2.(5.12)

By t(σ, ℘) we mean the solution of the systems of ODEs (5.11) and (5.12) such
that t(0, ℘) = ℘. We can differentiate both sides of (5.11) and (5.12) with respect
to σ as well as in the directions tangential to Lz0 . To do this we return to the
neighborhood ω of the “central” point O ∈ Lz0 and we identify ℘ ∈ Lz0 ∩ ω to
τ = (τ ′, τn) with τ ′ = (τ1, . . . , τn−1), τn = ψ(z0, τ

′); we write t(σ, ℘) = t(σ, τ); then
t(0, τ) = τ . We let (∂/∂σ)l∂ατ ′ act on both sides of both differential equations (5.11)
and (5.12); and we let ∂ατ ′ act on the initial value τ . We have, for all τ ∈ Lz0 ∩ ω,

|(∂/∂σ)l∂ατ ′t(σ, τ)| ≤ const.|∇tΦ
π(x(σ), t(σ, τ))|−k .
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[To prove this estimate we use induction on l + |α|: for l = 0 it follows by differ-
entiating the equation Φπ(x, t) = y; for l ≥ 1 by differentiating (5.11) or (5.12).]
Freezing this estimate at σ = 0 and applying the Lojasiewicz inequality (4.1) yields

Lemma 5.1. To each integer k ≥ 0 there are numbers Bk, βk > 0, independent of
z0 ∈ U , such that, for all l ∈ Z+, α ∈ Z

n−1
+ , l + |α| ≤ k, and all τ ∈ Lz0 ∩ ω,

|∂lσ∂ατ ′ [t(σ, τ)]| |σ=0 ≤ Bk[dist(z0,Sπ)]−βk .

We continue to view the gij as functions of (x, t). Lemma 5.1 implies

Lemma 5.2. To each integer k ≥ 0 there are numbers Ck, γk > 0, independent
of z0, such that, for all i, j = 1, . . . , n − 1, l ∈ Z+, α ∈ Z

n−1
+ , l + |α| ≤ k, and all

τ ∈ Lz0 ∩ ω,

{|∂lσ∂ατ ′ [gij(x(σ), t(σ, τ))]| + |∂lσ∂ατ ′ [gij(x(σ), t(σ, τ))]|}|σ=0 ≤ Ck[dist(z0,Sπ)]−γk .

Proof. Letting ∂lσ∂
α
τ ′ act on both sides of (4.5), putting σ = 0 in the result and

applying Lemma 4.1 yields an estimate

|∂lσ∂ατ ′ [gij(x(σ), t(σ, τ))]|σ=0 ≤ Ck[dist(z0,Sπ)]−γk ,

which entails a similar estimate for gij , by inversion and by (4.6), (4.7), (4.8).

The same approach allows us to estimate the partial derivatives (at σ = 0) of
the quantity

Q(z(σ), τ) = [det(gij(x(σ), t(σ, τ)))]
1
2

∣∣∣∣Dt(z, τ)Dτ

∣∣∣∣
z=z(σ)

[det(gij(x0, τ))]
− 1

2 .

To each integer k ≥ 0 there are numbers Ck, γk > 0, independent of z0, such that,
for all l ∈ Z+, α ∈ Z

n−1
+ , l+ |α| ≤ k, and all τ ∈ Lz0 ∩ ω,

|∂lσ∂ατ ′Q(z(σ), τ)| |σ=0 ≤ Ck[dist(z0,Sπ)]−γk .(5.13)

We continue to estimate the various quantities in the expression of MI,J(z(σ), τ)
derived from (5.5). We limit our attention to p ≥ 2, since p = 1 ⇒ MI,J(z, τ) =
Q(z, τ). If J = {j1, . . . , jp−1},K = {k1, . . . , kp−1}, 1 ≤ j1 < · · · < jp−1 ≤ n − 1,
1 ≤ k1 < · · · < kp−1 ≤ n− 1, then

D′
J,K(z(σ), t(σ, τ)) = (∂τj1/∂tk1) · · · (∂τjp−1/∂tkp−1),

where τ = τ(σ, t) is obtained by solving the equation t(σ, τ) = t with respect to τ .
Since the Jacobian matrices

∂τ ′/∂t′ = (∂τj/∂tk)0<j,k<n, ∂t′/∂τ ′ = (∂tj/∂τk)0<j,k<n

are the inverse of one another, we have, for 1 ≤ j, k ≤ n− 1,

∂τj/∂tk = (det ∂t′/∂τ ′)−1Djk,

where Djk is the appropriate minor of order n − 2 in det ∂t′/∂τ ′. The upshot is
that

D′
J,K(z(σ), t(σ, τ)) = (det ∂t′/∂τ ′)1−pDj1k1 · · ·Djp−1kp−1 .

If we take into account the fact that det ∂t′/∂τ ′|σ=0 = 1 we derive at once from
Lemma 5.1 that to each integer k ≥ 0 there are numbers Ck, γk > 0, independent of
z0, such that, for all multi-indices J and K as above, all l ∈ Z+, α ∈ Z

n−1
+ , l+ |α| ≤

k, and all τ ∈ Lz0 ∩ ω,

|∂lσ∂ατ ′ [D′
J,K(z(σ), t(σ, τ))]| |σ=0 ≤ Ck[dist(z0,Sπ)]−γk .(5.14)
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Next we look at the entries AI,K . Here also this only makes sense if p ≥ 2.

The AI,K are the coefficients of the Hermitian form g
∗(p−1)
(z) defined on covectors

of degree p − 1 by the metric g(z). In the coordinate patch (ω, t1, . . . , tn−1) the

Hermitian form g
∗(1)
(z) on cotangent vectors is defined by the equations

g
∗(1)
(z) (dti, dtj) = gij (1 ≤ i, j ≤ n− 1).

It follows from this that, if I = {i1, . . . , ip−1} and K = {k1, . . . , kp−1} [with 1 ≤
i1 < · · · < ip−1 ≤ n− 1, 1 ≤ k1 < · · · < kp−1 ≤ n− 1], then

AI,K = gi1k1 · · · gip−1kp−1 .

It is then a direct consequence of Lemma 5.2 that to each integer k ≥ 0 there are
numbers Ck, γk > 0, independent of z0, such that, for all multi-indices I and K as
above, all l ∈ Z+, α ∈ Z

n−1
+ , l+ |α| ≤ k, and all τ ∈ Lz0 ∩ ω,

|∂lσ∂ατ ′ [AI,K(z(σ), t(σ, τ))]| |σ=0 ≤ Ck[dist(z0,Sπ)]−γk .(5.15)

Similar estimates hold for the entries BH,J of the inverse matrix (AI,K)−1. In
particular, if |α| ≤ k,

|∂ατ ′BH,J (z0, τ)| |σ=0 ≤ Ck[dist(z0,S ı)]−γk .(5.16)

Combining the expression (5.5) with the estimates (5.13), (5.14), (5.15) and
(5.16) yields similar estimates of the derivatives of MI,J with respect to (σ, t′), as
needed. As indicated earlier this provides us with estimates of the derivatives of the
right-hand side in (5.3), and thus, thanks to Lemma 4.4 applied with f = Fz0 , of the
derivatives of the canonical solution α(l), and thereby, of the tangential derivatives
of (∂/∂σ)l[J(z(σ))∗vz(σ)]|σ=0. Taking into account the fact that F is flat at the
boundary of O enables us to complete the proof of Lemma 2.2.

Appendix: Estimates in the integration of p-forms
on a compact manifold

We consider a compact, connected and orientable Riemannian manifold (M, g)
of class C∞, without boundary (dimM = m ≥ 1). All norms in the statements
that follow (on tangent and cotangent spaces, on the Grassmann algebra, etc.)
are defined by means of the metric on the base manifold. We denote by Λp the
pth exterior power of the complexified cotangent bundle CT ∗M. As usual Λ0 is
identified to M × C, and Λp = 0 if p < 0 or if p > m; d will stand for the
exterior derivative in M. We denote by C∞(M; Λp) the space of C∞ p-forms in
M, by L2(M; Λp) the Hilbert space of L2 p-forms in M, and by ‖ · ‖L2 the norm
in L2(M; Λp).

We restate Theorem 1.1 in [3]:

Lemma A.1. Suppose there exists an open covering {U1, . . . ,UN} of M and two
numbers A > 0 and r, 0 < r � 1, such that the following properties hold, for some
R > 4mr and every i = 1, . . . , N :

∃ti ∈ Ui such that the exponential map Ei : TtiM → M is a
diffeomorphism of the ball B(ti, R) = {v ∈ TtiM; ‖v‖ < R}
onto Ei(B(ti, R));

(A.1)

A−1 ≤ ‖dEi(v)‖ ≤ A for all v ∈ B(ti, R);(A.2)
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Ui = Ei(B(ti, r)).(A.3)

Then there is a constant C > 0 depending solely on m and A, such that the following
is true, for any integer p, 1 ≤ p ≤ m :

If f ∈ C∞(M; Λp) is exact, then the equation du = f has a solution u ∈
C∞(M; Λp−1) such that

‖u‖L2 ≤ CrN4p‖f‖L2.(A.4)

Lemma A.1 yields an estimate for the canonical solution, that is, the solution
orthogonal in L2(M; Λp−1) to all closed forms. Indeed this solution minimizes the
L2 norm over the affine subspace of all L2 solutions.
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Abstract. The article studies the local exactness at level q (1 ≤ q ≤ n) in
the differential complex defined by n commuting, linearly independent real-
analytic complex vector fields L1, . . . , Ln in n + 1 independent variables. Lo-
cally the system {L1, . . . , Ln} admits a first integral Z, i.e., a Cω complex
function Z such that L1Z = · · · = LnZ = 0 and dZ 6= 0. The germs of the
“level sets” of Z, the sets Z = z0 ∈ C, are invariants of the structure. It is
proved that the vanishing of the (reduced) singular homology, in dimension
q − 1, of these level sets is sufficient for local exactness at the level q. The
condition was already known to be necessary.
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