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Dedicated to my Rutgers colleague Antoni A. Kosinski (b. May 25, 1930) who proved that

Cramer’s Rule is indeed due to Cramer.

Prerequisites: We assume that readers are familiar with the notions of : integer (e.g. 3, 11),

set (e.g. {1, 2, 3}), addition (of numbers or symbols) (e.g. a + b) , multiplication (e.g. bc), and

“> , = , < , ≤ , ≥”. Two symbols a and b commute if ab = ba. All the symbols in this paper

commute. No other knowledge is needed!

Notation: If w is a weight defined on a set S (i.e. a way of assigning a number, or algebraic

expression to members of S), then w(S) :=
∑
s∈S w(s). For example if S = {1, 4}, w(1) = a,

w(4) = b, then w({1, 4}) = a+ b.

Definitions

• For any positive integer n, an n-permutation is a list of integers π = π1 . . . πn, where 1 ≤ πi ≤ n
for all 1 ≤ i ≤ n and πi 6= πj if i 6= j.

• The set of all n-permutations is denoted by Sn. For example, S3 = {123, 132, 213, 231, 312, 321}.

• For an n-permutation π = π1 . . . πn, a pair (i, j), where 1 ≤ i < j ≤ n, is an inversion if πi > πj .

For example, If π = 51423 then (1, 2), (1, 3), (1, 4), (1, 5), (3, 4), (3, 5) are inversions of π. Let inv(π)

be the number of inversions, for example inv(51423) = 6.

• Let n be a positive integer, and let ai,j(1 ≤ i, j ≤ n) and bi (1 ≤ i ≤ n) be n2 + n commuting

symbols (or numbers). Define n+ 1 weights wj (0 ≤ j ≤ n) on Sn as follows:

w0(π) := (−1)inv(π)
∏

1≤k≤n

aπk,k ,

wj(π) := (−1)inv(π) bπj

∏
1≤k≤n

k 6=j

aπk,k (1 ≤ j ≤ n) .

Theorem (Cramer [C]): Let

Xj := wj(Sn) (0 ≤ j ≤ n) ,

then

xj :=
Xj

X0
(1 ≤ j ≤ n) ,

satisfy the n linear equations

n∑
j=1

ai,jxj = bi (1 ≤ i ≤ n) . (Ci)
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Combinatorial Proof: By multiplying (Ci) by X0, we have to prove

n∑
j=1

ai,jXj = biX0 (1 ≤ i ≤ n) . (C ′i)

For any positive integer n, let Fn be the following set (with n · n! members, where n! := 1 · 2 · · ·n)

Fn := {[j, π] ; 1 ≤ j ≤ n , π ∈ Sn} .

For any i (1 ≤ i ≤ n), define a weight Wi on Fn as follows:

Wi([j, π]) := ai,jwj(π) = ai,j(−1)inv(π)bπj

∏
1≤k≤n

k 6=j

aπk,k .

The left side of (C ′i) is Wi(Fn).

Definition: [j, π] ∈ Fn is an i-good guy if πj = i, otherwise it is an i-bad guy. Let Gn,i and Bn,i

be the subsets of Fn consisting of the i-good guys and i-bad guys respectively.

Obviously, since Fn = Gn,i ∪Bn,i, we have

Wi(Fn) = Wi(Gn,i) +Wi(Bn,i) .

Fact 1:

Wi(Gn,i) = biX0

Proof of Fact 1: If [j, π] ∈ Fn is a good guy then, since πj = i, we have:

Wi([j, π]) = (−1)inv(π) ai,j bπj

∏
1≤k≤n

k 6=j

aπk,k

= (−1)inv(π) aπj ,j bi
∏

1≤k≤n
k 6=j

aπk,k = (−1)inv(π) bi
∏

1≤k≤n

aπk,k = biw0(π) .

Hence Wi(Gn,i) = biw0(Sn) = biX0.

Fact 2:

Wi(Bn,i) = 0 .

Proof of Fact 2: Let [j, π] ∈ Fn be an i-bad guy. Let a := πj and j′ := π−1(i). Of course a 6= i

and j′ 6= j. Define a permutation σ by transposing πj = a and πj′ = i, in other words σj = i,

σj′ = a and σk = πk if k 6∈ {j, j′}. Let

Ti([j, π]) := [j′, σ] .
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We have

Wi([j, π]) = (−1)inv(π) ai,j ba
∏

1≤k≤n
k 6=j

aπk,k = (−1)inv(π)ai,j ba aπj′ ,j
′

∏
1≤k≤n

k 6=j,j′

aπk,k

= (−1)inv(π) ai,j ba ai,j′
∏

1≤k≤n

k 6=j,j′

aπk,k .

Similarly

Wi([j
′, σ]) = (−1)inv(σ) ai,j′ ba

∏
1≤k≤n

k 6=j′

aσk,k = (−1)inv(σ) ai,j′ ba aσj ,j

∏
1≤k≤n

k 6=j,j′

aσk,k

= (−1)inv(σ) ai,j′ ba ai,j
∏

1≤k≤n

k 6=j,j′

aσk,k .

Since inv(π)−inv(σ) is odd (why?), and πk and σk coincide if k 6∈ {j, j′}, we have, by commutativity,

that for any i-bad guy b, Wi(b) +Wi(Ti(b)) = 0.

Since Ti(Ti(b)) = b for all i-bad guys b (why?), all the bad guys can be arranged into mutually

Wi-canceling pairs, proving Fact 2.

Combining Facts 1 and 2, (C ′i), and hence Cramer’s Rule, follow.

Comments: 1. There are several ‘short’ proofs of Cramer’s rule that can be found in Wikipedia

and its references, but they all assume knowledge of linear algebra. Our proof is fully self-contained,

and does not assume anything besides the prerequisites listed at the beginning. We believe that if

you include all the necessary background, our proof is the shortest.

2. For a fascinating defense of Gabriel Cramer’s priority for his rule, see Antoni Kosinski’s article

[K].
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