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Preface 

There are problems in mathematics which are so hard that they remain open for cen­
turies. But many problems are not of this type. Often, being able to solve a problem 
just depends on knowing the right technique. This book is a book on techniques. 
More precisely, it is a book on techniques for solving problems about infinite se­
quences. Some of these techniques have belonged already to the repertoire of Euler 
and Gauss, others have been invented only a couple of years ago and are best suited 
for being executed in a computer algebra system. 

A course on such techniques has been taught by the second author for almost twenty 
years at the Johannes Kepler University in Linz, Austria. The material of this course 
has served as a starting point in writing the present book. Besides the teaching ex­
perience with that course, also our personal experience with applying, developing, 
and implementing algorithms for combinatorial sequences and special functions has 
greatly influenced the text. The techniques we present have often worked for us, and 
we are convinced that they will also work for our readers. 

We have several goals. The first is to give an overview of some of the most im­
portant mathematical questions about infinite sequences which can be answered by 
the computer. It may seem at first glance that a user manual of a computer alge­
bra system could serve the same purpose. But this is not quite so, because a proper 
interpretation of a computational result may well require some knowledge of the 
underlying theory, and sometimes a problem may be solvable only by some varia­
tion of a classical algorithm. Our second goal is therefore also to explain how the 
algorithms work and on what principles they are based. Our third goal, finally, is 
to describe also some techniques which are suitable for traditional paper and pencil 
reasoning rather than for modern computer calculations. This is still useful because 
paper and pencil arguments are often needed to bring the problem at hand into an 
equivalent form which then can be handled by a computer. 

We have included more than one hundred problems on which the techniques ex­
plained in the text can be tested. Some of the problems are meant to be solved on 
paper, others by using computer algebra. The reader will also find problems which 
only after some prior hand calculation can be completed electronically. These ones 
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may consume some more time and thought than the others, but they surely offer the 
best training effect, because these problems give the most accurate impression of 
how the various techniques are applied in real life. Depending on the individual in­
terests of the reader and on the particular problem at hand, it may be instructive not 
to resort to the built-in commands of a computer algebra system for, say, evaluating 
a certain sum in closed form, but instead to execute the algorithms described in the 
text in a step-by-step manner, using the computer algebra system only for basic op­
erations such as adding, multiplying, or factoring polynomials, or for solving linear 
systems. We leave the choice of appropriate tools to the reader. But in either case, 
we want to stress explicitly that the use of computers is not just allowed but also 
strongly encouraged - not only for solving the problems in this book, but in general. 

In order to spread this message as far as possible and to reach not only those who 
already know, but also undergraduate mathematics or computer science students and 
researchers from other mathematical or even non-mathematical disciplines, we have 
preferred concrete examples over abstract theorems, and informal explanations over 
formal proofs wherever this seemed to be in the interest of readability. We have 
also strived for reducing the assumed background knowledge as much as possible. 
The only knowledge which we will assume is some familiarity with basic algebraic 
notions (rings, fields, etc.), with linear algebra in finite dimensional vector spaces, 
and with some complex analysis in one variable. But not more. 

With this background it is already possible to cover quite some material, including 
some of the most spectacular discoveries in the area, which have been made in 
the last decade of the 20th century. It is not our goal, however, to reach subjects 
of ongoing research. Important topics such as summation with IT}: fields, special 
function inequalities, holonomic functions in several variables, or objects defined 
by nonlinear recurrence or differential equations are not addressed at all. But even 
with this restriction, we do believe that the tools presented in this book are useful. 

Let us finally take the opportunity to thank Victor Moll, Veronika Pillwein, and 
Carsten Schneider for valuable comments and enlighting discussions. We especially 
want to express our gratitude to Michael Singer and his students for carefully going 
through a preliminary version of the book. Their remarks and suggestions have been 
of great help in fixing errors and resolving confusion. 

Hagenberg, October 2010 Manuel Kauers 
Peter Paule 
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Chapter 1 

Introduction 

This is the story about four mathematical concepts which playa great role in many 
different areas of mathematics. It is a story about symbolic sums, recurrence (dif­
ference) equations, generating functions, and asymptotic estimates. In this book, we 
will study their key features in isolation or in combination, their mastery by paper 
and pencil or by computer programs, and their application to problems in pure math­
ematics or to "real world problems". To begin with, we take a look at a particular 
"real world problem" and see how sums, recurrence equations, generating functions, 
and asymptotic estimates may naturally arise in such a context. After having intro­
duced these four main characters of this book informally by seeing them in action, 
we will then prepare the stage for their detailed study. 

1.1 Selection Sort and Quicksort 

Suppose you want to write a computer program that sorts a given array of numbers. 
There are many ways to do this. Which one should you choose if you want your 
program to be fast? The speed of a program can be estimated by counting the number 
of operations it performs in dependence of the input size. For a sorting algorithm, it 
is thus natural to ask how many comparisons of two elements are needed in order to 
bring them into the right order. 

The Selection Sort algorithm sorts a given array (aj, ... , an) of numbers as follows. 
First it goes through the entire list and determines the minimum. Say ak is the min­
imum. Then it exchanges aj and ak so that the minimum is at the right position. 
Then it goes through the list again, starting at the second position, and searches 
for the minimum of the remaining elements. It is exchanged with a2 so that it is 
also at the right position, and so on. An example with eight numbers is shown in 
Fig. 1.1. 

M. Kauers, P. Paule, The Concrete Tetrahedron 
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2 I Introduction 

It is easy to see that this algorithm is correct. How many comparisons did it perform? 
In the first iteration, there were seven comparisons needed for finding the minimum 
of eight numbers. In the second iteration, six comparisons for seven numbers, and 
so on. Finally, in the seventh iteration, one comparison was needed for finding the 
minimum of two numbers. Altogether, we needed 

7 + 6 + 5 + 4 + 3 + 2 + I = 28 

comparisons. 

This is if eight numbers are to be sorted. If there are n numbers, then there are 

n-1 

Lk= I +2+3+".+(k-l) 
k=1 

comparisons, and we are faced with our first symbolic sum. It is a very easy one 
indeed, famous for having been solved by nine-year-old Gauss in elementary school 
who just added the sum term by term to its reverse and divided by two in order to 
get the closed form ~n(n - 1): 

{
I + 2 + 3 +". + (n - 1) 

EB (n-l)+(n-2)+(n-3)+".+ 1 

1l-1 
= I, k 

k=1 
11-1 

= I, k 
k=1 
11-1 

n + n + n +".+ n =2I,k 
k=1 

(n -1) summands 

Or with black and white pebbles, as the ancient Greeks did it: 

0000000. 
000000 •• 
00000 ••• 

Il-I 0000 •••• 
000 ••••• 
00 •••••• 
0 ••••••• 

(n-1)+1 

Il-I 

n(n -I) = 2 L k 
k=1 

(In fact, the word "calculation" originates from the Greek word for "pebble".) 

Either way, at this point the analysis of Selection Sort can be considered as settled. 
We have a closed form expression which tells us for every input size n how many 
comparisons the algorithm will perform to get n numbers sorted. 

Let us now have a look at a second sorting algorithm. It is called Quicksort and was 
invented by Hoare in the 1960s in the course of first attempts to write programs for 
translating texts from one language into another. Our goal is to understand whether 
Quicksort deserves its name. Here is how the algorithm works. It first picks a random 
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1.1 Selection Sort and Quicksort 

Fig. 1.1 Selection Sort 

1{951a141317121 
~15IaI41317' 

2~7161 

231{9517161 
2 314 {§'I7161 
2 314 51@!OJ 
2 314 51661al 
2 314 5161711 
2 314 516171al 

3 

number from the list, called the pivot. Then it goes through the list and puts all the 
elements greater than the pivot to the right of it and all elements smaller than the 
pivot to the left of it. After that, the pivot is sitting at the correct position. The 
algorithm then proceeds recursively and sorts the part left of the pivot and the part 
right of the pivot. On our previous example, this may happen as shown in Fig. 1.2. 

Fig. 1.2 Quicksort 

We have chosen first 5 as pivot and brought the smaller numbers 2, 1, 3, and 4 to 
the left and the greater numbers 8, 7, 6 to the right. Then the algorithm is applied to 
2, 1,3,4. We have chosen 3 as pivot and found that no switch is needed. Then 2, I 
gets sorted to 1,2, and the part to the left of 3 is done. The part to the right of 3 is 
trivial, as it consists of 4 only. Now we have 1,2,3,4 to the left of 5 and turn to the 
right. We have chosen 7 as pivot and exchanged 6 and 8 to bring them on the correct 
sides. The numbers 6 and 8 by themselves are trivially sorted, so 7,8,9 are in order. 
This completes the execution. 

How many comparisons did we perform? Let's count: in the first iteration we com­
pared seven numbers to 5 for deciding to which side they belong. Then we compared 
three numbers to 3, one number to 1, and finally two numbers to 7. So there were 

7+3+1+2=13 
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4 I Introduction 

comparisons in total. This is clearly better than the 28 comparisons we needed with 
Selection Sort. 

But sorting eight numbers with Quicksort does not always require 12 comparisons. 
The number of comparisons depends on the choice of the pivot. If, for example, it 
happens that the chosen pivot is always the minimum element of the (sub )list under 
consideration, then Quicksort just emulates Selection Sort and requires 28 compar­
isons for sorting eight numbers. In order to judge the performance of Quicksort, we 
need to know how many comparisons it needs "on average". 

For n :;0. 0, let Cn be that number. Then we have: 

• Co = 0, because there is nothing to be sorted here. 

• C1 = 0, because every singleton list is sorted. 

• C2 = 1, because two elements can be sorted by a single comparison. 

• C3 = ~: the pivot may be the minimum, the middle element or the maximum. Two 
comparisons are needed to determine this. If it is the minimum or the maximum, 
then the other two numbers are on the same side and it requires C2 = 1 compar­
isons to sort them. If the pivot is the middle element, then there is one number to 
its left and one number to its right and no further comparison is needed. Assum­
ing that each case is equally likely, we expect 2 + (1 + 0 + 1) /3 comparisons on 
average. 

In the general case, when we are sorting n numbers and choose a pivot p, that pivot 
can be the k-th smallest element of the list for any k = 1, ... ,no In every case, we need 
n - 1 comparisons to bring the k - 1 smaller elements to its left and the n - k greater 
elements to the right. Then we need Ck-I comparisons on average to sort the left 
part and Cn-k comparisons on average to sort the right part, thus n - I + Ck-I + Cn-k 

comparisons in total. Taking the average over all possible choices for k, we find 

(n:;o. 1). 

So we now know what CIl is. In some sense. The answer may not be satisfactory 
because it is not in "closed form", but at least we can use it for computing Cn re­
cursively for large n. (Observe that this is possible because all the Ck-1 and CIl-k 

appearing on the right-hand side have smaller index than n.) We find 

n 0 2 3 4 5 6 

001 8 
3" 

29 
6 

37 103 
5" 10 

7 
472 
35 

8 
2369 
l40 

9 
2593 
126 

10 
30791 
1260 

and it would be easy to provide more numbers. So we can now decide for every fixed 
and specific n whether sorting n numbers is better done by Quicksort or by Selection 
Sort. Indeed, we have Cn < ~n(n -1) for n = 3, ... ,10 and Fig. 1.3 suggests that this 
is so for all large n, and that the advantage of Quicksort over Selection Sort gets even 
much better as n grows. But a picture is not a proof. 
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1.2 Recurrence Equations 

4000 

3000 

2000 .................... 

.. ' .. ' 

1000 

.. :::::::::::::::::::::::::::::::: ................................................... . 
o 25 50 75 100 

Fig. 1.3 Comparison of en (diamonds) to ~n(n - I) (circles) 

1.2 Recurrence Equations 

5 

For a rigorous argument, we need a better representation of the sequence (cn);;'=o' 
Some cleanup is straightforward: 

1 n 
cn=(n-l)+- L(Ck-I+Cn-k) 

n k=1 

1 ( n n) = (n - 1) + ;;- L Ck-l + L Cn-k 
k=1 k=1 

1 ( n n ) = (n -1) +;;- L Ck-l + L Cn-(n-HI) 
k=1 k=1 

2 n 
=(n-l)+- LCk-l 

n k=1 
2 n-I 

= (n-l)+- LCk. 
n k=O 

(split the sum into two) 

(reverse the order of summation) 

(now it is twice the same sum) 

(let the sum start from k = 0) 

This looks just slightly better. The unpleasant thing is that Ck appears in a sum 
expression. To get rid of this disturbing term, we apply an adapted version of Gauss's 
summation trick. First multiply the equation by n to obtain the form 

n-I 
nCIl = n(n - 1) + 2 L Ck 

k=O 

Replace n by n + 1 to obtain 

n 

(n+ I)CIl+l = (n+ l)n+2 L Ck 
k=O 

(n ~ 1). 

(n ~ 0), 

doronzeil@gmail.com



6 I Introduction 

and subtract the previous equation from this one. This makes all but one term of the 
sum cancel and leaves us with 

(n + I )Cn+l - nCn = (n + l)n - n(n - 1) + 2cn (n ~ 0), 

or, after some cleanup, 

(n+ I)Cn+l - (n+2)cn = 2n (n ~ 0). 

This is a recurrence, or more precisely, an inhomogeneous first order linear differ­
ence equation. Such equations as well as more general ones will be studied later in 
this book. Like with differential equations, we will be asking whether there exist 
"closed form" solutions to such equations, and we will also have to discuss what 
this actually means. For the moment, let us just stick to the particular equation at 
hand. What can we do to solve it? 

Discard first, to make things simpler, the term 2n on the right-hand side, and con­
sider just the equation 

(n+ l)hn+1 - (n+2)hn = 0 (n ~ 0). 

This is called the associated homogeneous equation. (We write here hn for the un­
known sequence instead of Cn, because the equation is not true for the sequence Cn 

we defined earlier.) If we rewrite this equation in the form 

we can apply it repeatedly to itself: 

n+2 
hn+l = --hn 

n+l 
n+2 n+ 1 

= n + I -n-hn- I 

n+2 n+l n 
= -- -- --hn-2 

n+l n n-l 
n+2n+1 n n-l 

= -- -- -- --hn-l 
n+l n n-l n-2 -

Continuing this process all the way down to ho and performing the obvious cancel­
lations, we find hn+l = (n + 2)ho, or 

hn = (n + I )ho (n ~ 0). 

This is the general solution of the homogeneous equation; the constant ho is up to 
our choice. 

The solution of the homogeneous equation suggests what the solution of the inho­
mogeneous equation might look like. We make an ansatz Cn = (n + I )un for some 
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1.3 Symbolic Sums 7 

unknown sequence (un);;'=o in place of the undetermined constant ho in the solu­
tion of the homogeneous equation. Like for differential equations, this approach is 
known as variation of constants. Going with Cn = (n + I )un into the inhomogeneous 
equation 

(n + l)Cn+1 - (n + 2)cn = 2n 

brings us to 

(n + I )(n + 2)Un+1 - (n + 2)(n + I )un = 2n, 

which has the nice feature that the coefficients in front of Un+1 and Un are identical. 
So we can divide them to the other side and get 

2n 
Un+1- Un= (n+l)(n+2)' 

Summing the equation on both sides gives 

As all terms in the sum on the left-hand side cancel, except for Un and Uo (Prob­
lem 1.1), we obtain 

n-1 2k 

un=uo+ 1(k+l)(k+2) 

Because of 0 = Co = (0 + 1) uo, we have Uo = 0 and therefore 

n-I k 

Cn = 2(n+ I) 1 (k+ 1)(k+2) (n? I) 

We have solved the recurrence for Cn in terms of a sum. 

1.3 Symbolic Sums 

Can this sum be evaluated in closed form? The answer depends on what expressions 
we accept as closed form, but as we will see in Chap. 5, there is no closed form 
for this sum in the usual sense of the word. Very roughly speaking, this means that 
we cannot get rid of the summation sign here. But there are many different ways of 
writing Cn with a summation sign, the formula above is just one of them. We can 
obtain an alternative representation, which in some sense is nicer, by breaking the 
summand into partial fractions. We have 

(k? 0). 

doronzeil@gmail.com



8 I Introduction 

If we sum this equation for k from 0 to n - I, then the part in the brackets telescopes 
and we obtain 

It follows that 

The numbers 

~(k+I:(k+2) = ~(k~2+(k~2- k~I)) 
n-I 1 1 

=I,-+--I 
k=ok+2 n+l 

n+1 1 1 
=I,-+--I 

k=2 k n+ 1 

nIl 1 
=I,-+--I+--I 

k=1 k n+ 1 n+ 1 

n 1 2n 
=I,---

k=lk n+1 

n 1 
Cn = 2(n+ 1) I, - -4n 

k=1 k 

(n'21). 

(n'21). 

n 1 
Hn:=I,k (n'2I), Ho:=O 

k=1 
are known as the harmonic numbers, and we will study them more closely in 
Sect. 7.1. With this notation, we can formulate our result as follows: If Cn denotes 
the average number of comparisons performed by applying Quicksort to a list of n 
numbers, then 

cn =2(n+l)Hn-4n (n'21). 

1.4 Generating Functions 

A generating function is an alternative representation of a sequence, to which op­
erations can be applied that resemble operations from calculus, like integration or 
differentiation. The generating function of a sequence (an);;'=o is simply defined as 
the power series 

a(x) := I, anx'. 
n=O 

We will later (Chap. 2) insist that our power series be formal power series rather 
than analytic functions, so that we are dispensed from possible convergence or di­
vergence issues that may arise. But for the moment, let us suppress these technical 
details. 

doronzeil@gmail.com



1.4 Generating Functions 9 

As an example, consider the sequence (an);;'=o with an = I for all n. Its generating 
function is 

I,xn=_I_. 
n=O I -x 

The expression 1/( 1 - x) encodes the whole infinite sequence (an) ;;'=0 in finite 
terms. Incidentally, our sequence has the simple closed form "1", which also en­
codes the whole infinite sequence in finite terms, but in more complicated situations 
it can happen that there is no closed form for the terms of a sequence, but a closed 
form for its generating function, or vice versa. 

For example, we have noted (and will prove later) that the harmonic numbers Hn = 

2.;:=1 k have no closed form. What about their generating function? Let 

H(x) := I Hnxn. 
n=1 

We must derive information about H(x) from the available information about the 
coefficient sequence Hn. Knowing that 

n+l I I nIl 
H,,+1 = I - = -- + I - = -- + Hn 

k=1 k n + 1 k=1 k n + 1 
(n 2 0), 

we find (recall that we had defined Ho = 0) 

H(x) = I, Hnx' = I,H,,+I X,,+1 = I, (A+Hn)x"+1 
n=1 n=O n=O + 

= I = 
= I __ X'+I + IH"x,,+I. 

n=on+ 1 n=O 

The second term on the right is recognized as xH(x), and about the first we can 
reason (somewhat sloppily) that 

= 1 = (r ) r(=) r 1 I ;---]x"+1 = I io t"dt = if It" dt = io I_/t = -log(l-x). 
,,=0 + n=O 0 0 n=O 0 

Putting this together with the previous calculation, we obtain 

H(x) = -log(l-x) +xH(x), 

which implies 

H(x) = _log(l-x) = _1_log_I_. 
I-x I-x I-x 

So the generating function H(x) of the sequence of harmonic numbers admits 
a closed form even though the harmonic numbers themselves do not. 
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Now consider again the sequence Cn that counts the average number of comparisons 
needed by Quicksort. Recall that we had derived the recurrence equation 

Let 

n 

(n+ I)Cn+1 = (n+ l)n+2 L Cn 

k=O 

c(x) := L cnxn 
n=O 

be the generating function of Cn' Observe that then 

= = 

(n:::-' 0). 

c' (x) = L cnnx,,-1 = L (n + I )Cn+1X" 
n=1 n=O 

(R) 

is the generating function of the left hand side of the equation. For the right hand 
side, we need I.;;'=o n( n + I)x". We have 

Therefore 

_1_ = ix" 
I -x n=O 

:x I ~x = n~ nx',-1 = - (I ~x)2 
d2 I = = I = 
--= Ln(n-l)xn- 2 = L(n+l)nxn- 1 =- Ln(n+I)x". 
dx2 I-x n=2 n=1 X n=O 

and we have found the generating function for the first term on the right hand side 
of (R). For the second, recall that the multiplication law for power series reads 

Using this law from right to left with an = Cn and bn = I, we find 

i (i Ck) xn = (i cnx") (i xn) = 1 ~x c(x). 
n=O k=O n=O n=O 

Putting things together, the recurrence for Cn translates into the differential equation 

, 2x 2 
C (x) = (I -x)3 + I-x c(x) 
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1.4 Generating Functions II 

for the generating function. The initial condition Co = 0 translates into the initial 
condition c(O) = O. This differential equation can be solved in closed form, for 
instance with the help of a computer algebra system, the result being 

2x 
c(x) = - (l-x)2 

2 
( )210g(1 -x). I-x 

(To be honest, this is not exactly the form that Maple or Mathematica return, see 
Problem 1.7.) 

Let us transform the information about c(x) into information about the coeffi­
cients Cn. We handle the two terms in the closed form of c(x) separately. First, 

- ( 2x )2 = (-2x) f nx',-l = f (-2n)r, 
1 -x n=O n=O 

as we had seen earlier. Secondly, 

- (1 ~x)210g(I-X) = 1 :xH(x) = 2 (,~x'1) (,~ Hnxn) 

=f~(2ioHk)x'1, 
using the generating function for harmonic numbers found earlier. Putting the two 
together, we find 

and thus 

n 

Cn = -2n+2 I, Hk 
k=O 

(n 2 0). 

This is not quite the same formula that we found before, but it is an equivalent one, 
because of the identity 

n 

I,Hk = (n+ I)Hn-n 
k=O 

(n 2 0). 

Identities like this can nowadays be found by computer algebra packages. In Ap­
pendix A.5 we give some references to actual pieces of software for discovering, 
proving, and manipulating identities. Using the identity above, we are led to a form 
that matches our previous result about Cn' Alternatively, we can do the coefficient 
extraction by observing that 

/ 1 1 
H(x)=-( )2log(l-x)+( )2' 1 -x 1 -x 
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12 1 Introduction 

so 

2x / 2 
c(x) = - (l-x)2 +2H (x) - (l-x)2 

= = = 

= I, (-2n)xn + 2 I, nHnx,-1 - 2 I, nxn- I 
n=O n=1 n=1 

= I, (-2n)x'+2 I,(n+ I)Hn+lx'-2 I,(n+ l)xn 
n=O n=O n=O 

= I,(-2n+2(n+l)Hn+1-2(n+l))x', 
n=O 

and 

Cn = -2n+2(n+ I)Hn+I-2(n+ 1) = -4n+2(n+ I)Hn (n :::-. 0) 

gives us back the formula obtained earlier without having to evaluate the sum 
over H". 

1.5 Asymptotic Estimates 

Of course there are plenty of sequences (an);;'=o which do not admit a closed form 
representation and whose generating function a(x) does not have a closed form 
either. It also happens that a sequence and/or its generating functions does have 
a closed form which is too complicated to be of any use. Even in such unfavor­
able situations it is often possible to find a simple description for the asymptotic 
behavior of the sequence (an);;'=o. We say that a sequence (an);;'=o is asymptotically 
equivalent to a sequence (bn);;'=o, written an rv bn (n ---+ 00), if 

lim an = 1. 
ll-----+OO bn 

For example, in order to describe the asymptotics of 

Cn = 2(n + I )Hn - 4n (n :::-. 1), 

we can exploit known facts about harmonic numbers. Specifically, it was already 
shown by Euler that the limit 

y:= lim(Hn-logn) 
n--4= 

exists and is finite. The approximate value is y ~ 0.577216, but this is not really 
relevant for our purpose. All we need for the moment is the slightly weaker result 
that Hn rv log(n) (n ---+ 00). With this information at hand, it is then an easy matter to 
deduce that 

Cn rv 2nlogn (n ---+ 00). 

At this point it is fairly clear that on average Quicksort is better than Selection Sort. 
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1.6 The Concrete Tetrahedron 13 

It is also possible to obtain asymptotic information from a generating function. To 
this end, one interprets the generating function as a complex analytic function in 
a suitable neighborhood of the origin and considers the position and the type of its 
singularities which are closest to the origin. The asymptotic behavior of the gener­
ating function near these singularities governs the asymptotic behavior of the series 
coefficients in the expansion at the origin. Similarly as for sequences, two com­
plex functions a, b are said to be asymptotically equivalent at a point S, written 
a(z) rv b(z) (z ---+ s), if 

. a(z) 
hm -( ) = I. 
z---+( b Z 

There are general theorems which link asymptotic equivalence of the generating 
functions at the singularities closest to the origin with the asymptotic equivalence 
of the coefficient sequences. For example, if a(z) = L';=oanZ" for Z in some open 
neighborhood of zero containing I, then 

for any a rt IN" and f3 E IN" (see Sect. IV2 of [21]). Applying this result to the gener­
ating function 

2x 
c(x) = - (I -x)2 

gives us back what we know already: 

cn rv 2nlogn 

1.6 The Concrete Tetrahedron 

2 
( )2 1og(l-x) I-x 

(n---+oo). 

In the preceding sections we have seen sums, recurrence equations, generating func­
tions as well as asymptotic estimates in action. We have seen that these concepts do 
not stand for themselves, but that there are close connections among them: A re­
currence equation has been deduced from a symbolic sum, a generating function 
was deduced from a recurrence, and asymptotic estimates can be deduced when the 
generating function is available. And this was just a glimpse on what can be done. 
There are many other connections. In fact, there are connections from each of the 
four concepts to every other. A pictorial description of the mutual connections is 
given by the tetrahedron in Fig. 1.4. We call it the Concrete Tetrahedron. 

The attribute concrete is a reference to the book "Concrete Mathematics" by Gra­
ham, Knuth, and Patashnik [24], where a comprehensive introduction to the subject 
is provided. Following the authors of that book, we understand concrete not in con­
trast to abstract, but as a blend of the two words con-tinuous and dis-crete, for it 
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Fig. 1.4 The Concrete Tetrahedron 
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1 Introduction 

is both continuous and discrete mathematics that is applied when solving concrete 
problems. In most stages of our discourse, the book by Graham, Knuth, Patashnik 
can be used as a reference to many additional techniques, applications, stories, etc. 

However, the present book is not meant to be merely a summary of "Concrete Math­
ematics". We have a new twist to add to the matter, and this is computer algebra. 
In the last decade of the 20th century, many algorithms have been discovered by 
which much of the most tedious and error-prone work about the four vertices of the 
Concrete Tetrahedron can be performed by simply pressing a button. We believe 
that a mathematics student of the 21 st century must be able to use these algorithms, 
and so we will devote a great part of this book to explaining what can and should 
be left to a computer, and what can and should be still better done the traditional 
way. 

Stated in most general terms, the techniques we present in this book apply to infi­
nite sequences. However, as far as the computer is concerned, we must apply some 
restrictions. In order for a mathematical object to be stored faithfully on a com­
puter, we must come up with some finite representation of it, sayan "expression" 
or a defining equation. This necessarily excludes most sequences from the game, as 
there are uncountably many sequences but only countably many expressions. There 
can, for this reason, never be an algorithm that takes arbitrary infinite sequences 
as input and performs some operations on them. An algorithm can only operate on 
finite data and therefore only on sequences that are given in terms of some finite 
data. 

For example, we may choose to restrict ourselves to sequences (an);;'=o where 
an = p(n) for some polynomial p, and we choose that polynomial p as the expres­
sion defining the sequence. The sequences which admit such a representation form 
a class, and a variety of algorithms is available for solving problems about the se­
quences living in this class. Other ways of representing sequences have been found 
in the past, they define larger classes of sequences, and algorithms are available for 
them as well. As a rule, the bigger a class is, the fewer questions about its elements 
can be answered by an algorithm. 

Our plan for this book is to study the Concrete Tetrahedron for some of the most im­
portant classes of sequences. These are: polynomial sequences, C-finite sequences, 
hypergeometric sequences, sequences whose generating function is algebraic (alge-
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all sequences 

Fig. 1.5 The classes of sequences studied in this book 

braic sequences), and holonomic sequences. Their mutual inclusions are depicted in 
Fig. 1.5. 

As we make our tour through these classes, we will look at the Concrete Tetrahedron 
from different perspectives. We will see different techniques for dealing with sums, 
recurrences, generating functions, and asymptotics that are adequate in different 
contexts. 

1.7 Problems 

Problem 1.1 (Telescoping) Let f: ~ ---+ (jJ and a, b E ~ with a .-::: b. 

1. Show that 

b 

S(a,b):= L (J(k+ I) - f(k)) 
k=a 

satisfies S(a,b) =f(b+ I) - f(a). 
2. Assuming that f(k) i=- 0 for a .-::: k .-::: b, show that 

b f(k+l) 
P(a,b) :=!! f(k) 

satisfies P(a, b) = f(b + 1) / f(a). 
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Problem 1.2 Find closed form representations for the following sums: 

n 

1. L (2k+ 1), 
k=O 

(Hint: We shall see later a systematic way for evaluating these sums. For now, try to 
solve the problem with ad-hoc reasoning.) 

Problem 1.3 Use part 2 of Problem 1.1 to find a closed form for 

n ( 1 ) an := IT 1- 2" 
k=2 k 

(n22). 

Problem 1.4 Prove Euler's result that the sequence (Hn -log(n));;'=l converges to 
a finite limit. 

(Hint: Use log(n) = J{'I/xdx to show that Hn -log(n) 20 for all n 2 1, and then 
check that Hn -log(n) is decreasing.) 

Problem 1.5 Find the generating function for (an);;'=o where 

3. an = 1/(n+ 1). 

Problem 1.6 Let a(x) be the generating function of some infinite sequence (an);;'=o. 
What is the generating function for the sequence (2nan );;'=o? 

Problem 1.7 A contemporary computer algebra system returned 

( ) _ -2(x+log(x-l) -in) 
ex - (x-l)2 

as the solution of the differential equation 

I 2x 2 () 
e (x) = (I -x)3 + I-x ex, e(O) = O. 

Argue that this is equivalent to the form given in the text. 
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Chapter 2 

Formal Power Series 

This chapter is somewhat different from the other chapters in this book. It contains 
not many symbolic sums, hardly any recurrence equations, and only few asymp­
totic estimates. We provide here the algebraic background on which the notion of 
a generating function rests. The results developed here apply in full generality to all 
sequences, not just to some limited class of sequences as will be the case in all the 
following chapters. 

2.1 Basic Facts and Definitions 

An infinite sequence (an);;'=o in a field IK is simply a map from IN" to IK, assigning to 
each n E IN" some element an from the field IK. The set of all sequences in IK, denoted 
by IKlN, forms a vector space over IK if we define addition and scalar multiplication 
termwise: 

We can turn this vector space into a ring by defining a multiplication. There are 
several ways of doing so. One possible multiplication is the Hadamard product, 
which is also defined termwise: 

(an);;'=o 8 (bn);;'=o := (anbn);;'=o· 

It is immediate that IKlN equipped with addition and Hadamard product is a commu­
tative ring, for it inherits the necessary laws (commutativity, associativity, distribu­
tivity, neutral elements) directly from IK. 

However, IKlN is far from being a field, even ifIK is, because for IKlN to be a field, we 
would need a multiplicative inverse for every nonzero sequence, while, for example, 
the sequence 

I, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, ... 

M. Kauers, P. Paule, The Concrete Tetrahedron 
© Springer-Verlag/Wien 2011 

l7 

doronzeil@gmail.com



18 2 Formal Power Series 

does not have a multiplicative inverse. In fact, a sequence (an);=o has a multiplica­
tive inverse if and only if an -I=- ° for all n. And even worse, there are zero divisors in 
the ring lKlN : If we multiply the sequence above with the sequence 

0,1,0,1,0,1,0,1,0,1,0,1, ... 

we get zero identically. Zero divisors in a ring are typically a sign that things may 
get hairy, so let us turn to a different way of defining multiplication for sequences. 

This second way is known as Cauchy product (or convolution) and is defined via 

n 

(an);=o' (bn);=o:= (an);=o(bn);=o := (cn);=o where Cn = L akbn-k· 
k=O 

Also this multiplication turns the vector space lKlN into a ring: 

Theorem 2.1 lKlN together with termwise addition and Cauchy product as multi­
plication forms a commutative ring. 

The proof is straightforward by checking the necessary laws (Problem 2.1). Because 
of the formal similarity of the Cauchy product with the multiplication law for power 
series, it proves convenient to also borrow the notation for power series for writing 
down sequences. Consequently, in addition to (an);=o, we shall use the notation 

a(x) = L anx', 
n=O 

with x an indeterminate. When this notation is used, it is customary to speak of a 
formal power series instead of a "sequence", although both notions actually refer 
to the same object. It is also customary to write (lK[[x]],+,·), or lK[[xll for short, 
for the ring of all formal power series (i.e., sequences) with Cauchy product as 
multiplication, and to write (lKlN, +, 8), or lKlN for short, for the ring of sequences 
with Hadamard product as multiplication. 

We will call the formal power series a(x) the generating function of the sequence 
(an);=o, and we will see that a lot of calculations can be performed on formal power 
series as ifthey were analytic functions. It must be emphasized however, that we do 
not intend to regard a(x) as a function mapping points x from some domain to an­
other. In particular, it is pointless to ask for the radius of convergence of a formal 
power series. Nevertheless, we will also freely use notation for common functions 
such as exp(x), log(x+ 1), sin(x), Jl-x2, etc., even when we actually mean the 
formal power series whose coefficients are as in the Taylor expansion of these an­
alytic functions. Since most of our discourse will stay entirely inside the algebraic 
framework of formal power series, no confusion will arise from this. 

We will next show that lK[[xll belongs to a much more well-behaved class of rings 
than lKlN does. 

Theorem 2.2 lK[[xll is an integral domain. 
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Proof. We have to show that a(x) -=J 0 and b(x) -=J 0 implies a(x)b(x) -=J O. So let 
a(x) = I.;;'=oanxn, b(x) = I.;;'=obnxn be two non-zero formal power series. A formal 
power series is nonzero if and only if it has at least one nonzero coefficient. There­
fore there exist minimal indices i, j such that ai -=J 0 and bj -=J 0, respectively. Now 
consider the product c(x) = I.;;'=ocnr := a(x)b(x). By definition, 

n 

Cn = L akbn-k 
k=O 

(n:::-' 0). 

We have ak = 0 for k < i and bn- k = 0 for n - k < j or k > n - j. Therefore, for 
n = i + j we find 

i+j 

Ci+j = L akbi+j-k = aibj. 
k=O 

Since both ai and bj are nonzero, so is Ci+j, and therefore c(x) cannot be the zero 
series. D 

If a(x) = I.;;'=oanxn is a formal power series, we will use the notation [x"]a(x) := ak 
to refer the coefficient of x". For fixed kEN, coefficient extraction [xk] : IK [[xll ---+ IK 
is a linear map. For k = 0, also the notations a(x)lx=o := a(O) := [xO]a(x) are used. 
The coefficient of xO is called the constant term of a(x). 

The definition of the Cauchy product may seem somewhat unmotivated at first sight, 
but there is a natural combinatorial interpretation for it. A combinatorial class d 
is a set of objects with some natural number, called the size, associated to each 
object in d. For instance, if d is some collection of graphs, the number of ver­
tices may be taken as their size. If an denotes the number of objects in d of 
size n, then the power series a(x) = I.;;'=o anr is called the counting series of the 
class d. 

Now, let d and 81J be two combinatorial classes and let a(x) and b(x) be their 
respective counting series. Further, define the new class 

'(/:= d x 81J:= {(A,B):A E d,B E 81J}, 

where the size of a pair (A,B) is taken to be the sum of the sizes of A and B. Then 
the counting series c(x) of'(/ is easily seen to be 

2.2 Differentiation and Division 

We have seen what formal power series are, and how addition and multiplication 
is defined for them. We will now turn to more sophisticated operations. First of all, 
although we have emphasized (and will continue to do so) that formal power series 
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are to be distinguished from power series that represent analytic functions, we will 
need to (formally) differentiate. 

In general, if R is a commutative ring and D: R ---+ R is such that 

D(a + b) = D(a) + D(b), D(ab) =D(a)b+aD(b) 

for all a,b E R, then D is called a (formal) derivation on R and the pair (R,D) is 
called a differential ring. A derivation on lK[[xll is naturally given by 

Dx: lK[[xll ---+ lK[[x]], Dx L anxn := L an+l (n + I )xn. 
n=O n=O 

For example, we have 

~~~_~ n+l X'_~~~ 
D\L:o n! - 1::-0 (n + I)! - 1::-0 n! . 

We can also define a formal integration via 

1: lK[[xll ---+ lK[[x]], 

Note that we do not define integrals with arbitrary endpoints, but only integrals 
"from 0 to x". Also observe that so far we have made no assumptions on the ground 
field lK. In order to give a precise meaning to an+1 (n + 1) and an-I In, we have to 
say how natural numbers n E N should be mapped into lK. This is easy: just map 
n E N to I + I + ... + I E lK, where I is the multiplicative unit in lK and the sum has 
exactly n terms. This is fine for the derivative, but for the integral it is troublesome 
when lK is such that I + I + ... + I can become zero, as for example in the case 
of finite fields. Let us be pragmatic and simply exclude these fields once and for 
all from consideration: throughout the rest of this book, lK refers to a field where 
I + I + ... + I -I=- 0, regardless ofthe number of terms in the sum. Or equivalently: lK 
is assumed to be a field of characteristic zero. Or equivalently: lK contains a subfield 
which is isomorphic to <Q. 

Although stated for arbitrary fields lK (of characteristic zero), the definitions for 
derivative and integral given above are of course motivated from the respective the­
orems about converging power series in analysis, and as a consequence, they inherit 
some other properties known from analysis: 

Theorem 2.3 For all a(x) E lK[[xll we have 

1. Dx 1 a(x) = a(x) (Fundamental Theorem oj Calculus 1), 

2. 1 Dxa(x) = a(x) - a(O) (Fundamental Theorem oj Calculus II), 

3. [xn]a(x) = ~! (D~a(x)) Ix=o (Taylor'sjormula). 

The proof is left as Problem 2.5. 
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Viewed as operations on sequences, the derivation (Hadamard-)multiplies a se­
quence with (n );;'=0 and then shifts it by one index to the left. Integration acts 
on the coefficient sequence by first shifting it by one index to the right and then 
(Hadamard-)multiplying it by (0, I, !, *, ... ). A shift alone amounts to a multiplica­
tion by x: 

~ n ~ n X L..; anx = L..; an-IX (0, 1,0,0, ... )(ao,al,a2, ... ) = (0,ao,al,a2, ... ). 
n=O n=1 

A multiplication by n alone, without shift, can be obtained by combining derivative 
and forward shift: 

xDx L anx' = L nanx' 
n=O n=O 

The operator xDx is also a derivation on lK[[xll. 
Shifting backward drops out the constant term. Removing this coefficient first, all 
remaining terms in the series are divisible by x, and so a backward shift can be 
obtained by 

Note that without the correction term -a(O), division by X is not defined, as there 
cannot be a term x-I in a formal power series. 

This leads to the question of division: under which circumstances does a formal 
power series a(x) admit a multiplicative inverse in lK[[xll? Obviously, the simple 
formal power series x does not have a multiplicative inverse, because xb(x) has ° as constant term and is therefore surely not equal to 1. On the other hand, the 
senes 

a(x) = Lx" 
n=O 

does have a multiplicative inverse, because 

(1 - x)a(x) = a(x) - xa(x) = LX' - LX' = 1. 
n=O n=1 

It turns out that the constant term decides whether a multiplicative inverse of a series 
exists or not. 

Theorem 2.4 (Multiplicative Inverse) Let a(x) E lK[[xll. Then there exists a series 
b(x) E lK[[xll with a(x)b(x) = I if and only if a(O) # 0. 
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Proof If a(O) = 0 then we can write a(x) = xa(x) for some a(x) E lK[[xll. Then 
the constant term of a(x)b(x) = xa(x)b(x) is zero for all b(x) E lK[[xll, and so in 
particular there cannot be a b(x) E lK[[xll with a(x)b(x) = 1. 

For the converse, let a(x) = I.;;'=oanxn and assume that a(O) = ao -I=- O. We construct 
inductively the coefficients of a series b(x) = I.;;'=o bnxn with a(x)b(x) = 1. Start by 
setting bo = l/ao. Then we have [xO]a(x)b(x) = 1 as desired. In order to satisfy 

[xl]a(x)b(x) = aob1 +a1bo ~ 0 = [xl]!, 

we set bl = -al bol ao. In general, if the coefficients bo, ... , bn- I of b(x) are known, 
then the condition 

n 

[xn]a(x)b(x) = L akbn-k ~ 0 = [xn] 1 
k=O 

uniquely determines bn as 

1 n 
bn = - - L akbn-k· 

ao k=1 

As the construction can be continued indefinitely, the proof is complete. D 

We use the usual notation 1 I a(x) or a(x) -I to refer to the multiplicative inverse 
of a(x). 

The proof of the theorem tells us how to compute the first terms of 1 I a(x) given the 
first terms of a(x). But it does not tell us much about any properties the coefficients 
in a multiplicative inverse may have. For example, it is not at all evident (but true: 
Problem 2.18) that all the coefficients in the expansion 

(f n!xn) -1 = 1 -x _x2 _ 3x3 - 13x4 -71x5 - 461x6 - 3447x7 + ... 
n=O 

except for the constant term are negative. Quite different is the behavior of the co­
efficients Cn in the expansion 

1 = 1 +x+ lx2 + lx3 + lx4 + l..x5 + l5Lx6 + .1..x7 + ~x8 + ... 
1 - log( 1 + x) 2 3 6 60 360 70 336 ' 

with log( 1 + x) being the formal power series version ofthe logarithm defined as 

= ( 1 )n+1 
10g(l+x):=~ - x,=x_lx2+lx3_lx4+lx5_lx6+ .... 

~ n 2 3 456 
n=1 

Although the first terms suggest that all the Cn are positive, this is not the case. It 
can be shown by a nontrivial argument that the sign alternates when n is large. The 
precise asymptotics is given by 

( )" 1 
cnrv -I nlog(n)2 (n---->oo). 

This example appears in a remarkable book of Polya [46]. 
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The fact that a simple power series may have a complicated multiplicative inverse 
can sometimes be turned into an advantage. Some sequences which are otherwise 
hard to describe can be most easily expressed as the coefficient sequence of the 
multiplicative inverse of some simple power series. An example is the sequence of 
Bernoulli numbers, which we define as 

x 
Bn := n![x"] () exp x-I 

(n :::-. 0). 

We have 

x 1 112141618110 
exp(x) _ 1 = - 2x+ TIx - 720x + 30240 x - 1209600x + 47900160x 

691 12 I 14 3617 16 
- 1307674368000x + 74724249600x - 10670622842880000x +"', 

with exp(x) being the formal power series version of the exponential function de­
fined as 

The Bernoulli numbers appear in a number of different contexts, but they are not at 
all simple. We will see in Chap. 7 that they do not even belong to the wide class of 
holonomic sequences. 

Clearly, if b(x) E lK[[x]] is such that b(O) cf 0 then we can define the quotient 
a(x)/b(x) as the product of a(x) with the multiplicative inverse of b(x). But in 
order for the quotient of two power series to be meaningful from a slightly more 
general point of view, it is not necessary that the power series in the denom­
inator be invertible. We have already seen that it makes sense to speak about 
(a(x) - a(O))/x because the power series in the numerator only involves terms 
x,x2 ,x3, ... which all are divisible by x. This generalizes as follows. Define the 
order orda(x) of a nonzero power series a(x) = 'i';=Qanx" E lK[[x]] to be the small­
est index n with an cf O. It is clear that a(x) / xorda(x) has a nonzero constant term 
and that a(x)/xk is a formal power series if and only if k:::; orda(x). It is also eas­
ily seen that if a(x),b(x) E lK[[x]], then the quotient a(x)/b(x) exists if and only if 
ordb(x) :::; orda(x). In this case, we have orda(x)/b(x) = orda(x) - ordb(x) and we 
say that b(x) divides a(x) or that a(x) is a multiple of b(x). 

In order to have a multiplicative inverse for any nonzero power series, all we need 
is a multiplicative inverse x-I of x. Then the multiplicative inverse of xr a(x) where 
a(O) cf 0 is simply x-r a(x)-I, where x-r := (x-1 y and a(x)-1 is the multiplicative 
inverse of a(x) in lK[[x]]. Series of the form xr a(x) where r E ~ and a(x) E lK[[x]] 
are called (formal) Laurent series. They correspond to sequences with index set 
{r, r + 1, r + 2, ... } c;: ~. The set of all formal Laurent series over lK is denoted 
by lK( (x)). It is the quotient field of lK [[x]]. 
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2.3 Sequences of Power Series 

Generally speaking, every operation that can be done with power series can also be 
done with formal power series, as long as that operation does not require adding up 
infinitely many numbers. For example, as seen in the previous section, the n-th co­
efficient of a multiplicative inverse is a linear combination of the coefficients from 0 
to n - 1 and thus only a finite sum. (There is no bound on the number of summands, 
though, as n grows indefinitely.) In contrast, it is in general not meaningful to "eval­
uate" a power series at some "point" x cf 0, because this would lead to an infinite 
sum. 

On the other hand, it is meaningful to replace x by x2 + x in any formal power 
series a(x). To see why, observe first that 

(x2+x)n =xn(x+ l)n =x' L xk, n (n) 
k=O k 

by the binomial theorem. If a(x) = I,;=o anxn, then replacing x by x2 + x gives 

= n() =(n( k) ) ,~ anx' 6 ~ xk = ,~ ,~ n ~ an-k xn. 

As every coefficient in the new series is just a finite sum, we have a perfectly well­
defined formal power series. 

In order to generalize this reasoning, it is convenient to introduce the notion of 
a limit for sequences in IK [[xl]. Informally, we will say that two power series 
a(x) and b(x) are "close" if their first terms agree up to a high order, i.e., if 
ord(a(x) - b(x)) is large. A sequence (ak(x))k=O of formal power series is then 
said to converge to another formal power series a(x) if the ak(x) get arbitrarily 
close to a(x) in this sense. Formally, (a,,(x))k=O converges to a(x) if and only if 
limk--4= ord(a(x) - ak(x)) = 00, i.e., if and only if 

\j n E IN" 3 ko E IN" \j k ~ ko : ord(a(x) - a,,(x)) > n. 

In that case we write a(x) = lim"--4= ak(x), a notation which is justified because the 
limit of a convergent sequence of power series is unique. 

If ak(x) = I,;=Oan,kX' and a(x) = I,;=oanx', then convergence of the sequence 
(ak(x) )k=O to a(x) means that every coefficient sequence 

differs from an only for finitely many indices. 

Theorem 2.5 Let (an (x) );=0 and (bn(x) );=0 be two convergent sequences in IK[[xll 
and let a(x) = limn--4=an (x) and b(x) = limn--4=bn (x). Then: 

1. (an (x) + bn(x) );=0 is convergent and Iimn--4=(an(x) + bn(x)) = a(x) + b(x). 
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2. (an(x)bn(x));=o is convergent and limn--t= (an(x)bn (x)) = a(x)b(x). 

The proof amounts to utilizing simple facts like 

ord(a(x) +b(x)) :;0. min(orda(x),ordb(x)) 

and orda(x)b(x) = orda(x) + ordb(x) 

for any two power series a(x) and b(x). We omit the details. 

Using this notion of a limit, we can now proceed to define the composition of two 
formal power series. Let a(x) = "L;=oanx",b(x) E IK[[xll be such that b(O) = O. For 
every fixed kEN, b(x)k is a power series of order k or greater. Consider the sequence 
(Ck(X))k=O defined by 

co(x) := ao, 

CI(X) :=ao+alb(x), 

C2(X) :=ao+alb(x)+a2b(x)2, 

Then the coefficients of Ck(X) up to order k agree with the respective coefficients 
of all its successors, because all the aib(x)i added later have order greater than k. 
Therefore, the sequence (Ck(X) )k=O converges to a formal power series c(x) E IK [[xl]. 
We define the composition of a(x) and b(x) with b(O) = 0 as 

a(b(x)) := L anb(x)n := lim Ck(X) = c(x). 
O k--t= 

11= 

For example, for 

we find 

Co(x) =1+Ox+Ox2+0x3 + Ox4 +Oxs +Ox6+0x7 + ... 
Cl (x) = I +x+ ~x2 + ix3 + d4x4 + lioxS + 7iox6 + SJ40x7 + ... 
C2(X) = 1 +x+x2 + ~x3 + lx4 + 1...xS + 1...x6 + "'±"'x7 + ... 3 3 IS 4S 31S 
C3(X) = 1 +x+x2 + ~x3 + f2x4 + l~OxS + 36610x6 + 166sx7 + .. . 
C4(X) = I +x+x2+ ~x3 + ix4 + ~xs + mx6 + 110ci'sx7 + .. . 
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The underlined parts where the coefficients are stable will grow larger as the index 
increases, and so we can record 

for the limit. The numbers Bn := n![xn]exp(exp(x) - I) are called Bell numbers. 
They count the number of ways the set {I, ... , n} can be partitioned into non­
empty disjoint sets. For example, B4 = 4!~ = 15, because there are 15 partitions 
of {1,2,3,4}: 

{1,2,3,4}, 

{3},{1,2,4}, 

{1,3},{2,4}, 

{1},{3},{2,4}, 

{2},{4},{1,3}, 

{1},{2,3,4}, 

{4},{1,2,3}, 

{1,4},{2,3}, 

{1},{4},{2,3}, 

{3},{4},{1,2}, 

The Bell numbers have no reasonable closed form. 

{2},{1,3,4}, 

{1,2},{3,4}, 

{1},{2},{3,4}, 

{2}, {3}, {1,4}, 

{1},{2},{3},{4}. 

We show next that the composition of power series is compatible with addition and 
multiplication. 

Theorem 2.6 For every fixed u(x) E IK[[xl] with u(O) = 0 the map 

<Pu: IK [[xl] ---+ IK [[x]], a(x) f--+ a(u(x)) 

is a ring homomorphism. 

Proof Let a(x) = L:;;'=oanx" and b(x) = L:;;'=obnx". We show <P,,(a(x))<P,,(b(x))­
<Pu(a(x)b(x)) = 0; the proof of the corresponding statement for addition is straight­
forward. We have: 

<Pu(a(x)b(x)) - <P,,(a(x) ) <P" (b(x) ) 

= n~ (i akbn- k) u(x)n - n~o anu(x)n I~O bnu(x)n 

(by Theorem 2.5) 

= - lim L L akbn-k u(x)". 2N (n ) 
N-->= n=N+l k=O 

This last limit is 0 (as we wish to show), because 

ord( I(iakbn_k)U(x)n-o)~ordU(X)N+I~N+l---+oo (N---+oo). D 

n=N+1 k=O 
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The key feature of Theorem 2.6 is that it allows us to keep our notations simple. In 
the first place, an expression like 

1 -x2 

is ambiguous: it may refer to the multiplicative inverse of 1 - x2, or as well to the 
composition of 1/( 1 - x) with x2. As the theorem implies that both interpretations 
lead to the same power series, there is no need for introducing a notational distinc­
tion among them. 

Convergence arguments can also be used for justifying computations with infinite 
products of formal power series. For example, let 

(k ?' 1) 

and consider the sequence (Ck(X) )k=O where Ck(X) = aj (x)a2 (x) ... ak(x), Since each 
ak(x) has the form 1 +xkbk(x) for some bk(x) E IK[[xll, multiplication by ak(x) keeps 
the terms of small order as they are and only affects those of order k or more. That's 
why the sequence (Ck(X))k=O converges. Indeed, we have 

c](x) =1+x+x2+x3+x4+x5+x6+x7 + ... 
C2(X) = 1 +x+2x2+2x3+3x4+3x5+4x6+4x7 + .. . 
C3(X) = 1 +x+x2+2x3 +3x4 +4x5 +5x6 + 7x7 + .. . 

Eventually, we find the limit 

c(x) = 1 +x+2x2 +3x3 +5x4 + 7x5 + l1x6 + 15x7 + 22x8 + 30x9 + 42x lO + ... 

The coefficients of this series also have a combinatorial meaning. The partition 
number Pn := [r]c(x) is the number of ways in which the number n can be written 
as the sum of positive integers. For example P7 = 15 because 

7=6+1=5+2=5+1+1=4+3=4+2+1=4+1+1+1 

=3+3+1=3+2+2=3+2+1+1=3+1+1+1+1=2+2+2+1 

=2+2+1+1+1=2+1+1+1+1+1=1+1+1+1+1+1+1. 

The examples indicate that the notion of convergence in IK[[xll can be used also to 
give a precise meaning to infinite sums and products. In analogy with the corre­
sponding definitions, we say that an infinite sum 

of power series converges if the sequence (cn(x));;'=o of partial sums cll(x) = 
Lk=O all (x) converges to some c(x) E IK[[xll in the sense defined before. The conver­
gence of an infinite product of power series is defined analogously. 
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Theorem 2.7 Let (an (x) );;'=0 be a sequence in lK[[xll. Then the following statements 
are equivalent: 

1. lim ordan(x) = 00. 2. L an (x) converges, 3. IT (1 + an(x)) converges. 
/1-----+= n=O n=O 

Proof We show (1) <¢==} (2); the argument for (1) <¢==} (3) is Problem 2.11. 

Suppose limll--->=ordall(x) = 00. Then 

\:I n =-J ko \:I k ~ ko : ordak(x) > n. 

Therefore, for cll(x) := Lk=Oa,,(x) we have 

For such nand k we therefore have [x"] (Ck(X) - Ck+1 (x)) = 0, i.e., [X"]Ck+1 (x) = 

[XIl]Ck(X), and the coefficient will remain fixed for all greater indices as well. For 
every n and some k ~ ko, set CIl := [x"]c,,(x) and consider 

c(x) := L cllx". 
1l=0 

Then by construction we have 

\:In =-J ko \:I k ~ ko: ord(ck(x) - c(x)) > n, 

and therefore the sequence (cll(x));;'=o converges, as was to be shown. 

Conversely, suppose the infinite sum converges, i.e., suppose that the sequence 
(cll(x));;'=o with cll(x) := Lk=Oa,,(x) converges to some formal power series c(x) E 

lK[[xlJ. Then 

\:In =-J ko \:I k ~ ko: ord(c" (x) - c(x)) > n. 

For such nand k, we have consequently that ord(ck+1 (x) - c(x)) > n, and therefore 
[XIl]Ck(X) = [x"]c(x) = [XIl]Ck+1 (x), and therefore 

[x"]ak+I (x) = [x"] (Ck+I (x) - Ck(X)) = [x"]ck+I (x) - [x"]c,,(x) = 0, 

and therefore ordak+1 (x) > n. Altogether, we have shown that 

\:I n =-J ko \:I k ~ ko : ordak(x) > n, 

as claimed. D 
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2.4 The Transfer Principle 

If lK = IR or lK = <C it is natural to ask for the relation between formal power series 
and analytic functions defined by power series. It is clear that not every formal power 
series corresponds to an analytic function. For example, the series 

I,n!x" 
ll=O 

considered earlier is a perfectly well-defined formal power series, but does not cor­
respond to an analytic function as the ratio test gives 

(n+ 1)'xn+1 
lim . = lim (n + I)x = 00 

/1-----+= n!xll /1-----+= 

for all x i=- O. This example serves as a warning that a reasoning valid for formal 
power series may not have any meaning for analytic function. 

If, on the other hand, two power series are identical as analytic functions, then they 
are identical also as formal power series: 

Theorem 2.8 (Transfer Principle) Let a(z) = '£';=oanzn and b(z) = '£';=obnzn be 
real or complex functions analytic in a non-empty open neighborhood U of zero. If 
a(z) = b(z) for all Z E U, then an = bnfor all n E N. 

Proof. Consider c(z) = a(z) - b(z). Then c(z) is analytic and identically zero on U, 
therefore, by Taylor's theorem about analytic functions, 

c(z) =O+OZ+OZ2+0Z3+oi+···. 

Coefficient comparison gives 

0= [zn]c(z) = [zn] (a(z) - b(z)) = an - bn (n EN), 

and the claim follows. D 

The transfer principle can be used for obtaining simple proofs of identities. For 
example, to see that 

exp(log(l +x)) = 1 +x 

as formal power series, it suffices to note that the relation holds for the correspond­
ing analytic functions. Doing the proof without transfer principle would require 
elaborate calculations. 

The transfer principle is not only useful for proving identities. Reinterpretation of 
formal power series as analytic functions, where possible, it is also crucial for ob­
taining asymptotic estimates for the coefficients of a formal power series. Recall 
from analysis that a power series '£';=0 anzn converges if z E <C is such that 

Izl lim sup lanl 1/n < I, 
n--4= 
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and diverges for z E CC with 

Izl lim sup lanl l / n > 1. 
11---+00 

That is to say, the power series converges for all z in the open disk D around the 
origin with radius r : = 1/ lim sUPn--4= I an II / n (understanding 1/00 : = ° and 1/0: = 00 

here). It is usually (but not always!) possible to extend the analytic function 

f: D ---+ CC, f(z) := L anzn 
n=O 

beyond D, in the sense that for some connected open set R c;: CC with R n D open 
and R \ D not empty, there exists an analytic function F: R ---+ CC with F(z) = f(z) 
for all zED n R. Such a function F is then called an analytic continuation of f. 
A point S E CC which is not contained in any open set R c;: CC to which f may 
be analytically continued in this sense is called a singularity of f. For example, the 
function Z ---+ 1/( 1 + z) has a singularity at z = -1. It can be shown that the boundary 
of D contains at least one such point. Conversely, if a complex function is analytic 
in a neighborhood of the origin, then the radius of convergence of its Taylor series 
expansion at the origin is determined by the absolute value of the singularity that is 
closest to the origin. 

The singularities of an analytic function that lie on the boundary of the disk of 
convergence are called dominant singularities. They govern the asymptotics of the 
coefficient sequence (an) ;=0 of the power series expansion L;=o anzn. Indeed, the 
lim sup relation above implies directly that if there is a dominant singularity at 
a point Zo, then we will have I ani < ( ~ + £)n for all £ > ° and all sufficiently large n, 

and that this estimate is sharp in the sense that we will also have lanl > (lz~)1 - £)n 
for infinitely many n. As an example, consider the coefficients of 

~ n . Xl 1 2 7 4 31 6 127 8 73 10 
L.; anx .= sin(x) = + (jx + 360x + 15120x + 604800x + 3421440x + ... , 
n=O 

where sin(x) is the formal power series version in IK[[xll ofthe real or complex sine 
function, defined as 

In order to obtain information about the asymptotic behavior of the an, we consider 
the function 

f: CC\{ ... ,-2n,-n,0,n,2n, ... }---+CC, f(z) = ~(. ). 
SIn Z 

This function has a removable singularity at Z = 0, and the extension f(O) := 1 
turns it into a function that is analytic in a neighborhood of the origin. The radius 
of convergence of its power series expansion around zero is r = n, and there are 
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two dominant singularities at ±n. Therefore, the coefficients al1 stay asymptotically 
below (~ + E)11 for every choice of E > O. 

Finer information on the asymptotics can be obtained from the structure ofthe dom­
inant singularities. In our example, the two dominant singularities are simple poles 
with residues -n (at z = n) and n (at z = -n), respectively. Therefore, if we define 
the auxiliary function 

h: GJ\{-n,n}-dJ, 
n n 

h(z) := - - --, 
n-z -n-z 

then f(z) - h(z) has removable singularities at ±n and can thus be extended to an 
analytic function in a disk of radius 2n around the origin. This implies that the 
coefficients of the formal power series 

Si~X) - (n:x --:-x) 
are bounded in absolute value by (2~ + E)11 when n is large. In other words, 

(n ---+ 00) 

for every E > O. Since an = 0 when n is odd, it follows that a2n rv 2n-2n as n ---+ 00. 

Such considerations can be driven much further. In fact, it is possible to obtain 
accurate asymptotic information for a sequence from the asymptotic behavior of 
its generating function near its dominant singularities. The book of Flajolet and 
Sedgewick [21] contains a comprehensive introduction to the relevant techniques. 

2.5 Multivariate Power Series 

Most of what was said so far about formal power series over a field lK generalizes 
in a natural way to formal power series with coefficients in a commutative ring R. 
In particular, R[[xll is an integral domain if R is, and a power series a(x) E R[[xll has 
a multiplicative inverse in R[[xl] whenever its constant term a(O) has a multiplicative 
inverse in R (Problem 2.6). We can therefore define the ring of formal power series 
in two variables X,y simply by setting lK[[x,yll := lK[[x]][[yll (~ lK[[y]][[x]]), and 
analogously for more variables. Formal power series in one, two, or many variables 
are also called univariate, bivariate, or multivariate, respectively. 

Not too surprisingly, formal power series in several variables are useful for working 
with sequences in several variables. For example, consider the simple power series 

This series, considered as a series in y over lK [[xl], has the constant term 1-x, which 
in turn, as a series in x over lK, has the constant term I. Therefore, 1 - x is invertible 
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in IK [[xl] and therefore I - x - xy is invertible in IK [[x,yl]. What is the inverse? We 
can determine its coefficients in the same way as for power series in one variable: 

I I x x2 2 x3 4 
l-x-xy = I-x + (l-x)2 Y + (l-x)3y + (l-x)4 Y + ... 

= (I +x+ x2 + x3 + x4 + x5 + ... ) 
+ (x+ 2x2 + 3x3 +4x4 + 5x5 + ... )y 

+ (x2 + 3x3 + 6x4 + IOx5 + ... )i 
+ (x3 +4x4 + IOx5 + ... )y3 

+ (x4 + 5x5 + ... )y4 

+ .... 

The bivariate sequence emerging here is the ubiquitous binomial coefficient se­
quence G) which we will study in greater detail in Sect. 5.1. For the moment, we 
record 

I -x-xy 

as its bivariate generating function. 

Like in the univariate case, operations on multivariate power series correspond to 
operations on the (multivariate) coefficient sequence. For example, multiplication 
by x corresponds to a shift in n and multiplication by y corresponds to shift in k. 
Our result about the bivariate generating function of the binomial coefficients is 
therefore just a reformulation of the Pascal triangle relation: 

(l-x-xy) f (~)X'y" = 1 ====} 

".k=O 

( n) (n - 1) (n - 1) k - k - k-l =0 (n,k>O). 

It may at times be of' interest to view a bivariate power series a(x, y) as a power 
series in one variable with coefficients being power series in the other. For example, 
regarding 1/(I-x-xy) as power series in y with coefficients in IK[[xll, we find 
from the geometric series the representation 

I -x-xy 
1/(I-x) 1 = ( xy )k x"" 

I -xy/(l -x) = I -x 1 (I -x) = 1 (I -x)k+1 Y , 

so 

[y"] __ l_ 
l-x-xy 

x" 
(I -x)k+1 E IK[[xl] and (n) xk 

k = [xn] (I -x)k+1 . 

In the other direction, regarding 1/( I - x - xy) as a power series in x with coeffi­
cients in IK[lYl], we find 

1 = 

I - x - xy I - (1 + y)x = I~O (1 + y )nx", 
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so 

[x"] 1 = (1 +y)" E lK[[y]] and (nk) = [l](1 +y)". 
1 -x-xy 

The take-home message from these calculations is that already a single additional 
variable gives a lot of additional possibilities to look at a series and its coefficients. 

Let us return to general considerations and investigate under which circumstances 
the infinite sum or product of a sequence of multivariate power series is meaning­
ful. We have seen that all we need to ensure is that no infinite number of field 
elements gets summed or multiplied up. If we define the total degree of a term 
X7IX~2 .. 'x,;;n as the sum nl +n2 + ... +nm, then every nonzero formal power se­
ries a(xI" .. ,xm) E lK [[Xl, ... ,xm]] will have some term(s) of minimal total degree 
whose coefficient is nonzero. We define this minimal degree as the (total) order 
of a(xI"" ,xm). With this definition, the results of Sect. 2.3 carryover to the mul­
tivariate setting. In particular, if (a" (XI, ... ,xm ) );;'=0 is a sequence of multivariate 
formal power series, then 

L a" (Xl , ... ,xm ) and 
,,=0 

II a" (Xl , ... ,Xm) 
,,=0 

exist if and only ifthe total order of a" (Xl , ... ,xm ) is unbounded as n goes to infinity. 

As a consequence, we can form the composed power series 

= 1 
exp(x+ y) = L -(x+ y)" E lK[[x,y]], 

n' ,,=0 . 

becausex+y E lK[[x,y]] has order one. Observe that the existence of exp(x+y) does 
not follow directly from the univariate theorem upon considering X + y as element 
of lK[[x]][lY]], because in that sense, X + y has the nonzero constant term x. 

Of course, differentiation can be defined for multivariate power series just as for 
univariate ones. In the multivariate setting, we have a partial derivative for each 
variable that acts on a power series in the expected way. For example, we have 

Dy L a",mx',ym:= L a",m+l(m+ l)x"ym. 
".m=O ".m=O 

After addition, multiplication, differentiation, division, composition, and infinite 
sums and products, we now turn to one final way of defining a power series in terms 
of others: a formal version of the implicit function theorem that allows us to define 
power series as solutions of power series equations. For simplicity, we formulate it 
for the case of defining a univariate power series by a bivariate equation. 

Theorem 2.9 (Implicit Function Theorem) Let a(x,y) E lK[[x,y]] be such that 

a(O,O) = 0 and (Dya) (0, 0) -=f. O. 

Then there exists a unique formal power series f(x) E lK[[x]] with f(O) = 0 such 
thata(x,f(x)) = O. 
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Proof Write a(x,y) = I,;;'=oan(x)yn with an(x) E IK[[xl]. The conditions on a(x,y) 
translate into ao(O) = 0 and al (0) -I=- O. We will show how to construct inductively 
the coefficients of a solution f(x) = I,;;'=I f"xn. By a(O, 0) = 0 and f(O) = 0, we get 
[xO]a(x,j(x)) = 0 for free. Next, 

[xl] f an (x)f(xt ~ 0 
n=O 

forces 

[Xl] (ao(x) + al (x)f(x)) = [xl]ao(x) + hal (0) ~ 0, 

so h = -[xl]ao(x)/al(O), where the division is allowed by assumption. 

For the general case, assume that coefficients fo, ... ,1,,-1 are uniquely determined 
by the equation. Then 

= I 

[xn] L an (x)f(x)n ~ 0 
n=O 

forces 

[xn] (ao(x) + al (x)f(x) + a2(x)f(x)2 + ... + an(x)f(x)n) ~ O. 

Now observe that 

• [x"]al (x)f(x) = al (O)fn + terms depending on fo,··· ,1,,-1 only; 

• [xn]ak(x)f(x)k for k > 1 depends on fo, ... ,f,,-HI only because fo = o. 

Therefore, the previous condition forces the unique solution 

fn = ( ... termsdependingonlyonfo, ... ,f,z_k+l ···)/al(O). 

As n was arbitrary, this process can be continued indefinitely and the proof is com­
plete. D 

In connection with Theorem 2.6, the implicit function theorem implies that a sub­
stitution x f---+ u(x) is an isomorphism of IK [[xl] if ordu(x) = 1. 

The implicit function theorem can also be useful for writing down simple definitions 
of otherwise complicated power series. For example, we can define a formal power 
series W(x) E <Q[[xl] with W(O) = 0 by the equation 

W(x)exp(W(x)) =x. 

To this end, consider a(x,y) = yexp(y) - x E <Q[[x,yl]. Since a(O,O) = 0 and 
Dva(x,y)lx.v=o = (1 +y) exp(y) Ix.v=o = 1 -I=- 0, such a power series W(x) exists and 

.-' ''" ''" 

is according to Theorem 2.9 uniquely determined by the equation. As in former sit-
uations, the proof provides us with a method for determining the first coefficients. 
We find: 
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It is not hard to imagine that power series defined in this way may lead to pretty 
wild coefficient sequences. Indeed, typically they do. Incidentally, for the example 
we have chosen, the coefficients admit a simple closed form: 

W(x) = f (-n),,-I x'. 
n' ,,=0 . 

The series W(x) is known as the Lambert W-function, and it is interesting in combi­
natorics mainly because the numbers n,,-I count the number of labelled rooted trees 
with n nodes. 

2.6 Truncated Power Series 

As power series are infinite objects, exact computations with them are only possible 
when attention is restricted to power series that can be described by some sort of 
finite expression. In the remaining chapters of this book we will see several ways 
to do this. For the unrestricted domain of all power series, computations are only 
possible if we resort to some kind of approximation. We have seen in the foregoing 
sections that we can obtain the first few terms of, say, the product of two power series 
given only their first few terms. This suggests one to consider the first few terms of 
a series as an approximation to the entire series. The more terms are included, the 
finer we consider the approximation. To be precise, if a(x) = 2:;;'=oallx', then we 
call 

an approximation of order k to a(x). Note that a(x) and ak(x) are close in the sense 
previously defined when k is large: we have ord(a(x) - ak(x)) > k. We call ak(x) 
a truncated power series. It results from a truncation of a(x) at order k. The more 
careful alternative notation 

can be used for making the truncation order explicit. This is yet another example 
for a notation which is inspired from analysis but which is used here in a purely 
algebraic sense. 

Approximations of order k can be computed for product, derivative, integral, quo­
tient, and composition of power series given by approximations of order k. This 
is what we have been already doing in the examples above. Naive algorithms fol­
low directly from the respective definitions or theorems, more efficient ones can be 
found in Sect. 4.7 of [34]. 

The first terms of a sequence play an important role in the study of combinatorial 
problems. It is often so that long before anything else about a problem is understood, 
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we can already determine the beginning of a sequence. Starring long enough at the 
first terms of a sequence can be the first step towards the solution of the general 
problem. For example, consider the number of plane binary trees with n internal 
nodes: 

I, 1,2,5, 14,42, 132,429,1430,4862,16796,58786,208012,742900, 

2674440, 9694845, 35357670, 129644790,477638700, 1767263190, 

6564120420, 6564120420, 24466267020, 91482563640, ... 

Figure 2.1 shows the 14 trees with four internal nodes. 

Is there any pattern in these numbers? If no pattern is apparent to the naked eye, we 
can look up the sequence in a table such as Neil Sloane's Online Encyclopedia ofIn­
teger Sequences (http://www.research.att.comrnjas/sequences/).This is a database 
containing the first terms of more than 150000 sequences of integers, together with 
all sorts of information known about them. If we type the numbers above into the 
system, we will learn that they are known as the Catalan numbers en, that they ap­
pear in a vast number of different combinatorial contexts, and that there is a variety 
of formulas by which they may be described. 

For sequences not known to the database, we can try to guess some properties of 
the sequence computationally. For example, we can try to estimate the asymptotic 
growth. It is often so, even when a power series is far from having a simple repre­
sentation, and when there is no hope for a simple description of the coefficient se­
quence, that the asymptotic behavior of the coefficients can still be stated in simple 
terms. If we are willing to make the assumption that a sequence grows like p( n) cpn 
for some constant cp and some polynomial p(n), then we can obtain an estimate for cp 

Fig. 2.1 The 14 plane binary trees with four internal nodes 

doronzeil@gmail.com



2.6 Truncated Power Series 37 

from the first terms of the sequence. For example, suppose we know nothing about 
the sequence (Cn);;'=o of Catalan numbers except the twenty first terms listed above. 
If Cn is asymptotically equal to a term p(n )cpn with p(n + I) / p(n) ---+ 1 (n ---+ 00), 
then we should have that qn := c,,+ 1/ Cn ---+ cp for n ---+ 00. For n = 10, ... , 19, the 
quotient evaluates to 

3.5,3.53846,3.57143,3.6,3.625,3.64706,3.66667, 3.68421, 3.7, 3.71429. 

Could well be that this converges. But to what limit? There is a simple trick due 
to Richardson that turns a convergent sequence into a sequence converging more 
quickly to the same limit: Instead of qn, consider 2q2n - qn. See Problem 2.19 for 
an explanation. Indeed, for n = 1, ... ,9, this evaluates to 

3., 3.5, 3.7, 3.8, 3.85714,3.89286,3.91667,3.93333,3.94545, 

and it is not hard to guess from these values that cp = 4, which is indeed correct. (In 
fact, we have Cn rv 4n / V nn3 , as we shall see later.) When hundreds or thousands 
of terms are available, cp can usually be determined with an accuracy of a dozen 
decimal digits or so. 

Finally, a truncated series is also useful for coming up with plausible guesses for 
equations the full series may possibly satisfy. Let us consider again the Catalan 
numbers. We want to find an equation that the power series 

C(x) = 1 +x+ 2x2+5x3 + 14x4 + 42xs + 1 32x6 + 429x7 + 1 430x8 + 4862x9 + ... 
possibly obeys, assuming that we know the series only truncated at order ten. 
Searching for an equation, we have to decide on some type of equations. There 
are several possibilities. We may ask for instance whether there is an equation of the 
form 

(Uo + UIX+ U2x2)C(x) - (U3 + U4X+ usx2) = O. 

If so, then it must still hold to order k if we replace C(x) by an approximation of 
C(x) to order k. Plugging into the equation the first terms we know about C(x), we 
obtain 

(Uo - U3) + (2uo + UI - U4)X+ (5uo + 2uI + U2 - us)x2 + (14uo + 5uI + 2U2)X3 

+ (42uo + 14uj + 5U2)X4 + (132uo + 42uj + 14u2)XS + (429uo + 132uj + 42u2)X6 

+ (1430uo+429uj + 1 32u2)X7 + (4862uo+ 1430uj + 429u2)x8 

+ (16796uo+4862ul + 1430u2)x9 + ... ~ o. 

Comparing coefficients to zero gives a linear system for the Ui which in our case has 
only the trivial solution Uo = ... = Us = O. Therefore, it can be concluded that C(x) 
does not satisfy any equation of the attempted form. 

What about a nonlinear equation? If we search in the same way for an equation of 
the form 

doronzeil@gmail.com



38 2 Formal Power Series 

we will find that equating all the coefficients to zero gives the nontrivial solution 

that corresponds to the equation 

1- C(x) + xC(x) 2 = o. 

Does C(x) really satisfy this equation? This equation cannot be answered from our 
reasoning alone (and in fact from no reasoning whatsoever if only some finitely 
many terms of C(x) are known). The calculations we have done only assert that 

and we cannot be sure without further reasoning that all the terms hidden in the 
dots will have zero as coefficient. But even so, an automatically "guessed" equation 
can be extremely valuable, as it does provide a strong hint towards what we may 
want to prove about the series at hand. Indeed, we will confirm in Chap. 6 that the 
equation we found is correct. Power series satisfying equations of this form will 
be called algebraic. If C(x) had satisfied an equation of the form we tried first, we 
would have said that C(x) is rational. Such power series are the topic of Chap. 4. 
We can also use an ansatz with undetermined coefficients for discovering potential 
linear differential equations with polynomial coefficients that a power series may 
satisfy. Power series satisfying such equations are called holonomic and studied in 
Chap. 7. 

2.7 Problems 

Problem 2.1 Prove Theorem 2.1. 

Problem 2.2 Prove that lK[[xll is a Euclidean domain. What is the greatest common 
divisor of two power series'? 

Problem 2.3 Prove the exponential law for formal power series, 

exp(ax) exp(bx) = exp( (a + b )x) (a,b ElK). 

Problem 2.4 Review the analysis of Quicksort presented in Sect. 1A. Which op­
erations performed there, if any, cannot be justified in the algebraic framework of 
formal power series'? 

Problem 2.5 Prove Theorem 2.3. 
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Problem 2.6 Let R be a commutative ring. Prove that R[[xll is an integral domain 
whenever R is, and that a(x) E R[[xll has a multiplicative inverse in R[[xll if and only 
if a(O) has a multiplicative inverse in R. 

Problem 2.7 If (R,D) is a differential ring, then 

C(R) := {c E R: D(c) = O} 

is called the set of constants in (R,D). Prove that C(R) is a subring of R. 

Problem 2.8 Find a closed form for the coefficients in the multiplicative inverses 
of(I-2x?, (l-x)3 andexp(2x). 

Problem 2.9 We say that a sequence (an (x) );;'=0 in lK[[xll is a Cauchy-sequence if 

\j n E N::J ko EN \j k,l:;o. ko: ord(a" (x) -az(x)) > n. 

Prove that (all (x) );;'=0 is a Cauchy-sequence if and only if it converges in the sense 
as defined in the text. 

(Hint: Recycle the proof for the corresponding statement about sequences of real 
numbers.) 

Problem 2.10 The infinite continued fraction 

x 
----ElK[[xll 

x 
1-----

x 
1---

1- ... 

is defined as the limit of the sequence 

x 
x, I-x' 

x 

x 

x 

x 
1--- 1---­

I-x 

Prove that this limit exists. 

x 
1--­

I-x 

x 

x 
1-----

x 
1----

x 
1--­

I-x 

, ... 

(Hint: You may use without proof that for any two power series u(x), v(x) E lK[[xll 
with u(O) -=J 0 and v(O) -=J 0 and for every kEN we have that ord(u(x) - v(x)) > k 
implies ord( u(x) - v(~)) > k.) 

Problem 2.11 Prove the equivalence (I) {==} (3) of Theorem 2.7. 
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Problem 2.12 Prove that the Bernoulli numbers Bn satisfy the equation 

n (n+ 1) L Bk=O (n'2I). 
k=O k 

Problem 2.13 Apply the reasoning of Sect. 2.4 to the formal power series 

in order to prove the asymptotic estimate 

B "-'2(_I)n+1 (2n)! (n----+oo) 
2n (2n)2n 

for the Bernoulli numbers. 

Problem 2.14 Prove that the Bell numbers Bn satisfy the equation 

n (n) Bn+! = L k Bk 
k=O 

(n'2I). 

k 
Problem2.15 (Euler transform) Use [xnl(!~~)k+l = G) to show that for all a(x) E 

IK[[xll, we have 

[xnl_I a (~) = i (_I)k (n) [~la(x) 
I-x x-I k=O k 

(n '2 0). 

Problem 2.16 Let a(x),b(x) E IK[[xll with b(O) = 0, write a'(x) = Dxa(x) and 
b' (x) = Dxb(x). Prove the chain rule Dxa(b(x)) = a' (b(x) )b' (x). 

(Hint: You may use without proof that derivation of formal power series commutes 
with limits: Dxlimk--4=ak(x) = limk--4= Dxak (x).) 

Problem 2.17 Using the method outlined in the proof of Theorem 2.9, determine 
the first ten coefficients of the formal power series f(x) E IK[[xll with f(O) = 1 and 

Problem 2.18 Check out what Sloane's database has to say about Bell numbers and 

about the coefficients of (I.;=o n!xn) -1. 
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Problem 2.19 Richardson's convergence acceleration rests on the assumption that 
a sequence (qn)';=o converging to a limit c can be written in the form 

(n---+oo), 

for in that case, the calculation 

2q2n -qn = C(1 +0- 30:2 _ 70:3 _ 150:4 _ 310:5 _ ... ) 
4n2 8n3 16n3 32n5 

suggests that the new sequence converges like 1 I n2 instead of just like 1 In, because 
the term 0:1 In is eliminated. 

Generalize this reasoning so as to eliminate both the terms 0:1 In and 0:2/n2 . What 
estimation for ¢ can be obtained from the first twenty Catalan numbers using the 
improved scheme? 

Problem 2.20 Which equations do the power series below seem to satisfy? 
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Chapter 3 

Polynomials 

In this chapter we start to study restricted classes of power series. The most simple 
classes are the most restricted ones, and so we will start with those. The power 
series considered in this chapter have in common that they all can be described by 
polynomials. Polynomials are not only interesting as a class in its own right, but they 
will also be employed as building blocks in the construction of the more elaborate 
classes that are considered in the following chapters. 

3.1 Polynomials as Power Series 

For n 2 0, let an be the number of unlabeled graphs with four vertices and n edges. 
Then, according to Fig. 3.1, we have the generating function 

= 
a(x) = I,anXn = I +x+2x2+3x3+2x4+x5+x6. 

n=O 

There is no graph with four vertices and more than six edges, so we have an = 0 for 
all n > 6. This feature distinguishes the sequence (an);;'=o from all the sequences we 
have seen in examples so far. We can regard (an);;'=o as afinite sequence. 

Power series of finite sequences have a lot of useful properties that arbitrary power 
series do not share, so they deserve being given a name. If (an);;'=o is a sequence in 
lK such that all cf 0 for at most finitely many indices n then the power series 

is called a polynomial (over lK). The maximum index d with ad cf 0 is called the 
degree of the polynomial a(x) and denoted by dega(x). For the zero power series, 
which has no nonzero coefficients at all, we define degO := -00. For a nonzero 
polynomial a(x), the coefficient [xdega(x)]a(x) is called the leading coefficient of 
a(x), and it is denoted by lca(x). We leave the leading coefficient of 0 undefined. 

M. Kauers, P. Paule, The Concrete Tetrahedron 
© Springer-Verlag/Wien 2011 
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The sum of two polynomials is again a polynomial, and so is the product of two 
polynomials. Therefore, the polynomials form a subring oflK[[xll, denoted by lK[x]. 
The ring of polynomials inherits many properties from the ring of power series in 
the obvious way, but there are some differences as well. 

On the one hand, some operations are allowed for general power series but not for 
polynomials. For example, we have seen that every power series a(x) with a(O) -I- 0 
has a multiplicative inverse. So in particular, every polynomial a(x) with a(O) -I- 0 
has a multiplicative inverse. However, this inverse is in general not a polynomial 
anymore, but a power series with infinitely many nontrivial terms (think of the in­
verse of 1 - x). The polynomials and their multiplicative inverses form a field 

lK(x) := {p(x)/q(x) : p(x),q(x) E lK [x], q(x) -I- O} C;;; lK((x)). 

Its elements are traditionally called rational functions, although, just like generating 
functions, they are algebraic objects rather than actual functions. 

On the other hand, some operations are allowed for polynomials which cannot be 
performed for arbitrary power series. For example, we have seen that in order for the 
composition a(b(x)) of two power series to be meaningful, we need in general that 
b(O) = O. This condition is not needed when a(x) is a polynomial, because b(x)k is 
meaningful for every fixed kEN, and if a(x) is a polynomial, then a(b(x)) is just 
a finite linear combination of some b(x)k. 

I I U 11 
• • I • 
• • • 

Fig. 3.1 The II unlabeled graphs with four vertices 

In particular, the composition a(b(x)) is defined when a(x) is a polynomial and b(x) 
is just a constant, i.e., if a(x) = L~=O allx" E lK[x] and b(x) = bo E lK. We then have 

and call this value the evaluation of the polynomial a(x) at x = boo Via the evalua­
tion, every polynomial, although at first introduced as a formal object only, admits 
an interpretation as an actual function lK ----+ lK. 

Both lK[[xll and lK[x] share the property of being a vector space over lK, but unlike 
for lK[[xll, a basis of lK[x] can be easily given: each polynomial is a finite linear 
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combination ofthe monomials I ,x,x2,x3, etc. As the monomials are clearly linearly 
independent over IK, they form a basis. We call it the standard basis of IK [x]. This is 
the most natural basis, but it is not in all circumstances the most convenient basis to 
work with, and it is generally not a bad idea to switch to alternative bases whenever 
this seems to bring an advantage. For example, the falling factorial basis is advanta­
geous for summation problems, as we shall see later. This basis consists of the terms 
I ,x,x£,x1,x"", ... , where 

yJ1 :=x(x-l)(x-2)···(x-n+ 1) (n :::-. 0) 

is called the n-th falling factorial of x. 

We can easily express the x!l in terms of the standard basis by simply expanding the 
product, giving 

xQ = I, 

x1=x, 

xl. = x2 -x, 

x1 = x3 - 3x2 + 2x, 

x"" = x4 - 6x3 + Ilx2 - 6x, 

x~ = x5 - IOx4 + 35x3 - 50x2 + 24x, etc., 

and since the x.:!. form a basis, it is also possible to express the standard monomials 
in terms of this basis: 

1 =xQ, 

x=x1, 

x2 =x£+xl , 

x3 = x1 + 3x£ + xl, 

x4 =x""+6x1+7xl.+x1, 

x5 =x~+ lOx"" + 25x1+ l5xl.+xl , etc. 

The coefficients arising in converting one of these bases to the other are called 
the Stirling numbers of the first and the second kind, respectively, and denoted by 
Sl(n,k) and S2(n,k), respectively. Precisely, these numbers are defined through the 
formulas 

n 

yJ1 = L S] (n,k)xk 
k=O 

n 

and r = L S2(n,k)xK 
k=O 

(n:::-' 0). 

Closely related to the falling factorials are the rising factorials. They are written and 
defined as 

x' :=x(x+ 1)(x+2)···(x+n-l) (n:::-' 0), 

and they also form a basis ofIK[x] (Problem 3.5). Traditionally, rising factorials are 
also denoted by the Pochhammer symbol (x)n := x'. 
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Polynomials are inherently finite objects; they are easily represented on a computer 
by their finite list of coefficients with respect to a fixed (infinite) basis. The com­
putational treatment of polynomials is at the heart of computer algebra, and every 
computer algebra system provides a large number of procedures applicable to poly­
nomials. We refer to the standard text books on computer algebra [22, 58] for the 
corresponding algorithmic background. 

3.2 Polynomials as Sequences 

Polynomials can be evaluated at arbitrary points. For a fixed polynomial p(x) E lK [xl 
of degp(x) = d, we can therefore consider in particular the sequence 

p(O), p(I), p(2), p(3), p(4), ... 

obtained by evaluating the polynomial at all the natural numbers. Such sequences 
are called polynomial sequences of degree d (not to be confused with sequences of 
polynomials). For example, 

1,4,9,16,25,36, ... , n2 , 

is a polynomial sequence of degree 2. 

The sum of two polynomial sequences is obviously again a polynomial sequence. 
Also the Hadamard product of two polynomial sequences is clearly again a poly­
nomial sequence. What about the Cauchy product? That is, if p(x) and q(x) are 
polynomials, does then the convolution 

11 

LP(k)q(n-k) 
k=O 

necessarily agree with the evaluations u(n) of some polynomial u(x) ElK [xl? To see 
that this is indeed the case, let us determine the generating function of a polynomial 
sequence. 

We have already seen in Chap. I that generating functions for some polynomial 
sequences can be obtained by differentiating the geometric series: 

__ 1_ = f, Ix" 
I-x ' 11=0 

I I ~ 11-1 ~ ( ) .J' Dx-- = ( )2 = L.., nx = L.., n + I A , 
I-x I-x 11=1 11=0 

I 1== 
D;-=2( )' = Ln(n-l)x,-2= L(n+I)(n+2)x', 

I - x I - x - 11=2 1l=0 

I 1== 
D~- = 6 ( )4 = L n(n - I )(n - 2)~-3 = L (n + I )(n + 2)(n + 3)x', 

I - x I - X 1l=3 1l=0 
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An easy induction confirms that 

k! = k , 
(l-x)k+l = I~(n+ 1) x (k ~ 0), 

and since every polynomial can be written in terms of rising factorials, this is already 
enough to cover the general case. For example, to get the generating function of 
( s)= . n' n=O' WrIte 

and find 

~ 5 x' 1 3 1 . 1 90 . 2 65 . 6 15 . 24 120 
,;:on = -1-x + (l-x)2 - (l-x)3 + (l-x)4 - (l-x)5 + (l-x)6 

x5 + 26x4 + 66x3 + 26x2 + X 
(x - 1)6 

In general, if p(x) is a polynomial of degree d, then we will have 

~ () n q(x) 
,;:oP n x = (l-x)d+l 

for some polynomial q(x) of degree at most d. 

For the converse, suppose that q(x) is some polynomial of degree at most d. Then 
q(x) can be written by repeated polynomial division with remainder by (1 - x) in 
the form 

for some qo, ... ,qd E IK. Dividing the equation by (1 - x)d+1 shows that 

q(x) qo d! ql (d-l)! qd 1 
d! (1 -x)d+1 + (d -I)! (1 -x)d + ... + 11 -x' (1 -x)d+1 

and therefore, q(x) / (1 - x)d+l is the generating function of a polynomial sequence. 

Putting things together, we obtain the following characterization result. 

Theorem 3,1 A power series a(x) E IK[[xll is the generating function of a poly­
nomial sequence of degree d ~ 0 if and only if a(x) = q(x)/(I-x)d+l for some 
polynomial q(x) E IK[x] ofdegree at mostd with q(l) # O. 

Now it is also clear that the Cauchy product of two polynomial sequences is again 
a polynomial sequence, for the simple reason that 

ql (x) q2(X) 
(1 -x)d t (1 -x)d2 

and degql (X)q2(X) = degql (x) + degq2(x). 

ql (X)q2(X) 
(1 _x)d t+d2 
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3.3 The Tetrahedron for Polynomials 

The most accessible vertex of the Concrete Tetrahedron for polynomial sequences 
is the asymptotic estimation: the asymptotics of a polynomial sequence is just the 
maximum degree term, and there is nothing more to say about it. More interesting 
are the other vertices and the relations between them. 

The forward difference of a sequence (an);;'=o is defined as the sequence (an+1 -
an);;'=o. We write Li for the operator that maps a sequence to its forward difference. 
Consider a sequence (an);;'=o and let bn := Lian = an+1 - an. It is an easy matter to 
express the generating function b(x) of (bn);;'=o in terms of the generating function 
a(x) of (an);;'=o: 

bn = an+l -an (n 20) 

implies 

b(x) = f, bnxn = f, (an+l - an)xn = ~ f, anxn - f, anx' 
n=O n=O X n= I n=O 

= ~ (a(x) _ a(O)) _ a(x) = (I -x)a(x) - a(O). 
x x 

If (an);;'=o is a polynomial sequence of degree d, then a(x) = q(x)/(1 -x)d+1 for 
some polynomial q(x) of degree less than d + 1, by Theorem 3.1. It follows that 

b(x) = (l-x)a(x) -a(O) = (q(x) -q(x)(I-x)d) Ix 
x (I -x)d 

This means that the forward difference operator reduces the degree of a polynomial 
sequence by one. Applying the operator d + 1 times in a row, we will obtain the zero 
sequence: 

This translates into simple recurrence equations for polynomial sequences. For ex­
ample, the sequence an = n2 (as well as any other polynomial sequence of degree 
two) satisfies the recurrence 

(n 2 0). 

The degree drop upon applying the Delta operator to a polynomial sequence paral­
lels the degree drop upon applying the derivative to a polynomial. More specifically, 
we have the analogue 
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In the same vein as forward difference parallels differentiation, summation of se­
quences parallels integration of power series. For example, we have the straightfor­
ward analogues 

n 

n 

L LlUk = Un+l - Uo 
k=O 

n 

Ll L Uk = Un+l 
k=O 

+-----+ .Ix Dtu(t)dt = U(X) - U(O), 

+-----+ Dx.lx u(t)dt = U(X), 

L Uk Ll Vk = Un+ 1 Vn+ 1 - UOVO 
k=O 

+-----+ .Ix u(t)Dtv(t)dt = U(X)V(X) - U(O)V(O) 

n 

- L (LlUk)Vk+l 
k=O 

- .Ix(DtU(t))V(t)dt 

and several others. As far as the summation of polynomials is concerned, these 
observations together imply the summation formula 

tel dt = __ tel+ 1 ;,
. I 

x d+ I ' 

which gives rise to a simple algorithm for summing polynomial sequences: Given 
a polynomial p(x) E lK[x], we can compute a polynomial q(x) E lK[x] such that 
q(n) = Lk=Op(k) (n:;o. 0) by simply writing p(x) as a linear combination offalling 
factorials and then applying the above formula term by term. For example, in order 
to evaluate Lk=O k5, write 

5 

k5 = L 52(5, i)kL = kl + 15k2. + 25k~ + IOk:t+ k~ 
;=0 

and conclude that 

n n n n n n 

Lk5 = L kl+ 15 Lk2.+25 L k~+ 10 L k:t+ Lk~ 
k=O k=O k=O k=O k=O k=O 

= ~ (n + 1)2. + .If (n + l)~ + ¥ (n + l):t + ~ (n + l)~ + i (n + 1)9. 

= f2(2n 6 + 6n5 + 5n4 - n2 ). 

A closed form representation for every sum over a polynomial sequence can be 
found in this way, and it is just a polynomial sequence whose degree is one higher. 
That such a closed form always exists does not come as a surprise if we look at the 
generating functions. Namely, if a(x) is the generating function of some sequence 
(an);;'=o, then 

--a(x) = L Lak xn I = (n ) 
I -x n=O k=O 
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is the generating function for the sequence of its partial sums, and by Theorem 3.1 
this is the generating function of a polynomial sequence of degree d + I when­
ever a(x) is the generating function of a polynomial sequence of degree d. In fact, 
the summation algorithm just described is essentially equivalent to switching from 
a given polynomial to its generating function, multiplying by 1/( 1 - x), and switch­
ing back to the coefficient sequence. 

There is another way of evaluating the sum over a polynomial sequence in closed 
form. Given p(x) E lK[x] of degree d, we know that the desired closed form of 
2..k=O p( k) will be a polynomial of degree d + I. Since a polynomial of degree d + I 
is uniquely determined by its values at d + 2 different points, we can just evaluate the 
sum for d + 2 different specific values in place of n and compute the interpolating 
polynomial of these values. In the example p(x) = x5 , the sum 2..k=op(k) evaluates 
to 

0, 1,33,276, 1300,4425, 12201 

for n = 0, ... ,6, and there will be exactly one polynomial of degree 6 matching those 
values. We can find this polynomial either by using an interpolation algorithm or by 
making a brute-force ansatz 

with undetermined coefficients qo, ... ,q6 and solving the linear system of equations 
that is obtained by equating the linear form q( n) to the respective values of the sum 
for n = 0, ... ,6. Either way will give us the polynomial q(x) = -b (2x6 + 6x5 + 5x4 -

x2 ) we have already found before. 

3.4 Polynomials as Solutions 

Evaluating a sum Sn := 2..k=op(k) in closed form is equivalent to solving the tele­
scoping equation 

p(n+ I) =Sn+l-Sn (n 20) 

in closed form. Being able to sum polynomials, we therefore also know how to solve 
such equations in terms of polynomials whenever p (n) is a polynomial sequence. In 
fact, there is nothing specific to sequences in this equation, we may as well consider 
it as a purely algebraic problem in lK[x]: Given p(x) E lK[x], we can find a(x) E lK[x] 
such that 

p(x) = a(x + 1) - a(x). 

What about more complicated equations? Let us consider equations of the form 

p(x) = q(x)a(x + 1) - r(x)a(x), 
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where p(x),q(x),r(x) E lK[x] are polynomials and we seek polynomial solutions 
a(x) E lK[x] to the equation. A polynomial solution a(x) for an equation ofthis form 
need not exist, as is easily seen from the choice p(x) = 1, q(x) = 0, r(x) = x. What 
we are after is an algorithm that either finds a polynomial solution, or proves that no 
such solution exists. 

The problem is easily solved if we restrict the attention to polynomial solutions a(x) 
of fixed degree d. In this case, we can make an ansatz 

a(x) = ao +alx+a2x2 + ... +adxd 

with undetermined coefficients ao, ... ,ad E lK, plug this form into the equation and 
compare coefficients of like powers of x. This leads to a linear system of equations 
for the ai whose solution space consists precisely of the coefficient vectors of all 
the desired polynomial solutions a(x). For example, in order to find a quadratic 
polynomial a(x) satisfying the equation 

3x2 - 3 = 2xa(x+ I) - (2x+ l)a(x), 

we plug a(x) = ao + alx + a2x2 into the equation and compare coefficients with 
respect to x, obtaining the equation system 

whose unique solution is (ao, aI, a2) = (3, -2, 1). Therefore, a(x) = x2 - 2x + 3 is 
the only polynomial solution of degree at most two that satisfies the equation we 
considered. 

If there is no restriction on the degree, we can make a blind guess, say d = 500, and 
proceed as above. If we are lucky, we find a solution. But if we find no solution, then 
we cannot be sure whether no solution exists or our guess for the degree was just too 
small. In order to solve the general problem, we need to analyze how high a degree 
of a polynomial solution can possibly be. Such an analysis is a little technical, but it 
can be done. There are several cases to distinguish. The easy case is when degq(x) "I­
degr(x) or Icq(x) "I- Icr(x). Then, since dega(x+ I) = dega(x) =: d and Ica(x+ 
1) = lc a(x) for a hypothetical solution a(x), the leading terms on the right hand side 
of our equation 

p(x) = q(x)a(x + 1) - r(x)a(x) 

cannot cancel each other, so they must be canceled by the leading term of p (x). This 
implies that d = degp(x) - max(degq(x),degr(x)) for every potential polynomial 
solution a(x) of the equation. The case where a cancellation can happen is more 
tricky. Suppose that degq(x) = degr(x) and Icq(x) = Icr(x). Then the degree of 
the right hand side is less than d + degq(x), because the highest degree term drops 
out. The key idea is now to rewrite a(x + 1) as (a(x + 1) - a(x)) + a(x), so that the 
equation becomes 

p(x) = q(x)(a(x+ I) - a(x)) - (r(x) - q(x))a(x). 
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Since deg(a(x+ 1) - a(x)) = d - 1, the degree of q(x) (a(x+ 1) - a(x)) is exactly one 
less than the degree of q(x)a(x), and by assumption, the degree of r(x) - q(x) is (one 
or more) less than the degree of q(x), because the leading terms of r(x) and q(x) can­
cel. If more terms in r(x) - q(x) cancel, that is if the degree drops by more than one, 
then the leading term of the right hand side is determined by q(x) (a(x + 1) - a(x)) 
and it must be canceled by the leading term of p(x), so d = degp(x) - degq(x) + 1. 
Otherwise, if deg(r(x) - q(x)) = degq(x) - 1, there can again be a cancellation be­
tween the leading terms of q(x) (a(x + 1) - a(x)) and (r(x) - q(x) )a(x). In that case, 
the leading coefficients must also match. Because of Ie(a(x + 1) - a(x)) = d Iea(x), 
this situation requires 

dIeq(x) Iea(x) = Ie(r(x) -q(x))Iea(x) 

and thus forces d = lc(r(x) - q(x))/lcq(x). In all cases, we have found a finite 
bound on the degree of a potential polynomial solution a(x) that depends just on the 
given polynomials p(x), q(x), r(x): 

• If degq(x) # degr(x) or Ieq(x) # Ier(x), then d = degp(x) - max(degq(x) , 
degr(x)). 

• If degq(x) = degr(x) and deg(r(x) - q(x)) < degq(x) -1, then d = degp(x)­
degq(x) + 1. 

• If degq(x) = degr(x) and deg(r(x) - q(x)) = degq(x) - 1 and lc(t~(tt)) is not 

an integer, then d = degp(x) - degq(x) + 1. 

• If degq(x) = degr(x) and deg(r(x) - q(x)) = degq(x) -1 and Ic(rix)()(x)) is an 
cq x 

integer, then d .-::: max( degp(x) - degq(x) + 1, lc(r(x) - q(x)) / Ieq(x)). 

The equation 

p(x) = q(x)a(x + 1) - r(x)a(x) 

can thus be solved by first picking from the above case distinction an appropriate 
number d that bounds the degree of a possible solution a(x) E lK[x]. With this de­
gree bound at hand, we can make an ansatz with undetermined coefficients for a(x), 
plug it into the equation, compare coefficients, and solve a linear system. Any so­
lution of the linear system gives a solution a(x) of the equation, and if the linear 
system has no solution, then there is no polynomial a(x) that satisfies the equa­
tion. 

In the example from before, where p(x) = 3x2 - 3, q(x) = 2x, r(x) = 2x + 1, we 
have degq(x) = degr(x) and deg(r(x) - q(x)) = 0 = degq(x) - 1 and lc(r(x) -
q(x)) / Ie q(x) = 1/2 is not an integer, therefore we are in the third case and expect 

dega(x) = degp(x) - degq(x) + 1 = 2 - 1 + 1 = 2 

for any possible solution a(x). Indeed, this prediction matches the degree of the 
solution we found. 
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As an example for the fourth case, consider the equation 

With p(x) = 15, q(x) = x2 and r(x) = x2 + 5x+ 1, we have degq(x) = degr(x) = 2, 
deg(r(x) - q(x)) = 1 = degq(x) -1, and lc(r(x) - q(x))/lcq(x) = 5/1 = 5 is an 
integer. On the other hand, degp(x) - degq(x) + 1 = 0 - 1 + 1 = 0 < 5, so if the 
equation has a polynomial solution at all, then this solution will have degree at most 
five. Plugging a generic quintic polynomial a(x) = ao + a1x + ... + asx5 into the 
equation and comparing coefficients with respect to x leads to a linear system for 
the undetermined coefficients ai. As this system happens to have a solution, our 
equation does posses a polynomial solution. Here it is: 

a(x) = 8xs + 72x4 + 220x3 + 256x2 + 75x - 15. 

If the linear system had been unsolvable, we could have concluded that there was 
no polynomial solution (of any degree). 

3.5 Polynomials as Coefficients 

Sometimes polynomials themselves appear as elements of a sequence. The most 
simple sequence of polynomials is the sequence (x!') ;;'=0 of monomials, other simple 
examples are (x!!);;'=o or (x");;'=o' More interesting sequences of polynomials appear 
as coefficients in certain formal power series expansions. For example, the power 
series 

yexp(xy) 2 2 3 2 3 
-~----'-- = 1+ l(2x - I)y + l..(6x - 6x+ I)y + l..(2x - 3x +x)y exp(y) - 1 2 12 12 

+ tio (30x4 - 60x3 + 30x2 - l)l + ... 

lives not only in lK[[x,y]] but even in lK[x][[y]], as this is obviously the case for 
exp(xy) and y I (exp(y) - 1) and lK [x] [[y]] is closed under multiplication. The poly­
nomial Bn(x) := n![y"]yexp(xy)/(exp(y) - 1) is known as the n-th Bernoulli poly­
nomial. It reduces to the Bernoulli numbers for x = 0, and one of its numerous 
interesting properties is that it gives a simple expression for monomial sums (Prob­
lem 3.9): 

Another interesting sequence of polynomials appears in the series expansion 
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As [iJ (1 - 2xy + i) = 1 is invertible in IK, the denominator polynomial 1 - 2xy + i 
has a multiplicative inverse in IK[xHlYll, and consequently also (1 - xy) / (1 - 2xy + 
i) belongs to IK[xHlYll. The polynomials Tn(x):= [yn](l -xy)/(l - 2xy+ i) are 
called Chebyshev polynomials of the first kind, and we will have a closer look at 
them in the next chapter. One of their key features is that they form a vector space 
basis of lR[x] which is orthogonal in the sense that 

11 1 
~T;,(t)Tm(t)dt = 0 <¢==? 

-I 1- t 2 
n#m. 

More generally, for any fixed integrable function w: (a,b) ----+ (0,00) we can define 
a scalar product (., .)w on the space of integrable functions f,g: (a,b) ----+ lR via 

(f,g)w := lh w(t)f(t)g(t)dx. 

A sequence (Pn(x));;'=o of polynomials in lR[xJ with degpn(x) = n (n ~ 0) is then 
called a sequence of orthogonal polynomials if it is orthogonal with respect to one 
such scalar product (., .) w in the sense that 

Sequences of orthogonal polynomials are important for example in numerical anal­
ysis, because they can be used to construct sparse linear systems in situations where 
the standard monomial basis would only produce dense systems. 

Power series with polynomial coefficients are also useful in combinatorics. Let, for 
example, an.k be the number of unlabeled graphs with n vertices and k edges. Then 
an(x) = 1.,k=o an,k~ is a polynomial for every fixed n E N, because no graph with 
n vertices can have more than !n(n - 1) edges. (We have already met a4(x) at the 
beginning of this chapter.) Therefore, 

a(x,y):= L all (X)y" = 1 +y+ (1 +x)l+ (1 +x+x2+x3)y3 
n=O 

+ (1 +x+ 2x2 + 3x3 + 2x4 +x5 +x6 )y4 

+ (1 +x+2x2+ 4x3 +6x4 +6x5 +6x6 +4x7 +2x8+x9 +xI0)y5 + ... 

belongs to IK[x][[yll. Quite some information about unlabeled graphs is implicitly 
contained in this series. For example: 

• Evaluation at x = 1 (note that we are allowed to do this) gives the generating 
function for the number of graphs with n vertices and arbitrary number of edges: 

• The average number of edges in a graph with n vertices is found to be 

[y"JDxa(x, y) Ix= 1 

[yIlJa(l,y) 
1.,k=Okall,k 

1.,k=Oall,k 
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• If we allow multiple edges between two vertices, then the number of graphs with 
n vertices and k edges is given by the coefficient of xkyn in a( l~x'Y) E IK[[x,y]]. 

• If we have two different kinds of vertices, then the number of graphs with k 
edges, nl vertices of the first kind and n2 vertices of the second kind is given by 
the coefficient of .x*y';1 y~2 in the power series a(x,YI + Y2) E IK [xl [[YI ,Y2]]. 

In short, the series a(x,y) refines the counting of the series a(l,y) in that it dis­
tinguishes objects of the same size (number of vertices) according to some other 
property (number of edges). To drive this idea to its extreme, we can let the objects 
themselves appear in the coefficient sequence. For example, the series 

(1 )(1 1 2)(1 1) = I +XIY + (xT +x2)l + (xi +XIX2 +X3)y3 - XIY - X2Y - X3Y-

+ (xi +XTX2 +x~ +XIX3)y4 + (x~ +XiX2 +XIX~ +xtx3 +X2X3)l 

generates all the ways to write an integer n as a sum of Is, 2s, and 3s: each possible 
representation n = a· 1 + b· 2 + c· 3 is encoded by a monomial.x]x~x3 that appears 
in the coefficient polynomial of yn. This explains the origin ofthe word "generating 
function". For emphasis, a power series that generates all the combinatorial objects 
from a certain class is sometimes also called the complete generating function. 

3.6 Applications 

Polynomials have applications in virtually every branch of mathematics. Also poly­
nomial sequences arise in numerous different contexts. We restrict to three exam­
ples. 

Figurate Numbers 

Let us start with something simple. We have seen in the introduction that the simple 
sum Lk=l k can be illustrated pictorially by an appropriate arrangement of pebbles. 
For this reason, the numbers Tn := Lk=1 k = ~n(n+ 1) are also known as the tri­
angular numbers. What about other geometric figures instead of triangles? Not too 
surprisingly, n2 pebbles are needed to fill a square. For a pentagon, consider the 
illustration in Fig. 3.2. In order to complete a pentagon with side length n to a pen­
tagon of side length n + 1, we need to place 3n + 1 new pebbles around the old one. 
This gives the recurrence 

Pn+l = P" + (3n+ I) (n?l), 

which together with the initial value PI = 1 uniquely determines all the pentagonal 
numbers p". As a closed form we find P" = ~n(3n - 1). 
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Fig. 3.2 Triangular numbers, square numbers, and pentagonal numbers 

In general, for a regular k-gon (k ~ 3), the same reasoning leads to the recurrence 

p(1() = p,(k) + (k - 2)n + I 
n+1 n (n ~ 1), 

which admits the closed form p'~k) = ~n( kn - 2n - k + 4). 

Graph Colorings 

Another context in which polynomial sequences arise is the graph coloring problem. 
A (labeled) graph is a pair G = (V,E), where V is a non-empty finite set and E is 
a set of 2-element subsets of V. The elements of V are the vertices of the graph, and 
we say that two vertices VI, V2 E V are connected by an edge if {VI, V2} E E. Our 
task is to assign colors to the vertices of a given graph in such a way that no two 
vertices connected by an edge bear the same color. 

Whether such a coloring exists depends on how many colors we have available. If we 
have as many colors as the graph has vertices, then we can easily solve the problem 
by assigning a different color to each vertex. Whether less than n := IVI colors 
suffice, this depends on the structure of the graph. The question we are interested in 
is the number of ways in which a fixed graph G can be colored by k colors or less, 
where k varies. 

Let P( G,k) be this number. If Ci denotes the number of ways to color G with exactly 
i different colors, then Ci = 0 for all i > n. Having k colors available, we can form 
Ci (7) different colorings where exactly i of the k colors are used. From this we obtain 

= (k) n (k) P(G,k) = ~Ci i = ~Ci i (k ~ 1) 

for the total number of colorings of G with k colors or less. Since n = IVI is constant 
and 

(~) = ~k(k-l)(k-2) ... (k-i+l), 
I l. 

the numbers P(G,k) form a polynomial sequence in k. It is called the chromatic 
polynomial of G. 
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Acp---/flB 
eHA 

Bcp---/flA 
eHB 

Acp---/fle 
BHA 

ecp---/flB 
AHe 

Fig. 3.3 All six 3-colorings of a graph with four vertices 

Bcp---/fle 
AHB 

ecp---/flA 
BHe 

57 

Consider as an example the graph depicted in Fig. 3.3. For this graph, we have C1 = 

C2 = 0 (by inspection), C3 = 6 (by the picture), C4 = 4! = 24 (by lack of restrictions), 
and Ci = 0 for i > 4. Therefore, 

in this case. 

Partition Analysis 

In additive number theory, a partition of a non-negative integer n is a representation 
of n as a sum of non-negative integers. The form of this representation may be re­
stricted further by some constraints. When no constraints are imposed, a partition 
is simply a sum of positive integers in which the order of the summands does not 
matter. These partitions are counted by the partition number Pn which we already 
introduced in Chap. 2. The numbers Pn have quite a complicated nature, but sur­
prisingly, counting more complicated arrangements may lead to less complicated 
counting sequences. As an example, for some fixed k E IN consider matrices of size 
k x k with entries in IN which are such that all rows and all columns sum up to a pre­
scribed number m E IN. Such matrices are called magic squares of size k with magic 
constant m. For example, 

6 4 5 5 

0 9 8 3 

2 6 5 7 

12 1 2 5 

is a magic square of size k = 4 with magic constant m = 20. 

How does the number of magic squares depend on the magic constant when we 
fix the size? For k = 1 and k = 2 it is easily checked that there are precisely 1 and 
m + 1 squares, respectively. From k > 2 on the counting becomes less trivial, but it 
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can be shown in general that the number of magic squares of size k is a polynomial 
sequence of degree (k + 1)2 in the magic constant m. Without making an attempt at 
proving anything here, we just report that when k = 3, there are 

~(m+ 1)(m+2)(m2+3m+4) 

squares with magic constant m, and when k = 4, there are 

11~40(m+ 1)(m+2)(m+3)(ll m6+ 132m5 +683m4 + 1 944m3 

+ 3320m2 + 3360m + 1890). 

Unlike for figurate numbers where there is a general expression having both m and k 
as variables, no general expression is known for counting magic squares. However, 
an algorithm is known which can compute the generating function for the counting 
sequence for any specific choice of k. 

There is a part of partition theory, called partition analysis, which provides algo­
rithms that are applicable not only to magic squares but to a more general type of 
integer partitions that can be specified in terms of systems of linear equations and in­
equalities. Another example for this theory is to count the number of non-congruent 
triangles with prescribed perimeter n E IN" \ {O} and sides a, b, c of positive integer 
length. Rephrased in terms of inequalities, we are looking for the number of tuples 
(a,b,c) satisfying the conditions n = a+b+c, 1 :::; a:::; b:::; c, a ~ b+c, b ~ a+c, 
and c ~ a + b. For n = 9, there are three such tuples: (3,3,3), (2,3,4), and (1,4,4). 
In general, if Tn denotes the number of such tuples, then the generating function is 
given by 

Taking this result for granted, it is clear that (T,')';=o is not a polynomial sequence, 
because the denominator is not of the form (I - X)fIl. Still, all the roots of the de­
nominator live on the unit circle of the complex plane. Coefficient sequences of such 
power series are called quasi polynomials. We will not discuss them further, because 
they are included as a special case in the class of C-finite sequences discussed in the 
following chapter. 

3.7 Problems 

Problem 3.1 Is there a difference between a polynomial and a truncated power se­
. ') nes. 

Problem 3.2 Is there a difference between lK[x] [[y]] and lK[[y]] [xl? 
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Problem 3.3 Is there a difference between lK[x] and the ring Pol(lK) of polynomial 
functions, which is defined as 

Pol(lK) := {f E lKlK : =j p E lK[x] \:j x ElK: f(x) = p(x)} 

with pointwise addition and multiplication? 

Problem 3.4 Prove the following polynomial version of Theorem 2.6: For every 
fixed u(x) E lK[x] the map 

CPu: lK [x] --+ lK [x], a(x) f---+ a( u(x)) 

is a ring homomorphism. (Note that this polynomial version includes the case 
u(x) = Uo E lK, which is excluded in Theorem 2.6. In this special case, CPu is called 
evaluation homomorphism.) 

Problem 3.5 Use the relation x' = (-1 )/( -x)!!. (n E IN") to deduce formulas for 
converting polynomials from the standard basis to the rising factorial basis and back. 

Problem 3.6 Convert the following polynomials into the falling factorial basis. 

2. 2x3 + 5x2 - 4x + 2, 

Problem 3.7 Show that the Stirling numbers satisfy 

S1 (n,k) = (1- n)S1 (n -I,k) + S1 (n -I,k - 1) (n,k > 0), 

S2(n,k) = kS2(n - I,k) +S2(n - I,k -1) (n,k > 0). 

Deduce the basis conversion formulas 
Il 

x!!. = I,Sl(n,k)x" 
k=O 

Il 
and x" = I, S2(n,k)x'i 

k=O 
from these recurrence equations and the initial conditions. 

(n 20) 

Problem 3.8 Show L;=k 82 ~;,k) Xn = ~ (eX - I)k and use this to prove the identity 
Bn = Lk=OS2(n,k), where Bn denotes the n-th Bell number. 

Problem 3.9 Let Bn(x):= n!lYn]~xe;nt)'~ be the Bernoulli polynomials and Bn = 
BIl(O) be the Bernoulli numbers. 

I. Prove the identity 

(n 2 0) 

and use it to derive the summation formula 

(n,d 2 0). 
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2. Prove the identity 

(n ~O) 

and use it to rewrite the summation formula from part I in the form 

(n,d~O). 

(Observe that the sum on the right is an explicit polynomial in n whenever d is 
a specific integer, so this formula provides yet another way for summing polyno­
mial sequences. This formula is due to Jacob Bernoulli.) 

Problem 3.10 Prove that (Hn)';=o is not a polynomial sequence. 

Problem 3.11 In a computer algebra system of your choice, write a program that 
takes as input a polynomial p E CQ [x] and returns as output the generating function 
2.';=0 p(n)xn as a quotient of two polynomials. 

Problem 3.12 Let (un)';=o and (vn)';=o be sequences. Prove that the difference op­
erator satisfies the product rule 

(k ~ 0) 

and use this law to deduce the formula for summation by parts: 

n n 

L Ukl1vk = Un+l Vn+l - UOVO - L(l1Uk)Vk+l (n ~ 0). 
k=O k=O 

Problem 3.13 For each of the following equations, find a polynomial solution or 
prove that there is none. 

1. 27 = (2x2 + 1 )a(x + 1) - (2x2 + 8x + 3)a(x), 

2. 2x2 - 6x+ 3 = (2x2 + 8x+ I )a(x+ 1) - (2x2+ 8x+ 3)a(x), 

3. 2x2+6x+3 = (2x2+8x+ l)a(x+ I) - (2x2+8x+3)a(x). 

Check whether your favorite computer algebra system provides a command for solv­
ing such equations. 

Problem 3.14 Given p(x), q(x), r(x) E lK[x], deduce a bound on the possible degree 
of a polynomial a(x) E lK[x] satisfying the differential equation 

p(x) = q(x)Dxa(x) - r(x)a(x). 
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Problem 3.15 Extend the degree analysis of Sect. 3.4 to inhomogeneous equations 
of second order. That is, given p(x),q(x),r(x),s(x) E IK[x], deduce a bound on the 
possible degree of a polynomial a(x) E IK[x] satisfying the recurrence equation 

p(x) = q(x)a(x + 2) + r(x)a(x + 1) + s(x)a(x). 

Problem 3.16 How many ways are there to color the following graph with 1000 
colors? 

M 
~ 
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Chapter 4 

C-Finite Sequences 

Polynomial sequences obey certain linear recurrence equations with constant coeffi­
cients, as we have seen in the previous chapter. But in general, a sequence satisfying 
a linear recurrence equation with constant coefficients need not be a polynomial se­
quence. The solutions to such recurrence equations form a strictly larger class of 
sequences, the so-called C-finite sequences. This is the class we consider now. 

4.1 Fibonacci Numbers 

Fibonacci numbers are classically introduced as the total number of offspring a sin­
gle pair of rabbits produces in n months, assuming that the initial pair is born in 
the first month, and that every pair which is two months or older produces another 
pair of rabbits per month (Fig. 4.1). The growth of the population under these as­
sumptions is easily described: In the n-th month, we have all the pairs of rabbits 
that have already been there in the (n - 1 )-st month (rabbits don't die in our model), 
and all the new pairs of rabbits born in the n-th month. The number of pairs born in 
the n-th month is just the number of pairs who were already there in the (n - 2)-nd 
month. The number of pairs of rabbits in the n-th month is therefore given by the 
n-th Fibonacci number, which is recursively defined via 

Fn+2 = Fn+! + Fn (n::;:, 0), Fo = O,F! = 1. 

The first terms of this sequence are 

0, I, 1,2,3,5,8,13,21,34,55,89,144, ... 

Although this sequence has been studied at least one thousand years before it was 
popularized in the west in 1202 by Leonardo da Pisa, it still today attracts the at­
tention of a large number of both professional and amateur mathematicians. This is 
partly because ofthe simple definition it has, partly because ofthe multitude of non-
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w~w w w,\: 
W-W 

W~W\W 
\W 

Fig. 4.1 Multiplying pairs of rabbits 

mathematical contexts in which it arises, and partly because of some pretty peculiar 
mathematical properties it enjoys. 

Lots of facts about Fibonacci numbers are available in classical textbooks on the 
subject or even on the web. We do not have the place here to give even a narrow 
overview over the material, and will only make some introductory remarks. The 
reader is encouraged to type "Fibonacci numbers" into a search engine and explore 
further properties on his or her own. 

The recurrence equation quoted above allows us to compute Fn for every n recur­
sively, by first computing Fn- I and Fn-2 and then adding the two results to obtain Fn. 
If this is programmed naively, it leads to a horrible performance: If T" is the number 
of additions needed to compute F" in this way, we have T" = T,z-l + Tn-2 + 1 (n 2 2), 
To = TI = O. A quick induction confirms that T,z > Fn for n 2 2, so computing 

FlOO = 354224848179261915075 

in this way would take more than 10000 years even under the favorable assumption 
that we can do 109 additions per second. There must be a better way. 

The problem is that there is an unnecessary amount of recomputation going on. For 
computing F", the naive program will first compute Fn-l recursively, then compute 
F,,-2 recursively, and then return their sum. A clever implementation will take into 
account that F,,-2 was already computed during the computation of F,,-I, and does 
not need to be computed again. The most easy way to avoid recomputation is to turn 
the second order recurrence into a first order matrix recurrence: 

( F,Z+l) (0 I) ( F" ) 
F,z+2 - 1 1 F,z+l 

(n 2 0). 

By unfolding this recurrence in the obvious way, we can determine F,,+ I and F,,+2 
simultaneously using n additions only. The computation of FlOo is now a piece of 
cake. 
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But this is not the end. The unwinding of the recurrence is nothing else than a re­
peated multiplication of a fixed matrix to the initial values. Written in the form 

( F,,) (0 I)n (FO) 
F,z+l - 1 1 FI 

(n :;:-. 0), 

we see that computing the n-th Fibonacci number is really not more than raising 
a certain matrix to the n-th power. Taking into account that Fo = 0 and FI = 1, and 
setting F_I = 1 (which is consistent with the recurrence), we can write this also as 

( F,'-I Fn) = (0 l)n (F_I Fo) = (0 l)n 
F" F,z+l lIFo FIll 

(n:;:-' 0). 

An immediate consequence of this equation is the relation 

( F2n- 1 F2n) = (0 1)2n = (0 l)n (0 I)n = (F,z-l F,,)2 
F2n F2n+1 1 1 1 1 1 1 F" F,z+l 

(n:;:-' 0), 

which implies 

hz = F,,(F,z+1 + F,z-l) = F,,(2F,z+1 - F,,) 

d 2 2 
an F2n+1 = F;z + Fn+l 

for n:;:-' O. These formulas break any pair (Fn,F,,+I) down to (Fo,F1) injust log2(n) 
iterations. A single iteration requires two additions and four multiplications, making 
together 610g2(n) operations. For computing FIOO, this scheme needs 40 operations, 
which may not seem like a big improvement compared to the 100 additions we 
needed before, but the difference becomes more and more significant as n grows: it 
certainly makes a difference whether FlOoooooooo is computed with 180 operations or 
with 1000000000. On the other hand, counting only the number of operations is not 
really fair, because the computation time depends also on the length of the integers 
appearing as intermediate results. If these are properly taken into account, it turns 
out that both schemes have a linear runtime. But in finite domains, where numbers 
have a fixed size, the advantage of the logarithmic algorithm is striking. 

The representation of Fibonacci numbers as a matrix power is not only of compu­
tational interest. It is also the source of several important identities. For example, 
taking determinants on both sides of 

(F~:I !':J = (~~r (n:;:-' 0) 

gives directly Cassini's identity 

F,,-IF,,+I - F; = (_I)n (n :;:-. 0). 

Another famous identity follows from diagonalization. The decomposition 
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with </>1 = ~(I + vis) and <h = ~(I - vis) implies 

( Fn-I Fn) = (TDT-l)n = TDnT-1 
F" F,z+1 

= Gl ~J (</>d' :2) Gl ~J-I 

4 C-Finite Sequences 

(n ~ 0). 

Carrying out the matrix product leads to the Euler-Binet formula 

F" = ~ ( C +2v1s )" - C -2v1s)n) (n ~ 0). 

The number </> = ~(1 + vis) ~ 1.61803 appearing here is known as the golden ratio. 

Because of I~(I - vis) 1 ~ 1-0.618031 < </>, the term </>n dominates the asymptotic 
behavior. We have 

I n 
F" rv vis</> (n--+oo), 

the error being so small that Fn is actually equal to the integer closest to Js</>n for 

every n ~ O. Another consequence of the asymptotic estimate is 

lim F,,+I = </>. 
ll-----+OO Fn 

4.2 Recurrences with Constant Coefficients 

The Fibonacci numbers are a prototypical example for a sequence that satisfies a lin­
ear recurrence with constant coefficients. Such equations are called C-finite recur­
rences, and a sequence (an);=o is called C-finite if it satisfies a C-finite equation.To 
be explicit, a sequence (an);=o is called C-finite (of order r) if there are numbers 
co, Cl,···, Cr-l E IK with Co -I- 0 such that 

(n ~ 0). 

All the terms in a C-finite sequence of order r are uniquely determined by the coef­
ficients co, . .. , Cr-l ofthe recurrence equation and the initial values ao, al,· .. , ar-l. 
It is important to note that this is only a finite amount of data and can be stored and 
manipulated faithfully in a computer algebra system. (Hence the name C-finite, the 
C refers to the £onstant coefficients.) 

For a fixed C-finite recurrence, different initial values lead to different sequences. 
The set of all sequences that satisfy some fixed C-finite recurrence equation forms 
a vector space over IK, for if two sequences (an);=o and (bn);=o are such that 

an+r + Cr-lan+r-l + ... + Clan+l + Co an = 0 

and bn+r + Cr-lbn+r-l + ... + Clbn+l + cobn = 0 

(n ~ 0) 
(n ~ 0), 
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then multiplying the first equation by a E IK, the second by {3 E IK, and adding them 
together gives 

(n:;:-' 0), 

so the linear combination (aan + {3bn);;'=o satisfies the same recurrence as (an);;'=o 
and (bn);;'=o' The vector space of all the sequences that satisfy some fixed C-finite 
recurrence is called the solution space of that recurrence. 

The solution space of a C-finite recurrence has only a finite dimension, in fact, 
its dimension equals the order r of the recurrence. To see that it has at least this 
dimension, it is sufficient to guarantee that there are r linearly independent solutions. 
This is easy because any choice of the r initial values can be extended in a unique 

way to a solution of the recurrence, so if for i = 0, ... , r - 1 we let (b~i));;,=o be the 
solutions that start like 

() () () o,o, ... ,o,~,o, ... ,O,br' ,br~l,br~2"'" 
index i 

then these r sequences are clearly linearly independent over IK. This proves that the 
solution space has at least dimension r. To prove that its dimension cannot be more 
than r, it is sufficient to observe that every solution is uniquely determined by its 
first r values, all the further values being forced by the recurrence. So if (an);;'=o is 
any solution to the recurrence, then 

(n:;:-' 0), 

because both sides agree for n = 0, ... , r - 1 and both sides are solutions of the re­
currence. In short, what we have shown is that the operation of truncating a sequence 
(an);;'=o to a vector (an);':b E IK r induces a vector space isomorphism between the 
solution space of the recurrence and IKr. 

With the solutions (b/~i) );;'=0 (i = 0, ... , r - 1), we already know a vector space basis 
of the solution space. But these solutions are not particularly handy. Our next goal is 
to construct a basis that consists of sequences which admit closed form expressions. 
We have already seen in the previous section that the Fibonacci numbers can be 
expressed as a linear combinations of the two exponential sequences (</>n);;,=o and 
(( -</> )-n);;,=o where </> = ~(I + VS) is the golden ratio. Indeed, these two sequences 
themselves form a basis ofthe solution space of the Fibonacci recurrence. Does this 
generalize to arbitrary C-finite sequences? Let's see. Suppose that the recurrence 

(n :;:-'0) 

has a solution (un);;,=o for some u E IK \ {O}. Then 

(n :;:-. 0), 

and dividing both sides by un leads to 

ur + Cr_jUr - 1 + ... + CjU + Co = 0, 
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a plain polynomial equation for u which no longer depends on n. The polynomial 
xr + Cr_lXr- 1 + ... + CIX + Co E lK[x] is called the characteristic polynomial of the 
recurrence. Every root u of the characteristic polynomial gives rise to a solution 
(un);;,=o of the corresponding recurrence. For example, in the case of the Fibonacci 
recurrence 

the characteristic polynomial is x2 - X - 1, and its two roots are ! (1 + VS) and 

~ (1 - VS), in accordance with what we have found before. 

The characteristic polynomial suggests the viewpoint of operators acting on se­
quences. If we define the mapping 

.: lK[x] x lKlN ---+ lKlN 

(crxr + Cr_IXr- 1 + ... + co). (an);;'=o := (cran+r + ... + coan);;'=o, 

then a C-finite recurrence can be stated compactly in the form c(x) • (an);;'=o = 0 
where c(x) E lK [x] is the characteristic polynomial of the recurrence. In this setting, 
monomials xi can be regarded as shift operators n f---+ n + i. Polynomial arithmetic is 
compatible with the composition of operators in the sense that 

(u(x) + v(x)) • (an);;'=o = u(x) • (an);;'=o + v(x) • (an);;'=o 

and (u(x)v(x)). (an);;'=o = u(x). (v (x) • (an);;'=o) 

for every u(x), v(x) E lK[x] and every sequence (an);;'=o' As a consequence, if (an);;'=o 
is a solution of v(x). (an);;'=o = 0 for some v(x) E lK[x], then also (u(x)v(x)). 
(an);;'=o = 0, because 

(u(x)v(x)). (an);;'=o = u(x). (v(x). (an);;'=o) = u(x).O = O. 

In terms of operators, finding exponential solutions (un);;,=o of a C-finite recurrence 
amounts to finding linear factors x - u of the characteristic polynomial, because 
(un);;,=o is a solution of the recurrence an+1 - uan = 0 which corresponds to the 
linear polynomial x - u. 

If lK is algebraically closed, then we know that a characteristic polynomial of de­
gree r will split into r linear factors. Each linear factor gives rise to a solution of 
the recurrence, and if all the linear factors are different, then we have found r dif­
ferent solutions of the recurrence. These are linearly independent (Problem 4.7) and 
so they form a basis of the solution space. It remains to consider what happens 
when the characteristic polynomial has multiple roots. We have actually seen char­
acteristic polynomials with multiple roots already in the previous chapter, where 
we observed that any polynomial sequence (p(n) );;'=0 with p(x) E lK[x] of degree 2 
satisfies the recurrence 

,13 p(n) = p(n + 3) - 3p(n + 2) + 3p(n + 1) - p(n) = 0 (n:::-' 0). 

The characteristic polynomial of this recurrence is (x - I? The observation is that 
multiple roots of the characteristic polynomial induce polynomial factors in the so­
lutions. In the following theorem, we give the general result. 
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Theorem 4.1 Suppose that co, ... , Cr-l E IK with Co i=- ° are such that 

xr + Cr_l Xr- 1 + ... + CI X + Co = (x - ude [ (x - U2Y2 ... (x - umym 

for el, ... ,em E N \ {O} and pairwise distinct Ul, ... ,Um E IK. Then the sequences 
(niuj);;'=o (j = 1, ... , m, i = 0, ... , ej - I) form a basis of the IK-vector space of all 
solutions of the recurrence equation 

(n ~ 0). 

Proof. There are two things to show: (i) all the sequences (niulJ);;'=o are solutions of 
the recurrence, and (ii) all other solutions are linear combinations of those. 

(i) Take an arbitrary j E {I, ... ,m} and i E {O, ... , ej -I}. We show that (niulJ);;'=o 

is a solution of the recurrence. As (x - Uj )i+l is a factor of the characteristic poly­
nomial, it suffices to show that (x - Uj )i+l • (niuj);;'=o = 0, which is easily done by 
induction on i. 

(ii) Since the characteristic polynomial has degree r, we have el + ... + em = r, 
so the number of solutions we are considering agrees with the dimension of the 
solution space. What remains to be shown is that the solutions stated in the theorem 
are linearly independent. Suppose this is not the case. Then there is a nontrivial IK­
linear combination of them which is identically zero. By grouping sequences of like 
exponential parts together, we can write this linear combination in the form 

PI (n)u'l + p2(n)u'2 + ... + Pm (n)u':" = ° (n ~ 0), 

with certain PI (X), . .. ,Pm (x) E IK [x] not all of which are zero. Our plan is to take 
such a linear combination which is minimal in a certain sense, and then construct 
a smaller one. This gives the desired contradiction. 

Although not all of PI (x), ... ,Pm(x) E IK[x] are zero, some of them may be. For 
every relation, there will be an index i such that PI (x) = ... = Pi-I (x) = ° i=- Pi(X). 
From all the assumed relations, select those where this index i is as large as possible. 
Among those, we may consider one in which degpi(x) is as small as possible. Then 
we have 

pi(n)u,? + Pi+l (n)ui't-I + ... + Pm(n)u~:l = ° 
This equation implies both 

(n ~ 0). 

Pi(n + I )u;,+1 + Pi+l (n + I )U;'tl1 + ... + Pm(n + I )u;::-I = ° (shift n f-+ n + I) 

and 

Pi(n)u;,+1 + Pi+l (n)uiu'?+1 + ... + Pm (n)uiu':" = ° 
Subtracting the two equations gives 

(l1pi) (n)uiuj' + Pi+1 (n)ui't-I + ... + Pm(n)u~:l = ° 

(multiply by Ui). 

(n ~ 0), 

an equation that violates our minimality assumptions, for either I1p;(x) = 0, then i 
was not maximal, or I1p;(x) i=- 0, then degl1pi(x) = degpi(x) - 1 and so degp;(x) 
was not minimal. D 
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This theorem allows us to express any C-finite sequence as a linear combination of 
terms of the form ndu". All we need to do is to determine the roots ofthe character­
istic polynomials along with their multiplicities and then find a linear combination 
of the terms predicted in the theorem above that matches the initial values of the 
sequence at hand. For example, for the sequence (a,,);;'=o defined via 

a,,+4 - 4a,,+3 + 2a,,+2 + 4a,,+ 1 - 3a" = 0 

and ao = 1, al = 3, a2 = -4, a3 = 0, 

(n ~ 0) 

we find first that 

By the theorem there must be some constants Cl, C2, C3, C4 such that 

(n ~ 0). 

These constants are quickly determined by setting n = 0, 1,2,3,4, which gives a lin­
ear system for the Ci. It is a consequence of Theorem 4.1 that this system must have 

. I' I fi d 13 3 19 1 h a umque so utlOn. n our case, we n Cl = 4' c2 = -., c3 = -8' C4 = 8' so t e 
final result is 

(n ~ 0). 

4.3 Closure Properties 

There are C-finite sequences that arise from some specific combinatorial or number 
theoretic considerations. The most famous one is certainly the Fibonacci sequence. 
Another one is the sequence of Lucas numbers (L,,);;'=o defined via 

L,,+2 -L"+1 -L" = 0 (n ~ 0), La = 2,L1 = 1. 

This sequence behaves in many ways similarly to the Fibonacci numbers. 

Another C-finite sequence is the Perrin sequence (~,);;,=O' which is defined by 

~,+3 - ~'+1 -~, = 0 (n ~ 0), 

The first numbers in this sequence are 

Po = 3,Pl = 0,P2 = 2. 

3, 0, 2, 3, 2, 5, 5, 7, 10, 12, 17, ... 

Perrin numbers are known for a curious number theoretic property they have. It 
appears that n E IN is prime "almost if and only if" ~, mod n = O. For small n, we 
have 

n 2 3 4 5 6 7 8 9 10 11 12 

P" mod n 0 0 2 0 5 0 2 3 7 0 5 
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The first mismatch is at n = 271441, for which P" mod n = 0 although 271441 = 

521 2 is composite. On the other hand, it can be shown that if n is prime, then def­
initely P" mod n = 0, and therefore, the Perrin numbers provide a strong necessary 
condition for a natural number to be a prime. 

We know from the previous section that the Fibonacci and the Lucas numbers sat­
isfy the same linear recurrence, so any linear combination of them will satisfy that 
recurrence as well. In particular, we find that the numbers F;, + Ln are C-finite. What 
about the numbers Fn + Pr,? Do they also form a C-finite sequence? Yes, they do, 
and it is not hard to come up with a recurrence satisfied by them. We just need to 
take the recurrence whose characteristic polynomial is the product of the two re­
spective characteristic polynomials for F;, and p". This recurrence will have (F;,)';:=o 
as a solution, because its characteristic polynomial is a multiple of x2 - x-I, and 
it will have (Pn)';:=o as a solution, because its characteristic polynomial is a multi­
ple of x3 - x-I. Consequently, also (Fn + Pn)';:=o will be a solution of this recur­
rence. 

By the same reasoning, it follows that whenever (an);;'=o and (bn);;'=o are C-finite se­
quences then so is their sum (an + bn);;'=o' We say that the class of C-finite sequences 
is closed under addition. There are several other closure properties by which new C­
finite sequences can be obtained from known ones. The following theorem provides 
an overVIew. 

Theorem 4.2 Let (un);;'=o and (vn);;'=o be C-finite sequences in lK of order rand s, 
respectively, and let m E IN, m 2 I. Then: 

1. (un + vn);;'=o is C-finite of order at most r+ s, 

2. (unvn);;'=o is C-finite of order at most rs, 

3. (2:k=o Uk);;'=o is C-finite of order at most r + 1, 

4. (umn);;'=o is C-finite of order at most r, 

5. (uln/mJ );;'=0 is C-finite of order at most mr. 

Proof. If co, ... ,Cr-l E lK are such that 

Un+r + Cr-IUn+r-1 + ... + CIUn+l + COUn = 0 (n 2 0), 

then also 

Un+i + Cr-IUn+i-1 + ... + CIUn+i-r+l + COUn+i-r = 0 (n 2 0) 

for every fixed i 2 r. Repeated use of the recurrence shows that (Un+i);;'=O (i 2 
o fixed) is a linear combination of (un);;'=o, (Un+J);;'=o, ... , (un+r-J);;'=o' In other 
words, the shifted sequences (Un+i);;'=O (i 2 0 fixed) all belong to the lK-vector space 
U of dimension at most r generated by the sequences (un);;'=o,"" (Un+r-l);;'=o' 
Analogously, the sequences (Vn+i);;'=o (i 2 0 fixed) all belong to the lK-vector space 
V of dimension (at most) s generated by the sequences (vn);;'=o,"" (Vn+s-I );;'=0' 
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1. Let (wn);=o = (un);=o + (vn);=o' All shifted sequences (Wn+i);=O (i ~ 0 fixed) 
belong to the lK-vector space W:= U + V generated by (un);=o,"" (Un+r-l);=O 
and (vn);=o,"" (Vn+s-l);=O, because this vector space contains all the shifted 
sequences (Un+i);=O and all the shifted sequences (Vn+i);=O' The dimension of 
W is at most r + s, so any r + s + I sequences (Wn+i );=0 (i ~ 0 fixed) must be 
linearly dependent. In particular, the sequences 

(wn);=o, (Wn+1 );=0, ... , (wn+r+s);=o E W 

must be linearly dependent over lK. This means there are constants do, . .. ,dr+s E 

lK, not all zero, such that 

down + dl Wn+l + ... + dr+swn+r+s = 0 (n ~ 0), 

and therefore (wn);=o is C-finite of order at most r + s. 
2. Let (wll);=o = (ull);=o 8 (vn);=o = (UIlVIl);=O' All shifted sequences (Wn+i);=O 

(i ~ 0 fixed) belong to the lK-vector space W = U ® V generated by the mutual 
products 

(UnVn);=o, (UIl+l vn);=o,···, (Un+r-l vn);=o, 

(ullvn+ I);=o, (un+ I Vn+1 );=0" .. , (Un+r-I vn+ I);=o, 

Arguing as before, since W has dimension at most rs, the sequence (wll);=o must 
satisfy a recurrence with constant coefficients of order at most rs. 

3. Now let (wll);=o = (2."=0 Uk);=O, Because of 

I: Uk = (i Uk) + UIl+l + Un+2 + ... + Un+i (n ~ 0) 
k=O k=O 

for every fixed i ~ 0, all the shifted sequences (Wn+i);=O (i ~ 0 fixed) belong to 
the vector space W generated by (wll);=o and (ull);=o,"" (Un+r-I );=0' Since W 
has dimension at most r + I, the claim follows. 

4. and 5. Problem 4.5. D 

Theorem 4.2 is constructive in the sense that recurrences for the sequences proved 
C-finite can be obtained computationally from recurrences for of the given se­
quences by making the linear algebra reasoning in the proof explicit. For example, 
in order to find a recurrence for (Fn2);=0, use the Fibonacci recurrence to get the 
representations 

F;; = IF;; + OF"Fn+ 1 + OF;+ 1, 

Fn2+1 = OF;~ + OFnF,,+1 + IF;+l' 

F;~+2 = IF;; + 2FnF,,+1 + IF;~+I' 
F;;+3 = IF;;+4F"Fn+l +4F;;+1, 

Fn2+4 = 4F;; + 12F"F,z+1 + 9F;;+1' 
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The coefficients Co, Cl, C2, C3, C4 of the desired recurrence appear in the nullspace 
vectors of the matrix 

(
10114) 
002412 . 
01 14 9 

The nullspace here is generated by (1, -2, -2, 1,0) and (2, -3, -6,0,1), corre­
sponding to the two recurrence equations 

(n ~ 0) 

(n ~ 0). 

Closure properties are extremely useful for systematically proving identities. For 
example, in order to prove the index duplication formula for Fibonacci numbers, 

(n ~ 0), 

all we need to do is to obtain a recurrence for the sequence (an);;'=o where 

(n ~ 0). 

With the help of Theorem 4.2 (and appropriate computer algebra software), this is 
easily done. We may find that the sequence (an);;'=o satisfies the recurrence 

(n ~ 0), 

and so in order to show that an = ° for all n, it suffices to check that ao = al = a2 = ° 
and resort to induction on n. 

Even better, we do not need to compute the recurrence equations explicitly, but 
just refer to the bounds on their order that are provided in Theorem 4.2. Given that 
the Fibonacci numbers F;, satisfy a recurrence of order two, we find without any 
computation that: 

• (F2n);;'=0 satisfies a recurrence of order at most 2, 

• (FnF;,+ 1 );;'=0 satisfies a recurrence of order at most 4, 

• (F,~);;'=o satisfies a recurrence of order at most 4, 

• Therefore (2F;,F;,+1 + F,;);;'=o satisfies a recurrence of order at most 8, 

• Therefore (F2n - 2F;,Fn+l - F,~);;'=o satisfies a recurrence of order at most 10. 

The index duplication formula for the Fibonacci numbers is therefore proven as 
soon as it is verified for the finitely many indices n = 0, 1, ... ,9. 

The important feature of this method is that virtually any identity about any C-finite 
sequences can be reduced mechanically to checking the identity for a finite number 
of values. 
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4.4 The Tetrahedron for C-finite Sequences 

The most immediate vertex in the Concrete Tetrahedron for C-finite sequences is 
the recurrence corner, for the simple reason that C-finite sequences are by definition 
those that satisfy a linear recurrence with constant coefficients. 

The special form of a C-finite recurrence implies also a special form of the generat­
ing function of a C-finite sequence. Starting from a recurrence equation 

(n 2 0), 

multiplying by xn and summing over all n 2 ° gives 

L an+rx' + Cr-l L an+r-lX' + ... + Co L anx' = 0. 
n=O n=O n=O 

In terms of the generating function a(x) = 'L;=o anx" of some solution (an);=o, this 
equation turns into 

(a(x) - (ao+alx+ .ooar_lXr-I))/xr 

+ Cr-I (a(x) - (ao + alx+", + ar_2Xr- 2 )) /xr- I 

+ ...... 
+cI(a(x)-ao)/x 

+coa(x) = 0, 

which is of the form 

a(x) + cr_Ixa(x) + ... + CIXr- 1 a(x) + coxr a(x) = p(x) 

for some polynomial p(x) of degree at most r - I that depends on the initial values 
ao, ... ,ar-l of the sequence (an);=o at hand. We have found that the generating 
function a(x) is just a rational function 

a(x) = p(x) 
I +Cr_lX+"'+ClXr- 1 +coxr 

where the coefficients of the denominator polynomial agree with the coefficients in 
the original C-finite recurrence. Going through the steps of the argument in reverse 
order shows that every rational function p(x)/q(x) with degp(x) < degq(x) is the 
generating function of some C-finite recurrence: 

Theorem 4.3 A sequence (an);=o in lK satisfies a C-finite recurrence 

(n 20) 

with Co, ... , Cr E lK, Co -I=- 0, if and only if 

L anx" = p(x) 
I +c _lX+oo'+CIXr- 1 +coxr n=O r 

for some polynomial p(x) E lK [xl of degree at most r - I. 
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Fig. 4.2 Self-similarity in the Fibonacci tree 

A pictorial interpretation for the generating function F (x) of the Fibonacci numbers 
is given in Fig. 4.2: as the picture indicates, the family tree of the fertile pairs of rab­
bits is self-similar in the sense that chopping off the root of the tree (corresponding 
to the linear term x) leaves us with two copies of the family tree, one rooted at level 1 
(corresponding to xF(x)) and one rooted at level 2 (corresponding to x2 F(x)). This 
motivates the identity 

F(x) = x +xF(x) +x2 F(x), 

from which we get 

x 
F(x) = '" F"x' = 2· 

L. l-x-x 
Il=O 

Theorem 4.3 also confirms independently some of the closure properties we have 
proved in the previous section. For instance, the closure of C-finite sequences under 
addition follows readily from the closure of rational functions under addition and the 
closure under summation is a direct consequence of the closure of rational functions 
under multiplication by 1/( 1 - x). 

In the case where lK is algebraically closed, also the result about the representa­
tion of C-finite sequences in terms of polynomials and exponentials is accessible 
from the generating function point of view. We know from the previous chapter that 
the generating function of a polynomial sequence (p(n))';=o is a rational function 
q(x)/(I -x)d with degq(x) < d. The substitution x f--+ ux for fixed u E lK reveals 
that then q(ux)/(I - ux)d is the generating function of (p(n)ull)';=o. From the fact 
that every rational function a(x)/b(x) E lK(x) with b(O) -=f. 0 and dega(x) < degb(x) 
can be brought to the form 

a(x) q1 (x) + Q2(X). + ... + Qm(x) 
b(x) (1- U1X)dt (1- U2X)d2 (1- umx)dm 

for distinct U1, . .. ,Um ElK \ {O} such that 1/ Ui is a d;-th root of b(x) and Q;(x) E lK[x] 
is of degree less than d; (partial fraction decomposition), we obtain an alternative 
proof of Theorem 4.1. 

In the case where lK C;; GJ, the asymptotic behavior of a C-finite sequence can be read 
off from the partial fraction decomposition of the generating function, or, for that 
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matter, from the closed form representation of the sequence. If we sort exponential 
terms via 

then the asymptotics of a C-finite sequence is determined by the terms in the closed 
form representation which are maximal with respect to this order. For example, for 
(an);;'=o defined via 

we have 

an+5 - !an+4 - 2an+3 + an+2 + an+ I - !all = 0 
and ao = O,al = l,a2 = -1,a3 = 5,a4 = 0, 

a -_I_~(_I)/+~(l)n+ln_lln(_I)n 
Il - 2 18 9 2 4 12 

and therefore 

(n---'too). 

(n ~ 0), 

(n ~ 0), 

The exponential terms I" and ( -I)" in this asymptotic estimate reflect the fact that 1 
and -1 are the poles of the generating function (considered as an analytic function) 
which are closest to the origin. The polynomial factor n reflects the fact that these 
poles have multiplicity two. 

The closed form representation also gives an immediate access to the summation 
problem. By the finite version of the geometric series, we have 

n I-un+1 
L,uk =---
k=O l-u 

(n ~ O,u yf 1), 

and therefore the sum over an exponential term is essentially again an exponen­
tial term. The generating function technique from Sect. 3.3 for summation of poly­
nomial sequences (p(n));;'=o admits a straight-forward extension to sequences of 
the form (p(n )u");;'=o, which provides yet another proof that C-finite sequences are 
closed under summation. 

While this may be acceptable as a theoretical argument, we won't usually proceed 
along these lines for solving particular summation problems. Most often it will be 
more interesting to ask whether a given sum over a C-finite sequence can be ex­
pressed in terms of the summand sequence itself, like in the identity 

n 

L, Fk = F" + Fn+l - I 
k=O 

(n ~ 0). 

This closed form evaluation is certainly a more comfortable result than some mess 
of exponentials involving the golden ratio. 

Such representations always exist, and it is not hard to write a program that finds 
them. In order to evaluate a sum "Lk=o ak in terms of all, an+ I, ... ,an+r-I, where 
(an);;'=o satisfies the recurrence 

(n ~ 0), 
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all we need to do is to find a linear combination (bn)';=o of (an)';=o, ... , (an+r-I)';=o 
such that bn+ 1 - bn = an for all n, and then apply telescoping. In the example of the 
Fibonacci identity above, the key step is the observation 

(n ~ 0). 

If the characteristic polynomial c(x) = xr + Cr_IXr- 1 + ... + CIX + Co is such that 
c(l) cf 0, then we can find by division with remainder a polynomial q(x) = xr- I + 
qr_2xr-2 + ... + qlX + qo E IK [x] with 

C(x) = (x-I)q(x) +c(I). 

Setting 

(bn)';=o := q(x). (an)';=o = (an+r-I + qr-2an+r-2 + ... + qlan+1 + qoan)';=o, 

the equation c(x) = (x - 1 )q(x) + c( 1) translates into 

(n ~ 0), 

and telescoping gives 

(n ~ 0), 

which is of the desired form. 

If c(l) = 0, we can still write c(x) = (x-l)l1lc(x) with m ~ 1 and c(x) E IK[x] such 
that c(l) cf 0, and we will find some q(x) = xr- I1l- 1 + qr_I1l_2Xr-I1l-2 + ... + qO E 

IK[x] with 

c(x) = (x-1)I1l((x-l)q(x) +c(I)). 

Defining (bn)';=o := q(x) • (an)';=o, this equation translates into 

,111l(bn+l-bn+c(l)an) =0 (n ~ 0), 

where ,1 is the forward difference operator. These m difference operators can be 
undone by m repeated summations. After a first summation, we find that the se­
quence ,1m-1 (bn+1 - bn + c(l)an)';=o is constant. Summing this constant sequence 
once more, we find that the sequence ,1111-2 (bn+1 - bn + c(1 )an)';=o must be a poly­
nomial sequence of degree one, and so on. After m summations, we eventually find 
that 

bn+l-bn+c(l)an = p(n) (n ~ 0) 

for some polynomial p(x) E IK [x] of degree at most m - I. One final summation then 
gives the representation 

n 1 
~ ak = - c(l) bn+l + p(n) (n ~O) 

for some polynomial p(x) E IK[x] of degree at most m. 
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4.5 Systems of C-finite Recurrences 

A C-finite system of recurrence equations is a simultaneous equation for several 
( (1))= ((s))= f' h f' sequences an n=O"'" an n=O 0 t e orm 

(:f.~:) +Cr-I (:f.~:=:) +",+CI (:!~:) +co (:1::) =0 (n~O) 
(s) (8) (s) (s) 

an+r an+r- 1 an+1 an 

where CO, ... ,C-I E lKsXS are matrices and Co is invertible. Clearly, each C-finite 
sequence is also a solution of such a system, as the special case s = 1 reduces to the 
usual C-finite recurrences. But for s > 0, the system may relate the values of the s 
sequences mutually to each other. For example, the system 

Un+l = Un + 3vn (n ~ 0), 

Vn+l = 2un + 2vn (n ~ 0), 

is of the form we are considering. (For clarity, the matrix-vector multiplication is 
explicitly spelled out here.) It is natural to ask whether this additional freedom al­
lows for defining sequences that are not C-finite in the usual sense, that is, whether 
the solutions of C-finite systems form a larger class of sequences than the solutions 
of (scalar) C-finite recurrences do. 

It turns out that this is not the case. To see this, observe first that we can restrict our­
selves without loss of generality to first order systems, because a system of order r 
is equivalent to the first order system 

An+l 0 f, 0 0 An 

An+2 0 An+1 

+ 0 
=0 (n ~ 0), 

0 0 0 f, 
An+r Co Cl Cr-l An+r-l 

h I f· h .. dA f' h ( (1) (s) ) were S re ers to t e s x s umt matnx an n+i re ers to t e vector an+i,···, an+i . 

So let us consider a first order system 

A n+1 = MAn (n ~ 0), 

where M is some invertible s x s matrix over lK. If we unfold this recurrence like 
a scalar recurrence, we get 

An = MnAo (n ~ 0), 

where Mn is the n-fold matrix multiplication of M with itself. 

doronzeil@gmail.com



4.5 Systems of C-finite Recurrences 79 

By the theorem of Cayley-Hamilton, the characteristic polynomial c(x) := det(M -
xL,) of the matrix M has the property that c(M) = 0, therefore, if c(x) = Co + CIX + 
... + csx', then 

csMs +C,_IMs- 1 + ... +cIM + cor, = O. 

Multiplying this from the left to M"Ao, we find 

c.\A,,+s + cs-1A,,+s-1 + ... + cIA,,+1 + coA" = 0 (n::;:, 0). 

This means that all the coordinate sequences (a~))';=o satisfy the same recurrence 
equation 

(i) (i) (i) (i) 
csa,,+s + cs-Ian+s_1 + ... + cI an+1 + coan = 0 (n::;:, 0), 

so in particular they are C-finite. 

Let us use this insight to determine the solutions of the example system 

(un+l ) = (1 3) (un) 
Vn+l 22 Vn 

(n::;:, 0). 

The characteristic polynomial of the matrix M in this example is (x - 4) (x + 1), and 
therefore any solution (u", v,,) will have the form 

(u,,) = (C1,.1) 4"+ (CL.2) (_I)" 
v" C2.1 C2.2 

(n::;:, 0) 

for certain constants CI, I, CI ,2, C2, I, C2,2. But not every choice of constants gives rise 
to solutions of the system. To find out which ones do, we can simply substitute the 
general form of the solution into the original system and compare the coefficients of 
4" and (_I)n to zero. This gives constraints on the ci,j. The requirement 

( ~~:: ) 4n+ 1 + (~~'~) ( - 1 )"+ 1 ~ G D ( (~~::) 4n + (~~'~) ( - 1 )") 

implies the condition 

( 3Cl,1 - 3C2,1. ) 4n + (-2c1,2 - 3C2,.2) ( -1)" ~ O. 
- 2cI,1 + 2C2.1 - 2c1,2 - 3C2.2 

Forcing the coefficient vectors to zero gives the linear system 

(~2 32 ~3 33) (~~:~) = 0 

o -2 0 -3 C2.2 

whose solution space is generated by the vectors (1,0,1,0) and (0,-3,0,2). Con­
sequently, the solution space of the original C-finite recurrence system consists pre­
cisely of the IK -linear combinations of 
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The vectors (I, I) and (-3,2) appearing here are eigenvectors of M for the eigen­
values 4 and -I, respectively. Of course, this is not a coincidence but a rule. 

Before concluding this section, we still want to mention that C-finite systems can 

also be approached by generating functions. For i = I, ... ,s, let aU) (x) := I,;=o a~) xn 
be the generating functions of the sequences arising in a system An+l = MAn as 
above. The various recurrence equations 

(i) (1) (2) (.1') 
an+ I = mi, I an + mi,2an + ... + mi,san (n?O,i=l, ... ,s) 

that make up this system correspond to equations 

(i=I, ... ,s) 

for the generating functions a(1) (x), . .. ,a(s) (x). These equations form a linear sys­
tem of equations over IK(x) which has a unique solution of the form 

(a((l)~(X)) = CS+C.I+IX~"'+cox' (q((l)~(X)) 
as(x) qS(x) 

where Co + CIX + ... + CSXI = det(M - X!.I) E IK[x] is the characteristic polynomial 
and q(I)(x), ... ,q(S) (x) E IK[x] are some polynomials of degree less than s. 

4.6 Applications 

Regular Languages 

In the theory of formal languages, a language is a set of words consisting of some 
letters chosen from a fixed alphabet. Words are simply tuples of letters, for example, 
if the alphabet is I; = {a, b, c}, then the language I;* of all the words is 

I;* = {£, a, b, c, aa, ab, ac, ba, bb, bc, ca, cb, cc, aaa, aab, aac, ... }, 

where £ refers to the empty word, a word that has no letters at all. An example for 
a nontrivial language is the language L C;; I;* of all words that do not contain aa or 
bb or cc as subwords: 

L = {£, a, b, c, ab, ac, ba, bc, ca, cb, aba, abc, aca, acb, bab, ... } C;; I;*. 

Language theorists have come up with a hierarchy of languages that allows to rank 
formal languages according to how difficult they are. One of the most elementary 
types of languages is the class of regular languages. These are languages that can be 
constructed inductively, by saying that: 
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• The empty language 0 and the languages { (j) } containing a single word (j) E L* 
are regular languages. 

• If A and B are regular languages, then so are their union A U B as well as 

A.B:= {ab: a EA,b E B} 

and A*:= {£} UA UA.A UA.A.A UA.A.A.A U···, 

where ab refers to the word obtained from a and b by joining them together. 

Regular languages are used in computer science for describing the most elementary 
syntactic entities of a programming language. For example, if floating point numbers 
are written according to the usual rules as words over the alphabet { +, -,0,1,2,3, 
4,5,6,7,8,9,., e}, then the set of words that are syntactically correct encodings of 
floating point numbers forms a regular language. It is less obvious, but also true, 
that the language L defined before is also a regular language. 

The relation of regular languages to C-finite sequences is that the number of words 
with exactly n letters belonging to a given regular language is always a C-finite 
sequence. The language L, for example, contains exactly 3 . 2n words of length 
n ?:. 1. 

Unrestricted Lattice Walks 

Multivariate recurrence equations with constant coefficients arise for instance in 
enumeration problems related to lattice walks. As an example, consider walks in :;z2 
starting in the origin (0,0) and consisting of n steps where each single step can go 
either north-east (/) or south (1) or west (+-). One such walk with n = 10 steps is 
shown in Fig. 4.3. 

We are interested in the number an,i,j of walks with n steps that end at a given point 
(i, j) E :;z2. Obviously, we can compute this number recursively via 

a n+ 1 ,ij = an,i-I ,j-I + an,i+ l,j + an,ij+ 1 (n ?:. 0; i, j E :;z), 

j 

7 Y 25 i 

6 ~ 10 9 8 3 

Fig. 4.3 A walk in the plane consisting of ten steps 
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the initial conditions being given by 

aO,i,j = { ~ if i = j = 0 
otherwise 

4 C-Finite Sequences 

It is clear that by making n steps we cannot reach any point (i,j) with Iii> nor 
Ijl > n, so we have an,ij = 0 for these i, j, Therefore, for every fixed n, the doubly 
infinite series 

L L a . 'xiyi n,l,./ (n E N fixed) 
i=-=i=-= 

is actually just a rational function in x and y. The generating function 

a(t,x,y) := f (L L an,ijxiyi ) tn 
n=O iE'll iE'll 

can therefore be considered as an element of <Q (x, y) [[t]]. 
A straight-forward calculation starting from the multivariate recurrence equation for 
the a",i,j leads to the equation 

1 1 1 
- (a(t,x,y) - 1) = xya(t,x,y) + -a(t,x,y) + -a(t,x,y) 
t x y 

for the generating function, from which we directly obtain 

1 = ( 1 1)" a(t,x,y) = 1 1 =L xy+-+- t" 
I - t(X}' + - + -) -0 x y x Y ll-

For example, the coefficient 2 in front of the term xt2 (= xl yOt2) means that there are 
precisely two ways to get in two steps from the origin to the point (1,0). Observe 
also that setting x = y = 1 (which in this special situation is allowed) gives the 
geometric series 1/( 1 - 3t), in accordance with the fact that there are in total 3" 
walks with n steps and arbitrary endpoint. 

Chebyshev Polynomials 

The Chebyshev polynomials T ,,(x) were introduced in Sect. 3.5 as the polynomials 
appearing in the series expansion of the rational function (1 - xy) / (1 - 2xy + y2) 
with respect to y, hence they are C-finite. We have the recurrence relation 

(n:;:" 0). 
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Chebyshev polynomials appear in the repeated application of the trigonometric ad­
dition theorem for cosine: We have cos(nt) = Tn(cost) (n ~ 0), because this is true 
for n = 0 and n = 1, and the recurrence holds because of 

cos( (n + l)t + t) + cos( (n + l)t - t) = 2cos(t) cos( (n + 1 )t) = 0 (n ~O) 

by applying the addition theorem for cosine twice. 

The substitution x = cos t also allows for a quick proof of the orthogonality relation 
of Chebyshev polynomials (Sect. 3.5): Applying the substituting x = cost, dx = 
- sin t dt to the integral 

11 T m(x)Tn(x) 
--==::,:-,-dx 

-1 vT"=X2 
gIves 

In° T m(cost)Tn(cost). 10 IT 
. (-smt)dt= cos(mt)cos(nt)dt . 

• IT smt . 0 

For this integral, the desired result is easily obtained by repeated integration by 
parts. 

Chebyshev polynomials are relevant in numerical analysis. Here, instead of expand­
ing an analytic function f: CC ---+ CC in a Taylor series about the origin, one considers 
expansions of f as a series in terms of Chebyshev polynomials: 

f(z) = L anTn(Z). 
n=O 

The coefficients in this expansion are easily determined thanks to the orthogonality 
relation: 

for n ~ 1. (For n = 0, the integral exceptionally evaluates to an7r/2.) This works 
analogously for any family of orthogonal polynomials. 

The numerical interest in Chebyshev expansions is rooted in the feature that the 
polynomial Pn(x) = Lk=OakT,,(x) obtained by truncating the series after the n-th 
term is such that 

max If(z) - Pn(z)1 
zE[-L1] 

becomes almost as small as it can possibly get for a polynomial of degree n. See [48] 
for precise estimation statements and proofs. 
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For example, a pretty good approximation of the exponential function is p2(X) = 

ao + a1 T1 (x) + a2T2(x), where 

aO = ~ t ex~z) dz;:::::: 1.26607, 
7[ .1-1 1 - Z2 

1 11 exp(z)TI (z) 
a1 = - ~ dz;:::::: 1.13032, 

7[ -1 V I - Z2 

a2 =..!:.. r1 ex~z) dz;:::::: 0.271495. 
7[ .1-1 1 - Z2 

The polynomial P2 (z) is plotted together with exp(z) in Fig. 4.4. For the next poly­
nomial P3(Z), a difference to the curve of exp(z) would already be hardly visible. 

-1 o 
Fig. 4.4 exp(z) (dashed) and the quadratic polynomial (solid) that comes closest to it on [-I, I] 

4.7 Problems 

Problem 4.1 Determine the first ten decimal digits of F2 looo. 

Problem 4.2 Determine the last ten decimal digits of F2 looo. 

n 

Problem 4.3 Express L Fn+k in terms of Fibonacci numbers. 
k=O 

Problem 4.4 Prove the identity It (n ~ k) = Fn+1 (n 2 0). 

(Hint: Recall that 1/( I - x - xy) = I,;k=O G)xnl and consider the substitution y f-+ 

X in the sense of power series composition.) 
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Problem 4.5 Prove parts 4 and 5 of Theorem 4.2. 

Problem 4.6 Consider the continued fraction 

1 
1+-----

1+----
1 

1+--
1+··· 

85 

What is the value of the finite continued fraction obtained by truncating at the n-th 
level? What is the value ofthe infinite continued fraction'? 

Problem 4.7 (Vandermonde's determinant) For al, ... ,am E IK, consider 

Use the determinant formula 

to show: 

detA = IT (ai - aj) 
l5ci<j5cm 

1. For any pairwise different numbers ai E IK (i = 1, ... , m), the sequences (ai' )';;=0 
are linearly independent over IK. 

2. For any pairwise different numbers ai E IK (i = 1, ... ,m) and any numbers hi E IK 
(i = 1, ... ,m), there exists precisely one polynomial p(x) E IK[x] of degree m-l 
(or less) such that p(ai) = hi (i = 1, ... ,m). 

Problem 4.8 Let (an);=o be a C-finite sequence and suppose that (un);=o satisfies 
the inhomogeneous linear recurrence 

Un+ r + Cr-IUn+r-1 + ... + CIUn+1 + COUn = an (n ~ 0). 

Prove that (un);=o is C-finite. 

Problem 4.9 Show that (Hn);=o is not C-finite. 

Problem 4.10 Show that (S2(n,k));=0 is C-finite for every fixed kEN. 
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Problem 4.11 The goal of this problem is to show that for a polynomial p(x,y) E 

<Q[x,y] we have p(F",Fn+I) = 0 for all n 2 0 if and only if p(x,y) is a multiple of 
u(x,y)2-1 whereu(x,y) =x2-xy-i. 

1. Show that U(F2n,F2n+d = 1 and U(F2n+1 ,F2n) = -1 for all n E IN". Conclude the 
implication from right to left. 

2. Show that for every polynomial p(x,y) there is a polynomial a(x,y) such that 
q(x,y) := p(x,y) + (u(x,y) - I )a(x,y) is linear in y. Conclude that p(F2n,F2n+I) = 
o for all n E IN" if and only if q(F2n,F2n+l) = 0 for all n E IN". 

3. Show by an asymptotic argument that if two polynomials qo(x),ql (x) E <Q[x] 
are such that qO(F2n) + ql (h,)F2n+l = 0 for all n E IN" then qo(x) = ql (x) = O. 
Conclude that p(F2n,F2n+I) = 0 for all n E IN" if and only if p(x,y) is a multiple 
of u(x,y) - 1. 

4. Show that p(F2n+1 ,F2n) = 0 for all n E IN" if and only if p(x,y) is a multiple of 
u(x,y) + I by an analogous argument. Conclude that p(F", F,,+I) = 0 for all n E IN" 
if and only if p(x, y) is a multiple of u(x, y)2 - I. 

Problem 4.12 We have observed that the solution (an);;'=o of a C-finite recurrence 
of order r is uniquely determined by the initial values ao, ... , ar-l. More generally, 
let il, ... , ir E IN" be pairwise distinct. Is the solution (an);;'=o uniquely determined 
by the r values ail" .. ,air? 

Problem 4.13 The exponential generating function a(x) of a sequence (an);;'=o is 

defined as the formal power series L:;;'=o an f.. Show that a sequence satisfies a lin­
ear recurrence with constant coefficients if and only if its exponential generating 
function satisfies a linear differential equation with constant coefficients. 

Problem 4.14 Suppose that the characteristic polynomial of the C-finite recurrence 

(n 2 0) 

has r pairwise different roots Ul, ... , Ur E IK \ {O}, and let (like in Sect. 4.5 with 
s = I) 

M = (:1 ... ur ) (::2 ~) (:1 ... ur)_1 

u~~1 ... u~~1 ~ 0 ~r u~~I ... u~~1 
and use this result to obtain an alternative proof of Theorem 4.1 for the special case 
under consideration. 
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Chapter 5 

Hypergeometric Series 

Hypergeometric series form a particularly powerful class of series, as they appear 
in a great variety of different scientific contexts while at the same time allowing 
a rather simple definition. Popularized by the work of Gauss, hypergeometric series 
have been intensively studied since the 19th century, and they are still subject of 
ongoing research. Nowadays, they are also well understood from an algorithmic 
point of view, and in this chapter, we will see some of the most important algorithms 
for dealing with them. 

5.1 The Binomial Theorem 

The binomial theorem states that for n E N and any a, b E lK we have 

(a+bt = ± (n)akbn- k . 

k=O k 

If this is to be a theorem, there should be a proof. In order to give a rigorous proof, 
we need to go back to the definition of the symbol CD. Where the binomial coeffi­
cients appeared in earlier chapters of this book, we have silently considered them as 
known and did not give a formal definition. Now it is time to close this gap. 

There are several possibilities. We could simply take the binomial theorem itself as 
the definition. We could as well declare that G) be defined recursively via the Pascal 
triangle recurrence 

(n,k > 0) 

together with the boundary conditions (~) = I (n ~ 0) and (~) = 0 (n > 0). We 
could instead also take a combinatorial approach and decide that G) should be the 
number of subsets of {I, 2, ... , n} with exactly k elements (hence the pronunciation 

M. Kauers, P. Paule, The Concrete Tetrahedron 
© Springer-Verlag/Wien 2011 

87 

doronzeil@gmail.com
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"n choose k" for G). But all these definitions are somehow limited to the case of n 
and k being natural numbers. 

As it is sometimes useful to have binomial coefficients defined for other domains as 
well, we will adopt right from the outset a definition that covers most of the cases 
that we will encounter: Let R be some commutative ring containing <Q and let A E R 
and k E :.:z. Then 

( A).= A"- = A(A-1)"'(A-k+1) 
k . k! k(k - 1) .. ·1 

(k20) 

and (~) := 0 for k < O. 

When the upper argument is an integer, this general definition implies all the pre­
viously stated properties, including the binomial theorem (Problem 5.1). Written in 
the form 

the binomial theorem continues to hold even in cases when A is not a natural number. 
For example, for A = -1 we obtain 

_1_ = I (-I)X1 = I (-l)nx" 
1 +x n=O n n=O 

which is correct as an identity in <Q [[xl]. It can be checked that this is so for any 
negative integer in place of A. For A = ~, we obtain the identity 

which is correct as an identity in <Q [[xl] in the sense that the series on the right 
satisfies the defining equation of the square root, 

( 
= (1/2)~ )2 '" --x" = 1 +x. L. n' n=O . 

Again, this generalizes and it can be checked that this works as well for any rational 
number in place of A. 
If A E GJ is an irrational number, then (1 + X)A does a priori not have a meaning as 
a formal power series, but we still have that 

(z E GJ, Izl < I) 

as analytic power series. For these A, and more generally when A is any element 
from a commutative ring R, it is therefore reasonable to take 

(1 +X)A := n~ (~)x" E R[[xl] 
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as the definition of the symbol (! + X)A. With this general definition, we can prove, 
for instance, the multiplication law 

in R[[xll. For, applying the definition and comparing coefficients, this identity is 
equivalent to the summation formula 

(n ~ O,A,f.l E R), 

which is known as Vandermonde convolution. To see that this identity is valid, as­
sume temporarily that A = u and f.l = v, where u, v are some natural numbers. Con­
sider an urn with u + v distinct balls, say u green balls and v blue balls. Then both 
sides of the identity count the number of ways to choose n balls from the urn, so 
the identity is evident. Now view A and f.l as indeterminates. Then both sides of the 
identity are polynomials in A and f.l of total degree n. Since these polynomials eval­
uate to the same number at every point (u, v) E N 2 (by the combinatorial argument), 
they must be identical (Problem 5.2). The identity being true for A, f.l regarded as 
indeterminates, it will remain true whatever we may substitute for A and f.l, so the 
identity is true in general. 

Of course, there are various other ways to prove the Vandermonde identity, and we 
will see in Sect. 5.5 that there is even a systematic algorithm for proving summation 
identities about binomial coefficients so that we can actually have such identities 
proven by a computer algebra system. Before the invention of this algorithm, prov­
ing summation identities about binomial coefficients was widely feared as a haz­
ardous and laborious enterprise and depended on firm knowledge of a large reper­
toire of basic formulas such as 

(~) = (A;I)+(~=~) (kE71,AER) (Pascal triangle), 

(~) = ( -1 )k C -~ -1) (kE71,AER) (reflection formula), 

(~)k = A (~=:) (kE71,AER) (absorption) 

( A) A-k(A) 
k+! = k+! k 

(kE71\{-I},AER) (shift in k), 

(A+l) = A+l (A) 
k A-k+! k 

(kE71\{A+l},AER) (shift in A), 

and many many others. There were wizards who could skillfully use these formulas 
to prove virtually any binomial summation identity presented to them by a direct 
calculation. (Chap. 5 of Concrete Mathematics has a great tutorial on how to deal 
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with binomial coefficients "by hand".) As a more standardized approach to hyper­
geometric summation, Andrews, Askey and their hypergeometric school promoted 
the systematic use of hypergeometric series transformations, which we briefly touch 
in Sect. 5.3 below. This method reliably guides experts to simple proofs of compli­
cated identities, but it also depends on experience and cannot be easily implemented 
on a computer. Fully algorithmic approaches to summation are also available, and 
will be discussed in Sects. 5.4 and 5.5. Although these algorithms render hand­
calculations obsolete in many situations, it is still useful to gain some practice in 
manipulating binomial coefficient expressions, as they appear often enough in com­
bination with other quantities for which no automatic proof machinery is available 
yet. 

5.2 Basic Facts and Definitions 

The binomial coefficients C) form a bivariate hypergeometric sequence. But let us 
start with the univariate case. A univariate sequence (an);;'=o in IK is called hyperge­
ometric if there exists a rational function r(x) E IK(x) such that 

an+1 = r(n)an 

for all n E N where r(n) is defined. We then call r(x) the shift quotient of (an);;'=o' 
If r( n) is defined for all n EN, then unwinding the recurrence down to the initial 
value ao yields the form 

an = r(n - J )r(n - 2)r(n - 3)·· ·r(O)ao (n EN). 

For example, every geometric sequence (an);;,=o (a E IK fixed) is hypergeometric 
(take r(x) = a), the sequence (n);;'=o is hypergeometric (take r(x) = xt l ), and the 
sequence (n!);;'=o is hypergeometric (take r(x) = x+ 1). More generally, for every 
fixed zEN, the sequence ((Z + n) 1);;'=0 is hypergeometric (take r(x) = x + Z + J), 
and, even more generally, for every fixed ZI, ... ,zp E N and WI, ... , W q E Nand 
c E IK, the sequence (an);;'=o with 

(n ~ 0) 

is hypergeometric because 

(n ~ 0). 

Taking into account that over an algebraically closed field IK we can always break 
the numerator and denominator of a rational into linear factors, this is already pretty 
close to the most general situation. Just that for an arbitrary rational function the 
Zi and Wj will in general not be natural numbers. Where they are not, we cannot 
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write the hypergeometric sequence in terms of factorials before we agree what, say, 
(~)! is supposed to be. One possibility is to use rising (or falling) factorials. From 

aM I / an = a + n we get the representation 

which, however, is also not always defined either. For instance, since ( _I)n = ° for 
n :;0. 1, such a term should better not appear in the denominator. 

For lK = (jJ we can borrow another extension of the factorial from the theory of 
special functions: the gamma function. Following Euler, we first define 

L(z):= lim (k+Z-I)k l- Z 

k--+= k 
(Z E (jJ). 

This limit exists for all Z E (jJ and we have L(z) = ° if and only if z E {a, -I, - 2, ... }. 
For z E (jJ \ {a, -I, -2, ... } we can therefore define r(z) := 1 /L(z). It can be shown 
that r is analytic in its domain of definition, and that it has simple poles at z = 
0, -1, - 2, .... Furthermore, we have functional equations such as 

r(z + I) = zr(z) 
7r 

r(1 -z)r(z) = -. -( -) 
SlTI 7rZ 

(z E (jJ\ {0,-1,-2, ... }), 

(z E (jJ \ ;Z), 

and some special values such as r (1) = 1 or r ( ~) = Vn or r' (1) = - y. For proofs 
and additional properties we refer to textbooks on special functions like [7]. What 
matters for us is mostly that we can use the gamma function to express hypergeo­
metric sequences in closed form. If r(x) E (jJ(x) is any rational function, say 

r(x) = c (X+Zl)(X+Z2)'" (x+zp ) 

(x+ wJ)(x+ W2)'" (x+ wq ) 

for some c E (jJ and ZI, ... ,zp, WI, ... , Wq E (jJ, then for 

all :=bc" r(n+zJ)r(n+Z2)··.r(n+zp ) 

r(n + wJ)r(n + W2)'" r(n + wq ) 

with b E (jJ fixed we will have all+l = r(n)an for all n E IN where an,an+l and r(n) 
are defined. 

This way of expressing a hypergeometric sequence is nice and natural as long as 
we do not run into one of the singularities of the gamma function, viz. as long 
as Zi, Wj tj. {a, -I, -2, ... } for all Zi, Wj. But also when there are singularities, we 
might not be lost completely. Since r is a continuous function, singularities may be 
removable by way of continuous extension, just like the function Z f-+ z~-=-\ admits 
a continuous extension to the point z = 1 where it is a priori undefined. For example, 
the function 

Z f-+ r(z _ 10) , 

doronzeil@gmail.com



92 5 Hypergeometric Series 

which is undefined for z E { ... , 8, 9, I O}, can be extended continuously to all com­
plex numbers by setting 

f: GJ ---+ GJ, f(z):= {~/qZ-IO) ifz E { ... ,8,9, IO} 
otherwise 

We then havef(z+ I) = z-\of(z) for all z E GJ, and in particular (J(n))';=o is a se­
quence in which all terms are defined. In contrast, the functionz f---+ r(z-lO), which 
is also undefined for z E { ... , 8, 9, 1O}, cannot be extended continuously to a func­
tion f: GJ ---+ GJ satisfying f(z + 1) = (z - lO)f(z) everywhere. Its singularities are 
poles. In order to construct a function with shift quotient z - 10, we can take the 
function 

cos(nz) 
Zf---+ qII _ z)' 

which is a priori undefined for z E { ... , 11, 12, 13}, and extend it continuously to 

f: GJ ---+ GJ, f(z):= {~os(nz)/qII -z) 
ifz E {II, 12, I3, ... } 
otherwise 

We then have f(z + 1) = (z - IO)f(z) for all z E GJ, and in particular (J(n) )';=0 is 
a sequence in which all terms are defined. For an arbitrary rational function r(x) E 

GJ(x) we will always find a complex function f which is continuously extensible to 
all points in N (at least) and satisfies f(n + 1) = r(n )f(n) for all n E N where r(n) is 
defined. From now on, we adopt the convention that we will remove all removable 
singularities without notice, so that calculations (and in particular: cancellations) 
with expressions involving the gamma function can be performed without being too 
concerned about singular points. Only particularly nasty situations might require us 
to explicitly calculate a limit. 

Let us now turn to closure properties for hypergeometric sequences. It follows di­
rectly from the definition that if (an)';=o and (bll)';=o are hypergeometric, then so 
are their Hadamard product (allbll)';=o and the reciprocal (l/an)';=o (if an cf 0 for 
all n). Also the dilation (aun+v)';=o (u, v E N fixed) of a hypergeometric sequence 
is hypergeometric. But the sum (an + bn)';=o is in general not hypergeometric. For, 
suppose that (an)';=o and (bll)';=o are such that 

an+l = r(n)an and bn+l = s(n)bn 

for some rational functions r(x),s(x) E lK(x). If there is another rational function 
t(x) E lK(x) with 

then we will have 

r(n)an + s(n)bn = t(n)(an + bn). 
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This forces the relation 

t(n)-s(n) 
an = () ()bn , r n -t n 

93 

i.e., we can get from one sequence to the other by multiplying with a certain ratio­
nal function. In general, this is not going to happen (think of an = n! and bn = I), 
but it may happen (think of an = n! and bn = (n + I) !). If two hypergeometric se­
quences (an);;'=o and (bn);;'=o in IK are such that p(n)an = q(n)bn for some polyno­
mials p(x),q(x) E IK[x] and all n E N, then (an);;'=o and (bn);;'=o are called similar. 
According to the calculation above, two hypergeometric sequences are similar if and 
only if their sum is hypergeometric. (Strictly speaking, this equivalence only holds 
if we also allow rational functions whose numerator and denominator have factors 
in common.) As a particular special case, it is clear that a hypergeometric sequence 
(an);;'=o is similar to all of its shifted versions (an+i);;'=o (i E N fixed). 

Sequences in several variables are called hypergeometric if they are hypergeometric 
with respect to each of their arguments. In particular, a bivariate sequence (an,k)';k=O 
is called hypergeometric if there exist rational functions u(x,y) and v(x,y) E IK(x,y) 
such that 

an+!,k = u(n,k)an.k and an,k+! = v(n,k)an.k 

for all n,k EN where u(n,k) and v(n,k) are defined. For example, by 

( n + 1) = n + 1 (n) 
k n-k+1 k 

and ( n) n-k (n) 
k+ 1 = k+ 1 k ' 

the binomial coefficients are hypergeometric. 

In contrast to the univariate case, not for every choice of rational functions u(x,y) 
and v(x,y) E IK(x,y) there exists a (nontrivial) bivariate sequence (an,k)';k=O which 
has these rational functions as its shift quotients. The rational functions must satisfy 
a certain compatibility condition which originates from the need that a shift in n 
followed by a shift in k should give the same as a shift in k followed by a shift in n: 
In order to have both 

an+l.k+l = u(n,k+ l)an.k+l = u(n,k+ l)v(n,k)an.k 

and an+Lk+! = v(n + 1 ,k)an+Lk = u(n,k)v(n + I,k)an,b 

the rational functions u(x, y) and v(x, y) must be such that 

u(x,y+ 1) 
u(x,y) 

v(x+ l,y) 
v(x,y) 

If this condition is satisfied, then there exists a bivariate hypergeometric sequence 
which has u(x,y) and v(x,y) as shift quotients. 

However, in the case IK = <C, this does not imply that a bivariate hypergeomet­
ric sequence can be expressed in terms of the gamma function. For example, no 
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such representation is available for the sequence (1/ (n2 + k2 + 1) );7,k=O' although it 
is surely hypergeometric. Those bivariate hypergeometric sequences which can be 
expressed in terms of the gamma function are called proper hypergeometric. Pre­
cisely, we say that a sequence (all ,k);7,k=O in <C is called proper hypergeometric, if 
there exists a polynomial h(x,y) E <C[x,y] and constants c,d E <C, r;,s;, e; E ~,t; E <C 
(i = 1, ... ,m) such that 

all," = c"d/lim (lim!(n + c,k+ 0)) 
£---+0 0---+0 

(n,k '20) 

The limits indicate that we again remove singularities by continuous extensions 
where this is possible. For example, the bivariate sequence of binomial coefficients 
is proper hypergeometric because we have 

( n) = lim lim -----,-___ r--;-('---(n---,-+_c_) +~1 )'-----__ -----,--
k £---+00---+0 r((k+ 0) + l)r((n+c) - (k+ 0) + I) (n E <C,k E ~). 

We can now also give a reasonable definition of' G) when k tj ~ by defining G) as 
the value of this limit also for these k. 

5.3 The Tetrahedron for Hypergeometric Sequences 

By rephrasing the definition, a sequence (an);=o in IK is hypergeometric if and only 
if it satisfies a first order linear recurrence equation with polynomial coefficients, 

p(n )an+ 1 - q(n ) all = 0 

for some p(x),q(x) E IK[x] and all n E lN with p(n) -I=- O. If p(x) has no roots in 
lN, then this recurrence together with a single initial value ao E IK uniquely deter­
mines all the sequence terms all (n ? 0). In general, if p(n) = 0 for some n E lN, 
then the recurrence does not tell us anything about the value an+ 1. Since p(x) is 
a polynomial, there can be only finitely many such points n E IN. They are called the 
singularities of the recurrence. If n1, ... ,n" E lN are the singularities of' the recur­
rence, then the recurrence determines all the terms of a solution (all);=o except for 
the initial term ao and the terms all [+1,aIl2 +1, ... ,alls+l. Consequently, the solutions 
of a first order linear recurrence with polynomial coefficients form a IK-vector space 
of' dimension s + 1, where s is the number of singularities. 

We now turn from the recurrence vertex of the Tetrahedron to the asymptotics ver­
tex. For hypergeometric sequences in <C which admit a representation in terms of 
the gamma function, the asymptotic behavior is immediate from the asymptotic be­
havior of the gamma function, which is given by the formula 

1 
r(n+z) rv vl2nnZ+Il - 2e-n (n ----+ =,n E IN,z E <C). 
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Two special cases of this formula are of particular interest. The first is the case z = I 
which gives Stirling's celebrated formula on the asymptotics of (n!);=o' The second 
is the formula 

an r(b) a-b 
- rv --n 
bn r(a) 

(n-->oo) 

which is valid for all a, b E (jJ \ {O, -1, - 2, ... } and which follows directly from the 
general formula by zn = r (n + z) / r (z). This formula for the quotient of two rising 
factorials is often useful in practice because rising factorials have a tendency to 
occur in fractions with balanced numerators and denominators, like in the example 
sequence (an);=o defined via 

2(n + 2)(n + I )an+l - (2n + I )2an = 0 (n ~ 0), ao = 1. 

For this sequence we have 

(n-->oo). 

Just like in this example, determining the asymptotic behavior of a hypergeometric 
sequence reduces to simple rewriting if the asymptotic formula for r(n + z) is taken 
for granted. A formal derivation of that formula, however, requires some work and 
we will not reproduce it here because this would lead us too far astray. Instead, let us 
only give a somewhat informal argument why the asymptotic estimate is plausible 
in the case z = 1, Stirling's formula. The task is then to find a sequence (an);=o such 
that lim n! / an = 1. Because of 

n-too 

(n + I)! 
-'---'- = n + 1 

n! 
(n ~ 0) 

we better take a sequence (an) ;=0 with an+! / all rv n + 1 (n --> 00) for otherwise the 
quotient n! / an has no chance to converge to 1. For the choice all = nil we have 

an+! (l)n -=(n+l) 1+- rv(n+l)e 
an n 

(n-->oo) 

which is not exactly what we want, but pretty close. We need a correction term for 
getting rid of the unwanted constant factor e. If we set an = e -Il nn, then 

(n-->oo), 

as needed. At this point we can record that n! / all = O( 1) (n --> 00). We are almost 
there. Assume next that we have n! / all rv cnu (n --> 00) for some a .-::: 0 and c E 

lR \ {O}. Comparing again the asymptotics of the shift quotients, we have by the 
binomial theorem 

(n-->oo) 

doronzeil@gmail.com



96 5 Hypergeometric Series 

on one hand, and on the other hand 

(n+l)!/an+1 1( l)n 1 ( ( 1)) 
, rv e- 1 + - = e- exp nlog 1 + -

n.jan n n 

( 1 -1 1 -2 ) = exp - '2n + 3n + ... 

Comparing the coefficients of n- I in both expansions yields ex = - ~. Indeed, with 

the once more refined definition an := n-1/ 2e-nnn we have limn--4=n!/an = e for 
some nonzero constant e E JR. What is finally this constant? This is a notoriously 
hard question in asymptotics, and it is often not possible to give a satisfactory an­
swer. But using convergence acceleration techniques such as the Richardson method 
from Problem 2.19, we can at least find good approximations to the constant, for ex­
ample, 

lim ~~ :::::: 2.506628274631087458 ... 
/1-----+= nn- e-n 

and this matches the expected $ = 2.5066282746310005024... fairly accu­
rately. Of course, this does not prove anything, but it gives striking empirical ev­
idence in support of the correctness of Stirling's formula. Readers interested in rig­
orous arguments are referred to [24, 7, 21] where several independent proofs can be 
found. 

Let us now turn to generating functions. What are the generating functions of hyper­
geometric sequences? Well, there is no better way of describing them than saying 
that they are the formal power series whose coefficient sequences are hypergeomet­
ric sequences. We call such power series hypergeometrie series and introduce the 
somewhat intimidating but widely accepted notation 

fora1,'" ,ap E IK and b1,'" ,bq E IK \ {O, -I, -2, ... }. We do not need to take into 
account possible exponential factors ek , because they are covered by the substitution 
x f--+ ex. Also the requirement that there be a factor k! in the denominator does not 
restrict the generality, because if we want to get rid of this factor, we can just intro­

duce an additional parameter ap+ I = 1 and the new factor 1 k = k! in the numerator 

will cancel the k! in the denominator. For IK = ce, we can use ak = r( k + a) / r( a) 
to rewrite the expression for the summand into the form given earlier for hypergeo­
metric sequences in ce. 
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Many elementary series can be expressed in terms of hypergeometric series. For 
example, 

oFo (=Ix) =exp(x), 

(1,11 ) I 
2Fj 2 -x = ~ 10g(1 +x), ( -n,nll -x) 

2Fj ~ -2- = Tn(x) (n 2 0), 

( 1. 1 ) I 
2Fj 2~ l-x2 = ~arctan(x). 

The series for the Chebyshev polynomial Tn (x) is noteworthy: the parameter a1 = 

-n corresponds to a factor (-n l in the coefficient sequence and this factor (and 
hence the entire coefficient) is zero if k > n. This truncates the infinite series to 
a polynomial, and this is why the substitution x f---+ 1:2x is meaningful in this case. 

Identities about hypergeometric sequences correspond to identities about hyperge­
ometric series, and working on one of these two equivalent levels may at times be 
easier than working on the other. So it is worthwhile to build up a knowledge base 
with relations about the hypergeometric series. The systematic search for general 
identities connecting hypergeometric series to each other is going on for now more 
than two hundred years, and although a long list of such relations is available, it 
still happens that new ones are discovered. Among the most basic (and the most 
important) relations, there are 

(n 2 0) (Vandermonde), 

1 F2 ( - n, a, b II) = ..:...( c=-.,--a....:..)--,Ti ('--C _-:-:-b=-)Ti 
- c,l+a+b-c-n cn(c-a-b)n 

(n 2 0) (Pfaff-Saalschiitz), 

( a,bl) ( )c-a-h (c -a,c - bl ) 2F1 x = I - X 2F1 X 
C C 

(Euler; Ex. 5.6), 

( a,bl ) a (a,c-bl x ) 
2F1 C X = (I - x) - 2F1 C x-I (Pfaff; Ex. 5.6), 

( a, b I 4x ) _ ( )2a (a, a - b + ~ I 2) 
2F j ( )2 - I + X 2Fj j x 

~ l+x b+~ 
(Landen; Ex. 7.11), 

2F1 x = 2F1 X - -2F1 X ( a,bl ) (a+ I,bl) bx (a+ I,b+ II ) 
C C c c+1 

(Gauss; Ex. 5.7). 

Lots of further items can be found in the literature [7]. Note that the substitution 
x f---+ 1 in the first two identities is legitimate because the integer parameter -n en­
sures that these series are just polynomials. All these identities are true in the sense 
of formal power series. There are also identities which are only meaningful analyti-
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cally, for example Gauss' summation formula 

2Fl (a, b II) = _r--,--( C-,---W-----'-,-( c_---,--a_-_b---'-) 
C r(c-a)r(c-b) 

which holds for all a, b, c E <C where both sides are defined and Re( c - a - b) > O. 
But we will not consider such identities. 

As an example application of hypergeometric transformations, consider the sum 

n (m) Sn:= I,(-I/ k 
k=O 

(n 20) 

where m is a formal parameter. Let ak := (-I)k C;) = (-:~li be the summand se­
quence. In order to rephrase the sum Sn as a hypergeometric series we need to in­
troduce a factor which truncates the sum after the n-th term. It would be useful to 
have a factor (-n)k in the summand which would turn it to 0 for k 2 0, but there is 
none. If we artificially introduce one, then we must compensate for it by dividing it 

out again. But, once again, (-n l is zero for k 2 0, so it might not be a good idea 
to have such a term in a denominator. To avoid a division by zero, we disturb the 
denominator slightly. The reformulation 

(k 2 0) 

then implies the representation 

Sn = lim 2Fl ' I ( -n -ml ) 
£--40 -n + E 

(n 2 0). 

Now we can invoke the 2FJ-version of Vandermonde's summation formula to obtain 

_. (m-n+E)fi _ (m-n)(m-n+ I)···(m-I) _ n(m-I) 
Sn - hm - - ( -I) 

£--40 (-n+E)n (-n)(-n+l)···(-I) n 

for n 2 O. This example brings us to the last remaining corner of the Tetrahedron: 
summation. We consider this algorithmically most exciting corner separately in the 
following two sections. 

5.4 Indefinite Summation 

If (an);;'=o is a hypergeometric sequence, the sequence C'ik=Oak);;'=o need not be 
hypergeometric again. For example, while (I In );;'= J is clearly hypergeometric, the 
sequence (Hn);;'=o with Hn = Lk=l * is clearly not, because we have seen that Hn rv 
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log( n) (n ----+ 00), and this is not compatible with what we have found before for the 
possible asymptotics of hypergeometric sequences. On the other hand, the identity 

n 

I,kk! = (n+ 1)!-1 
k=O 

(n ~O) 

is an example for a hypergeometric sum that admits a hypergeometric closed form. 

Our goal is to understand under which circumstances a hypergeometric closed form 
exists. To this end, let (an);;'=o be a hypergeometric sequence in lK with 

an+l = u(n)an 

for some rational function u(x) E lK(x) and all n E IN where u(n) is defined. Let us 
assume that an -I- 0 for infinitely many n E IN. (Otherwise the summation problem is 
trivial anyway.) We say that a hypergeometric closed form for Lk=O ak exists if there 
is a hypergeometric solution (sn);;'=o of the telescoping equation 

Sn+l -Sn = an (n ~ 0), 

because then we have Lk=O ak = Sn+l - So (n ~ 0). Suppose such a hypergeometric 
solution (sn);;'=o exists, say Sn+l = v(n)sn for some rational function v(x) E lK(x) 
and all n E IN where v(n) is defined. Then we have 

(v(n) -l)sn = an 

for all these n. This means that (sn);;'=o must be similar to (an);;'=o, i.e., we have 
Sn = w(n)an for some rational function w(x) E lK(x) and all n E IN where w(n) is 
defined and nonzero. The telescoping equation for (sn);;'=o implies that w(x) must 
satisfy 

u(n)w(n+l)-w(n)= I 

for all n E IN where an -I- 0 and u(n) is defined and both w(n) and w(n + 1) are 
defined and nonzero. 

Keeping track of all those conditions on exceptional points is getting clumsy and 
starts to blur the overall picture. To improve readability, let us introduce the set 
N ~ IN of all n E IN where u(n) is defined and both w(n) and w(n + 1) are defined 
and nonzero. Observe that IN \ N is always finite. Also observe that N depends on 
the input u(x) as well as on the output w(x). Readers not interested in discussing 
exceptional points may read "n E N" simply as "all but finitely many n E IN". 

We have seen that u(n)w(n + 1) - w(n) = 1 (n E N with an -I- 0) is a necessary 
condition on the rational function w(x). It is also a sufficient condition in the sense 
that if w(x) is such that u(n)w(n + 1) - w(n) = I (n E N with an -I- 0) then for any 
hypergeometric sequence (sn);;'=o with Sn = w(n)an (n E IN with w(n) defined and 
nonzero) we have Sn+1 - Sn = an (n EN). This is the best we can get; the finitely 
many points n E IN \ N must be inspected separately. 
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In order to solve the summation problem, it is therefore necessary and sufficient to 
determine rational functions w(x) E IK(x) with 

u(n)w(n+l)-w(n)= I (n E N with an -I- 0). 

As this equation is supposed to hold for infinitely many points n, it holds if and only 
if the equation 

u(x)W(x+ 1) -w(x) = 1 

holds in IK(x). For the two sides of that equation to be equal, the numerators and 
denominators on both sides must be equal. Let us look at the denominator first. If we 
write u(x) = Uj (X)/U2(X) and w(x) = Wj (X)/W2(X) for relatively prime polynomials 
Uj (x), U2(X) and Wj (x), W2 (x) E IK [x] then the equation becomes 

Uj (x)Wj (x + I )W2(X) - U2(X)W2(X + I )Wj (x) = I 
U2(X)W2(X+ l)w2(x) . 

This can only become true if appropriate cancellation happens on the left hand side. 
In particular, we must have 

W2(X) I Uj (x)Wj (x + I )W2(X) - U2(X)W2(X + I )Wj (x) 

===} W2(X) I U2(X)W2(X+ l)wj(x) 

===} W2(X) I U2(X)W2(X+ 1) 

and similarly 

W2(X+ 1) I UI (X)WI (x+ l)w2(x) - U2(X)W2(X+ l)wl (x) 

===} W2(X+ 1) I UI (X)WI (x+ l)w2(x) 

===} W2(X+ I) I Uj(X)W2(X) 

===} W2(X) I uj(x-l)w2(x-I). 

But this does not leave too much freedom for W2(X) after all. If p(x) E IK[x] is 
an irreducible factor of W2(X), then we must have either p(x) I Uj (x - 1) or p(x) I 
w2(x-l). In the latter case, we have p(x+ 1) I W2(X), which, by the same argument, 
requires either p(x + 1) I U I (x - 1) or p(x + 1) I W2 (x - 1). The argument cannot 
repeat indefinitely because W2 (x) is a polynomial of finite degree which cannot have 
infinitely many irreducible factors p(x),p(x+ 1),p(x+2), etc., so for some i E N 
we must eventually have p(x + i) I UI (x - 1). We can play the same game with 
the constraint W2(X) I U2(X)W2(X+ I) and find that for some j E N we must have 
p(x - j) I U2(X). 

Putting both observations together, we find that a solution w(x) can only have a non­
trivial denominator if there is a common factor between Uj (x) and U2(X + i) for some 
suitable i E N \ {O}. If we could make a substitution to our equation that will as­
sure that UI (x) and U2(X + i) have no common factors for any i E N, then we could 
conclude that W2(X) = 1 and we would not need to worry any further about the de­
nominator. This is the point where Gosper enters the stage. Following his advice, 
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we construct polynomials p(x),q(x), r(x) E IK[x] such that 

u(x) = p(x+ 1) q(x) 
p(x) r(x+ I) 

and gcd(q(x),r(x+i)) = 1 (i E N\ {O}). 

Such a representation is called a Gasper form of u(x). We will see in Problem 5.8 
that every rational function u(x) can be brought to this form. Assume for the moment 
that we have found p(x),q(x),r(x) E IK[x] with the desired property. Plugging this 
representation into our equation 

u(x)w(x+ I) - w(x) = I 

and multiplying by p(x) produces 

t x) )p(x+ l)w(x+ 1) - p(x)w(x) = p(x). 
rx+l 

Now substitute w(x) = p(x)w(x) to obtain the new equation 

t x) ) w(x+ 1) -w(x) = p(x). 
rx+l 

We seek a rational function solution w(x) in IK(x) to this equation. Such a solution, 
however, cannot have a nontrivial denominator, because we have seen before (with 
UI (x) in place of q(x) and U2 (x) in place of r(x + 1)) that any nontrivial factor of the 
denominator must be a common factor between q(x) and some shift r(x+ i), which 
would be in conflict with the condition in the Gosper form. It is therefore enough to 
search for polynomial solutions w(x) of the new equation. Furthermore, because also 
the denominator r(x + 1) must cancel out, we must have r(x + 1) I w(x + 1) for any 
solution w(x), i.e., r(x) I w(x) and we can do another substitution w(x) = r(x)y(x) 
to finally obtain 

q(x)y(x + 1) - r(x)y(x) = p(x). 

This is called the Gasper equation. Since we know p(x),q(x),r(x) E IK[x] explic­
itly, we can find all its polynomial solutions y(x) with the algorithm described in 
Sect. 3.4. 

By finally setting w(x) = ;~~y(x) E IK(x), we find that any polynomial solution 

y(x) E IK [x] of the Gosper equation gives rise to a telescoping relation 

Sn+1 -Sn = an (n E N) 

for Sn := w(n)all (n E N where w(n) is defined and nonzero). Conversely, we have 
also shown that any hypergeometric solution (sn);=o of the telescoping equation 
implies the existence of a polynomial solution y(x) E IK[x] of the Gosper equation. 
In other words, the telescoping equation has a hypergeometric solution if and only 
if the Gosper equation has a polynomial solution. 
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Putting things together, we obtain Gasper's algorithm for solving the telescoping 
equation: It takes as input a rational function u(x) E lK(x) with an+1 = u(n)an for 
all n E IN where u( n) is defined. As output it returns either rational functions w(x) E 

lK(x) such that for every hypergeometric sequence (sn);=o with Sn = w(n)an (n E IN 
where w(n) is defined and nonzero) we have sn+ 1 - SIl = an (n EN), or it returns the 
message "no hypergeometric solution" if no hypergeometric solution (sn);=o exists. 
The algorithm consists of the following steps: 

1. Findp(x),q(x),r(x) E lK[x] such that 

u(x) = p(x + 1) q(x) 
p(x) r(x+l) 

and gcd(q(x),r(x+i)) = 1 (iEIN\{O}) 

(using for example the algorithm from Problem 5.8). 

2. Solve the equation 

p(x) = q(x)y(x + 1) - r(x)y(x) 

for polynomials y(x) E lK[x] (using for example the algorithm from Sect. 3.4). 

3. If no polynomial solution exists, then return "no hypergeometric solution" and 

stop. Otherwise, return w(x) = ;l~Y(x). 

The output description can be simplified if u(n) is defined for all n E IN. There 
are no exceptional points in this case: if the algorithm returns a rational function 
w(x) E lK(x) then w(n) will be defined for all n E IN and a hypergeometric solution 
(sn);=o is given by Sn := w(n)all (n E IN). In particular, we then have 

n 

L ak = Sn+ 1 - So 

k=O 
(n ~ 0). 

Now it is time for an example. Consider again the sum 

i( _l)k(m) 
k=O k 

(n ~O) 

where m is a formal parameter. For ak = ( _1)k (7) we have 

(k ~ 0), 

so u(x) =~+,;l in this case. Note that ak -I- 0 for all k E IN and u(k) is defined for all 
k E IN. We can see by inspection that no positive integer shift of the denominator of 
u(x) will ever match the numerator, so we can safely choose p(x) = 1, q(x) = x - m 
and r(x) = x. For the Gosper equation 

1= (x-m)y(x+ I) -xy(x) 

we find the solution y(x) = -~ E <Q(m) [x]. Hence SIl = -{!;( -1)/(~) solves the 
telescoping equation Sn+1 - Sn = an for all n E IN. As a consequence, we find the 
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closed form evaluation 

~ ( )k (m) n + 1 ( )n ( m ) ()n (m -1) L; -1 = sn+ I - So = -- -1 - 0 = -1 
~o k m n+l n 

(n ~ 0). 

5.5 Definite Summation 

If we apply Gosper's algorithm to the sum 

i (m) 
k=O k 

(n ~ 0), 

where m is a formal parameter, then it will tell us that this sum does not have a hy­
pergeometric closed form. While this is a plausible answer as long as nand mare 
unrelated, we know that in the special case n = m the sum exceptionally simplifies 
to the neat closed form 2n. Finding this closed form requires a refined summation 
algorithm. 

We call a sum indefinite if the upper summation bound is a variable that does not 
occur anywhere else in the summation problem. All other summation problems are 
called definite. In particular, a summation problem is called definite ifthere is a vari­
able that occurs both in a summation bound and in the summand expression. So let 
us assume that we are given a bivariate hypergeometric sequence (an,k)';;k=O in IK 
and our goal is to simplify, if possible, the definite sum 

n 

Sn:= L an,k' 
k=O 

Assume that (sn);;'=o is hypergeometric so that there are polynomials cO(t),CI (t) E 

IK[t] with 

(n ~ 0). 

For these we have 

n 

L (co(n)an,k +CI (n)an+u) = -cl(n)an+l,n+1 
k=O 

(n ~ 0). 

Since (an,k);;'=o is assumed to be hypergeometric in both nand k, there are rational 
functions u(t,x), v(t,x) E IK(t,x) with an,HI = u(n,k)an,k and an+l,k = v(n,k)an,k 
for all n, kEN where u(n, k) and v(n, k) are defined. Therefore, for any co(t), Cl (t) E 

IK [t], we have 

an,k:= co(n)an,k + cl(n)an+l,k = (co(n) +cl(n)v(n,k))an,k 

for all n,k E N where v(n,k) is defined, and so (an,k)~k=O is a bivariate hypergeo­
metric sequence. 
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Zeilberger's idea is to invoke Gosper's algorithm on the sequence (iin,k)~k=O with 

viewing Co, Cl as additional variables and keeping n fixed. Of course we cannot ex­
pect that Gosper's algorithm applied to (iin,k)';k=O will provide us with some closed 
form that is valid for any choice of Co, C]. Instead, it will most often just tell us "no 
hypergeometric solution". The crucial observation is that Gosper's algorithm can be 
refined such as to determine during the computation how Co and c] can be chosen 
so that a closed form exists, 

F -(t ). cO+Ctv(t,x+]) (t ) lK( t)() h - -( k) - f' or u ,x .= co+Ctv(t,x) U ,x E CO,C], x we ave an,k+l = un, an,k or 
all n,k E N where u(n,k) is defined; this u(t,x) is the input to Gosper's algorithm. 
We next have to determine polynomials p(t,x), q(t,x), r(t,x) E lK(co,c] ,t)[x] such 
that 

_( ) p(t,x+ I) q(t,x) 
u t x = -----'----;-----,-----'-- -.,------'-'------:-

, p(t,x) r(t,x+ 1) 

and 

gcdx(q(t,x),r(t,x+ i)) = J (iEN\{O}). 

It is easy to see that we will have p(t,x) = copo(t,x) + c]p] (t,x) for some poly­
nomials po(t,x),P] (t,x) E lK(t) [x] and that q(t,x) and r(t,x) will be free of CO,C]. 
Therefore the Gosper equation has the form 

copo(t,x) + c]p] (t,x) = q(t,x)y(t,x+ 1) - r(t,x)y(t,x). 

This equation is next to be solved simultaneously for a polynomial y(t ,x) E lK(t) [x] 
and rational functions CO,Cl E lK(t). Recall now that the algorithm from Sect. 3.4 
proceeds by making an ansatz 

for suitably chosen dEN, plugs this ansatz into the equation, compares coefficients 
with respect to x, and solves the resulting linear system. In our present situation, we 
can solve simultaneously for Yo, ... ,ye! and the two as yet undetermined coefficients 
co, C]. This will give us a homogeneous linear system of equations with coefficients 
in lK(t). Its solutions correspond to all the triples (co(t),C] (t),y(t,x)) E lK(tf x 
lK(t)[x] satisfying our equation. This is the key point: allowing additional freedom 
on the left hand side in form of the additional variables Co, Cl can make a polynomial 
solution possible even when none would exist for a fixed left hand side. 

Suppose (co(t),C] (t),y(t,x)) is a solution of the Gosper equation where not both 

of co(t),C] (t) are zero. Then for the rational function w(t,x) := ;rr',~y(t,x)(co(t) + 
c] (t)v(t,x)) E lK(t,x) we have, by construction, 

co(t) + Cl(t)V(t,x) = w(t,x+ J)u(t,x) - w(t,x). 
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If this equation happens to remain meaningful when we substitute for t and x any 
specific integers n, k E IN, or if it can be made meaningful by employing continuity 
arguments or other means, then this implies 

Summing this equation for k from 0 to m yields 

m 

L(co(n)an,k+cl(n)an+Lk) = w(n,m+ l)an.m+l-w(n,O)an.o 
k=O 

Setting now m to n and adding CI (n )an+Ln+1 to both sides gives 

co(n)Sn + CI (n)sn+1 = rhsn (nEIN), 

(n,kEIN). 

(n,mEIN). 

where rhsn refers to the resulting explicit linear combination of hypergeometric se­
quences. So at this point we have found an inhomogeneous recurrence equation for 
the definite sum Sn, and finding a closed form for the sum Sn amounts to finding 
a hypergeometric solution of this recurrence. (Gosper's algorithm can be used for 
this again, see Problem 5.10.) Even better: in many examples the right hand side 
rhsn is identically zero, and there is actually no need to solve anything. The solution 
in this case is a hypergeometric sequence with shift quotient -co (x) / CI (x). 

As an example, let us see how to rediscover Vandermonde's identity. For formal 

parameters A and 11, let an )( := (~) C,~,J E CQ(A, 11). We want to simplify the definite 
sum 

n 

Sn := L an,k 
k=O 

(n 2 0). 

Following Zeilberger's advice, we will look for co, CI such that for an.k := cOan.k + 
CI an+l.k the indefinite sum 

m 

Lan,k 
k=O 

admits a hypergeometric closed form. We have an.HI = u(n,k)an)( for 

=p(t,x+l) =q(x.t) 
~ ________ ~A~ ________ ~~ __ ~A~ ____ ~ 

_ '((x-t)co+(-x-l-Il+ t)cd"(x-A)(x-t-l)' 
u(t,x) = ((x-I-t)co+(-x-ll+ t )cJ)(x+ I)(x+ I +Il- t ) E CQ(A,Il)(t,x) 

, I' ./ 

=p(t,x) =r(x.t+ l ) 

and all n,k E IN where u(n,k) is defined. The rational function u(t,x) decomposes 
into a Gosper form as indicated. Next we have to find y(x) E CQ(A, 11, t) [xl satisfying 

(X-I-t)CO+(-X-Il+t)CI = (x-A)(x-n-I)y(x+ 1)-x(x+ll-t)y(x). 
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From the third case of the degree analysis in Sect. 3.4 we find that any polynomial 
solution must have degree d = degp(x) - degq(x) + I = 1 - 2 + 1 = O. Making an 
ansatz y(x) = Yo for some undetermined Yo E <Q (A, f.1) (t) and comparing coefficients 
with respect to x we are led to the linear system 

( -t - 1 t - f.1 -At - A) 
1 -I I+A+f.1 (~~) = O. 

Yo 

The solution vector (co, C1 ,Yo) = (t - A - f.1, t + I, I) yields, after some simplifica­
tion, the relation 

(k+I)(n-k-I-f.1) k(n-k-f.1) 
(n-A-f.1)an,k+(n+l)an+I,k= n-k an,k+I- n-k+1 an,k 

which we would next like to sum for k from 0 to n. Unfortunately, the right hand 
side is undefined for k = n, so we must be careful. We could argue that by regarding 
nand k as complex variables and A, f.1 as fixed complex numbers, the singularities 
at n = k are removable because the limiting value for n ----+ k of the first term on the 
right hand side is zero. In the understanding that a continuous extension has been 
done accordingly, we can safely take the sum for k from 0 to n, obtaining, after some 
further simplification, 

(n ~ 0). 

Adding (n + I )an+ I,n+ 1 to both sides doing some more simplification, we arrive at 

(n - A - f.1)sn + (n+ I)Sn+1 = 0 (n ~ 0). 

This recurrence has the solution C,~.u), and since this term agrees with the sum for 
n = 0, we obtain that 

(n ~ 0), 

as expected. 

Our discussion so far implies only that a recurrence found by the algorithm is cor­
rect, and we have seen in the example that it found what we expected to find for 
Vandermonde's identity. But can we be sure that the algorithm will always discover 
a recurrence? Not quite. There are definite hypergeometric sums which simply do 
not satisfy any first order recurrence, and for such sums, our algorithm should better 
not find any. In such cases, the algorithm will tell us that the only possible choice 
for Co and CI is to set both to zero. And, worse, the algorithm may even overlook 
recurrence equations and tell us to set Co = CI = 0 even when a nontrivial recurrence 
for the sum under consideration exists. Fortunately, there is a simple extension that 
makes the algorithm complete. 
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Theorem 5.1 Let (an,k)';k=O be a proper hypergeometric sequence in <C. Then there 

exist rEIN and co(t), . .. ,cr(t) E <C [tl, not all zero, and a rational function w(t,x) E 
<C(t,x) such that 

for all n,k E IN where w(n,k) and w(n,k + 1) are defined. 

In a nutshell, the theorem says that every definite sum of a proper hypergeometric 
sequence satisfies a linear recurrence of some order r with rational function co­
efficients, and Zeilberger's algorithm is bound to discover one, provided that it is 
applied with co, c], ... , Cr (r large enough) instead of just Co and C]. For a proof we 
refer to the book A=B by Petkovsek, Wilf and Zeilberger [44]. 

5.6 Applications 

The Hypergeometric Probability Distribution 

Products of binomials frequently arise in probability theory. For example, consider 
an urn containing N balls, m green ones and N - m blue ones. If we select a ball at 
random, we will clearly hit a green ball with probability miN and a blue ball with 
probability (N - m) IN. If we select two balls at random, the probability that both of 
them are green is m(m-I)/(N(N -I)), and the probability that both of them are 
blue is (N - m)(N - m - 1) I(N(N - 1)). The probability of hitting one green and 
one blue ball is 2m(N - m) I (N (N - 1)). In general, if we select n balls, and let X 
be the random variable that counts the number of green balls in the selected sample, 
then we have 

(111) (N-I11) 
P(X=k)= k n-k 

(~) 
This is called the hypergeometric probability distribution. Analyzing its features 
amounts to solving some hypergeometric summation exercises. 

First, to see that the probabilities sum up to 1, as they should, observe that 

is just a reformulation of Vandermonde's identity. 

Second, for the mean of the distribution we obtain 

where Zeilberger's algorithm will do the last step for us. 

nm 

N' 
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Third, for the variance we find 

5 Hypergeometric Series 

mn(N - n)(N - m) 
N2(N -1) 

and again Zeilberger's algorithm saves us from having to perform any hand calcu­
lations. 

Elliptic Arc Length 

For fixed a, b > 0, consider the ellipsis E = { (a cos( cp ), b sin (cp )) : cp E [0, 2n 1 }. We 
are interested in the circumference L( a, b) of E. For a circle, we know L( a, a) = 2na, 
but if a -I- b, there is no closed form for L( a, b) in terms of elementary functions. 
Still, it is possible to express L( a, b) in terms of a hypergeometric series. Starting 
from the standard integral formula for arc length, we have 

111:/2 
=4a 

o 

= (1/2) (b2 )" n (~)n 
= 4a L n a2 - 1 "27 

,,=0 

(by definition) 

(by symmetry) 

(by the binomial theorem) 

(by flipping sum 
and integral) 

(by Problem 5.16) 

(by pattern matching) 

(by Landen's transform). 

When a and b are close to each other, then this hypergeometric series converges 
quickly, and we can expect good approximations for L( a, b) from functions whose 
Taylor expansion at the origin agrees with the above series to many terms. For ex­
ample, with A = ~+%, Ramanujan pointed out that 

(A ----'t 0), 

an approximation which is both simple and accurate. 
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Monthly Problems 

There are scientific journals with regular sections where readers can pose problems 
to challenge other readers. Binomial sums originating from all corners of the mathe­
matical universe are a frequent topic in such problem sections. Some of the problems 
can be solved by directly applying the techniques of this chapter. And even when the 
techniques do not apply directly, they are typically still helpful somewhere during 
the solving process. Let us solve two example problems that have appeared in 1995 
in the problem section of the American Mathematical Monthly. 

The first problem was posed as number 10424 by Ira Gessel: Evaluate the sum 

._ '" _n 2k(n-k) s L" (n? 1). 
n·- OSck5cn/3 n - k 2k 

To solve this problem, first use Zeilberger's algorithm to determine a recurrence 
for (sn);;'=o. This gives 

Sn+3 - 2sn+2 + Sn+1 - 2sn = 0 (n? 1). 

This recurrence accidentally happens to be C-finite and can therefore be solved in 
closed form as described in the previous chapter. The solution is Sn = ! (2n + in + 
(-i)n) where i = A. 
The second problem was posed as number 10473 by Emre Alkan: Prove that there 
are infinitely many positive integers n such that 

is an odd integer. We start again by applying Zeilberger's algorithm. Again it hap­
pens to find a C-finite recurrence. This time the recurrence reads 

Sn+2 -4sn+1 +sn = 0 (n? 1). 

The sequence (sn);;'=o starts like 

1 1 12 :u. 53 989 3691 2755 51409 191861 143207 2672279 9973081 7444009 
5' , 5' 5' -, 5 ' 5' , 5 ' 5 ' - , 5 ' 5' , ... 

which suggests the conjecture that every (3n + 1 )-th term might be an odd integer. 
Using the C-finite recurrence for (sn);;'=o as input, the algorithm behind Theorem 4.2 
tells us that (an);;'=o with all := S3n+1 satisfies 

Therefore, if all and an+1 are odd integers, then so is an+2. Since ao = SI = 1 and 
al = S4 = 53 are both odd, it follows by induction that all the all are odd integers, as 
conjectured. 
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5.7 Problems 

Problem 5.1 Let f: N 2 ---+ ~ be any function. Show that the following properties 
are equivalent: 

1. f( n, k) = G) for all n, kEN (with G) as defined in the text). 

2. f(n,k) = f(n -I,k) + f(n -I,k-I) for all n,k > 0 and f(n,O) = I (n 2 0), 
f(O,n) = 0 (n > 0). 

3. For all n, kEN, the number of subsets of {I, 2, ... , n} with exactly k elements 
is f(n,k). 

4. (a + b)" = Lk=of(n,k)akb"-k for all n,k E Nand a,b E lK. 

Problem 5.2 It is clear that when p(x) E lK[x] is a polynomial with p(n) = 0 for all 
n E N, then p(x) must be the zero polynomial, because for a nonzero polynomial, the 
number of zeros is bounded by its (finite) degree. (Recall that we assume throughout 
that lK has characteristic zero.) A bivariate polynomial p(x,y), however, may have 
infinitely many zeros. (Think of p(x,y) = x - y). Still: prove that if p(n, m) = 0 for 
all n,m E N, then p(x,y) must be the zero polynomial. 

Problem 5.3 Determine all sequences which are at the same time hypergeometric 
and C-finite. 

Problem 5.4 Determine the asymptotics of 

~(2n)2(5n)-1( 3n ). 
n+ 1 n 2n n+ 1 

Problem 5.5 In <Q(a,b, e) [[xl], show that f(x) = 2FI C~bl x) satisfies the differ­

ential equation 

x( I - x)D;f(x) + (e - (a + b + I )x)Dxf(x) - a bf(x) = O. 

Problem 5.6 1. In <Q(a, b, e) [[xl], prove Pfaff's hypergeometric transformation 

( a,bl ) a (a,e-bl x ) 2FI e X = (l-x)- 2FI e x-I' 

(Hint: First multiply both sides by (I - x)a and then derive sum representations 
for the coefficient of x' on both sides. Then use Zeilberger's algorithm to prove 
the resulting summation identity.) 

2. In <Q (a, b, e) [[xl], prove Euler's hypergeometric transformation 

( a,bl) ( )c-a-b (e-a,e-bl) 2Fl X = I - X 2Fl X 
e e 

by applying Pfaff's transformation twice. 

3. Derive the Pfaff-Saalschiitz identity from Euler's transformation. 
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5.7 Problems III 

Problem 5.7 In <Q(a, b, c) [[xll, prove the relation 

2F] x =2F] x --2F] X . ( a, b I ) (a + 1, b I) bx (a + 1, b + II ) 
C C c c+1 

Problem 5.8 Let u] (X),U2(X) E IK[x] with gcd(u] (X),U2(X)) = l. 

1. Show that there are at most finitely many i E N \ {O} with gcd( u] (x), U2 (x + i)) cf 
1. 

2. Let i E N \ {O} be the greatest index such that gcd(u] (x), U2(X + i)) cf 1, and let 

g(x) = gcd(u] (X),U2(X+ i)). 

Set u] (x) = u] (x)/g(x), U2(X) = U2(X)/g(x- i) and p(x) = g(x-1)·· ·g(x- i). 
Show that 

u](x) p(x+1)u](x) 
U2(X) p(x) U2(X) , 

and that if j E N is such that gcd(u] (x), U2(X + j)) cf 1 then j < i. 
3. Assume that there is a way to find integer roots of univariate polynomials over IK. 

In the next chapter (p. 124) we will introduce the resultant resx(p(x),q(x)) of 
two polynomials p(x),q(x) E IK[x]. Its key features are that gcd(p(x),q(x)) = 
1 {==} resx(p(x),q(x)) cf 0 for any p(x),q(x) E IK[x] and that resx(p(x),q(x+ 
t)) is a polynomial in t only. Use this to show that one can determine, given 
Ul(X),U2(X) E IK[x], all indices i E N\ {O} with gcd(Ul(X),U2(X+i)) cf 1. 

4. Give an algorithm that computes a Gosper form of a given rational function u(x) 
by repeatedly applying the previous two observations. 

5. Implement your algorithm in a computer algebra system of your choice. 

Problem 5.9 Can it happen that the Gosper equation has more than one solution? 
And if so, how does the choice of the polynomial solution y(x) in the algorithm 
influence the final output? 

Problem 5.10 Design an algorithm which takes as input two rational functions 
cO(X),Cl(X) E IK(x) and a hypergeometric sequence (an);;'=o and which decides 
whether the equation 

has a hypergeometric solution (sn);;'=o. Assume for simplicity that c] (n) cf 0 cf co(n) 
forallnEN. 

(Hint: Think of a substitution that turns the equation into a telescoping equation and 
then apply Gosper's algorithm.) 
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112 5 Hypergeometric Series 

Problem 5.11 Evaluate the following sums: 

Problem 5.12 Use Gosper's algorithm to prove that (Hn)';;=o is not hypergeometric. 

Problem 5.13 Find a nonzero polynomial p(x) E IK[x] of minimal degree such that 

n p(k) 
I,-
k=O k! 

has a hypergeometric closed form. 

Problem 5.14 Evaluate the following sums 

1. I,k n (2n + I) 
k=O 2k+ I 

2. ± (n + k) ( -4/ 
k=O 2k 

3. ± (n) (2k)4-k 
k=O 2k k 

Problem 5.15 The sum 

satisfies a second order recurrence. Find it. 

Problem 5.16 Prove Wallis integral identity 

Io IT/2 IT (1 )11 
cos( ¢ )2n d¢ = __ 2_,_ 

. 0 2 n. 
(n:::-' 0) . 

(Hint: First find polynomials co(t),Cj(t) E <Q[t] such that the indefinite integral 
J (co(n) cos( ¢ j2n + c, (n) cos( ¢ j2n+2)d¢ can be evaluated in closed form.) 
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Chapter 6 

Algebraic Functions 

The next station in our tour through various classes of formal power series is the 
class of algebraic power series. These power series share the property that they can 
be described as solutions of a polynomial equation. A deep theory has been devel­
oped for these power series mainly because of the important role they play in the 
field of algebraic geometry for locally describing algebraic curves and surfaces in 
the neighborhood of a specific point. But the significance of algebraic power series 
is by no means restricted to algebraic geometry. In combinatorics, for example, they 
turn out to playa prominent role as well, as they do appear as generating functions 
for a number of important combinatorial objects. 

6.1 Catalan Numbers 

Now is the time to return to the question of how many plane binary trees with n inter­
nal nodes there are. We have considered this question already in Sect. 2.6. We have 
learned that these numbers are called the Catalan numbers and commonly denoted 
by Cn, we have seen that their first terms are 

1, 1, 2, 5, 14, 42, 132,429, 1430, 4862, 16796, ... 

and we have observed that there is some regularity among these numbers. Specifi­
cally, using automated guessing, we have found that the generating function C(x) = 
2:;;'=0 Cnr appears to satisfy the equation 

How can we prove that this guess is correct? Well, what do we know about the 
Cn after all? They are defined as the numbers of certain trees, and given that trees 
are recursively defined objects, it is not too unreasonable to hope for a recurrence 
relation for the C,. To wit, a plane binary tree is either a single node (recursion base) 
or a composition of a root node and two other plane binary trees (recursion step). 

M. Kauers, P. Paule, The Concrete Tetrahedron 
© Springer-Verlag/Wien 2011 
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114 6 Algebraic Functions 

A tree with n internal nodes will consist of a root node, one subtree with k nodes, 
and one subtree with (n - I) - k nodes, for some k. This combinatorial consideration 
translates immediately into the recurrence 

n-I 

C n = L CkC(n-I)-k 
k=O 

(n? I) 

for the number of trees. Going from here, as we have often done already, to the 
generating function, we obtain (taking into account Co = 1) 

as expected. This confirms that (as usual) the automated guess was correct. Solving 
the equation for C(x), we get the closed form representation 

1- JI-4x 
C(x) = . 

2x 

Also the Catalan numbers Cn themselves have a closed form. An automated guesser 
will have no difficulties in conjecturing the recurrence relation 

(n+2)C,'+1 -2(2n+ I)Cn = 0 (n ? 0), 

which suggests c" = n! 1 (:;'). To formally verify this conjecture, all we need to do 
is to check compatibility with the recurrence we derived before (and with the value 
at n = 0). This means we have to prove the identity 

n-I 1 (2k) 1 (2(n-l-k)) 1 (2n) 
1k+1 k (n-I)-k+1 n-I-k =n+1 n 

(n? 1), 

which of course we can do without wasting a single thought on it by appealing to 
Zeilberger's algorithm. (Incidentally, we could have deduced the closed form for 
c" also from the closed form of C(x) by using the binomial theorem and doing 
some straightforward simplifications, but why should we go through a boring, time­
consuming, and error-prone hand calculation if we don't have to?) 

Let us now turn from plane binary trees to some other combinatorial objects, known 
as Dyck paths. These are paths in a two-dimensional lattice, starting in the origin, 
ending somewhere on the horizontal axis, consisting only of steps either right-up or 
right-down, and never stepping below the horizontal axis. Two sample Dyck paths 
are shown in Fig. 6.1. 

How many Dyck paths are there that end at the point (n, O)? There obviously cannot 
be any if n is odd. Otherwise, for n = 0, there is one, the empty path. For n = 2, 
there is one as well, as the only possible path consists of a step right-up followed by 
a step right-down. For n = 4, we have no choice for the first step (it must be right-up), 
but we have a choice for the second step (right-up or right-down), and each choice 
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6.1 Catalan Numbers 115 

/ " / " / " V " / " V 1"'\ V I" V " 
Fig. 6.1 Two Dyck paths with 10 steps 

determines uniquely the rest of the path, so there are two Dyck paths for n = 4. 
For the general solution, it is convenient to start from the more general number 
Dn,m of all Dyck-Iike paths that end at point (n,m). Clearly, we have Dn,m = 0 if 
n < 0 or m < 0 and Do,o = I by the combinatorial definition. For (n,m) of. (0,0) the 
combinatorial definition also directly explains the recurrence equation 

Dn,m = Dn-l.m-l + Dn-1.m+l· 

If we let D(x,y) := "L';m=oDn,mx"ym be the bivariate generating function, then this 
recurrence equation implies 

L Dn,mx'ym = I + L Dn_1.m_lx ,ym + L Dn_1.m+lx ,ym 
n.m=O n.m=O n.m=O 

and finally 

_ I + ,~ D n-I ,m-I + X ~ D .J1-1 m+ 1 
- X} L" n-l.m-lX} - L" n-l,m+l.t Y 

n.m=O y n,m=O 
= X = 

= 1 + xy L Dn,mx'ym +--; L Dn,mx'ym, 
n~-l } n~-l 
m=-l 

"--v--' 
=D(x,y) 

m=l 
"-v--' 
=D(x,y)-D(x,O) 

(y-x-xl)D(x,y) =y-xD(x,O). 

And now comes a trick! In order to solve this functional equation, we tie up x and 
y in such a way that the left hand side vanishes. This is easily done by setting y = 

(I - JI -4x2)/(2x). Note that this is a power series in x of positive order. This 
substitution leads us directly to 

1- JI-4x2 
D(x,O) = y/x = 2x2 = C(x2 ). 

From this we can conclude that the number of Dyck paths of length 2n is exactly the 
n-th Catalan number en. In addition, we get for free that the number of Dyck-Iike 
paths ending at level m 2 0 is given by the coefficients of the bivariate power series 

Y -xC(x2) 
D(x,y) = 2' 

y-x-xy 
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Dyck paths and plane binary trees are not the only combinatorial structures which 
are counted by Catalan numbers, but there are many more. A collection of some 66 
of them can be found in Exercise 6.19 of [54]. It is not exaggerated to say that the 
Catalan numbers are the most prominent sequence in combinatorics. 

6.2 Basic Facts and Definitions 

Catalan numbers belong to the class of sequences whose generating function is 
algebraic. In general, a(x) E lK[[x]] is called algebraic if there exist polynomials 
po(x), ... ,Pd(X) E lK[x] C;; lK[[x]], not all zero, such that 

po(x) + PI (x)a(x) + P2(x)a(x)2 + ... + Pd(x)a(x)d = O. 

This is the case, as we have seen, for the generating function of the Catalan numbers. 

It does not make much of a difference whether we request the Pi(X) to be polyno­
mials or rational functions. Taking them as rational function has the advantage that 
we can regard 

p(x,y) := Po (x) + PI (x)y+··· + Pd(X)y" 

as a univariate polynomial in y over the coefficient field lK(x). A substitution 
p(x, a(x)) for a(x) ElK [[x]] is then meant to take place in the bigger domain lK( (x)) 
which contains both lK(x) and lK[[x]] as subrings. This alternative point of view 
can sometimes be more handy than working with bivariate polynomials over lK. 
For example, we can exploit facts about greatest common divisors of univariate 
polynomials in order to understand how the various algebraic equations satisfied 
by a fixed algebraic power series are related to each other, and we can use the Eu­
clidean algorithm for doing actual computations. For a fixed algebraic power series 
a(x) E lK[[x]], let A C;; lK(x)[y] be the set of all annihilating polynomials,i.e., all 
polynomials p(x,y) such that p(x,a(x)) = O. Then we obviously have 

p(x,a(x)) +q(x,a(x)) = 0 and r(x,a(x))p(x,a(x)) = 0 

for all polynomials p(x,y), q(x,y) E A and all r(x,y) E lK(x) [y]. This means that A 
is an ideal in lK(x)[y], and this in turn means that there exists some polynomial 
m(x,y) E lK(x)[y] such that every polynomial in A is a multiple of m(x,y). If we 
further impose that m(x,y) be monic (i.e., that the leading coefficient of m(x,y) 
with respect to y should be 1), then m(x,y) is uniquely determined. This unique 
polynomial m(x,y) is called the minimal polynomial of a(x). 
The minimal polynomial must necessarily be an irreducible polynomial, for if we 
could split it nontrivially into two factors, 

m(x,y) = u(x,y)v(x,y), 

then we must have u(x, a(x)) = 0 or v(x, a(x)) = 0, because lK( (x)) is a field, and so 
u(x,y) or v(x,y) would be an element of A although none of them can be a multiple 
ofm(x,y). 
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If a(x) is an algebraic power series whose minimal polynomial m(x,y) has degree d 
(with respect to y), then by polynomial division with remainder we can find for every 
polynomial p(x,y) E lK(x)[y] two other polynomials q(x,y),r(x,y) E lK(x)[y] with 

p(x,y) = q(x,y)m(x,y) + r(x,y) 

where the degree of r(x,y) is less than d. Setting y = a(x) gives p(x,a(x)) = 
r(x, a(x)). In other words, every polynomial expression p(x, a(x)) can be "reduced" 
to an equivalent polynomial expression where a(x) appears only with degree less 
than d. In yet other words, the lK(x)-vector space 

V := lK(x) EB a(x) lK(x) EB a(x)2lK(x) EB··· EB a(x)d-llK(x) C;; lK( (x)), 

where EB is meant to denote the direct sum of vector spaces, is closed under multi­
plication, and therefore a commutative ring with 1. 

And not only this. If p(x,y) E lK(x) [y] is nonzero with degv p(x,y) < d, then, since 
m(x,y) is irreducible, we have gcd,.(m(x,y), p(x,y)) = 1. Therefore, by the extended 
Euclidean algorithm, we can find polynomials u(x,y), v(x,y) E lK(x)[y] with 

u(x,y)m(x,y) +v(x,y)p(x,y) = 1, 

from which by setting y = a(x) we get l/p(x,a(x)) = v(x,a(x)). In other words, 
the reciprocal of an element of V can be expressed as a polynomial in a(x) with 
rational function coefficients in x. In yet other words, V is closed under division, 
and therefore even a field. 

And this is still not all. If we differentiate the equation 

m(x,a(x)) = 0 

with respect to x, we get 

ml (x,a(x)) + m2(x, a(x))a'(x) = 0 

where by ml (x,y) and m2(x,y) we denote the partial derivatives Dxm(x,y), Dym(x,y) 
of m(x,y) with respect to x and y, respectively. Differentiation with respect to y will 
certainly decrease the degree in y, so that we surely have gcdv(m(x,y),m2(x,y)) = 

1, again because m(x, y) is irreducible. Again we can use the extended Euclidean 
algorithm to find u(x,y) and v(x,y) with 

u(x,y)m(x,y) + v(x,y)m2(x,y) = I 

from which we obtain a'(x) = -v(x, a(x) )ml (x,a(x)). In other words, the derivative 
of an algebraic power series a(x) can be expressed as a polynomial in a(x) with ra­
tional function coefficients in x. In yet other words, V is closed under differentiation, 
and therefore a differential field. 

Here is an important structural consequence of these observations. 
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Theorem 6.1 Every algebraic power series in IK [[xl] satisfies a linear differential 
equation with polynomial coefficients in IK [x]. 

Proof Let a(x) be an algebraic power series and let d be the degree of its minimal 
polynomial. Then, as observed before, 

V:= IK(x) EBa(x)IK(x) EBa(x)2IK(x) EB··· EBa(x)d-1 IK(x) 

is a differential field, so the power series 

a(x),a'(x),a"(x),a"'(x), ... 

all belong to V. At the same time, V is a IK(x)-vector space of dimension d. Any 
d + I vectors in a vector space of dimension d must be linearly dependent, and so 
in particular a(x),a'(x), ... ,a(d) (x) must be linearly dependent over IK(x), which 
means nothing else but the existence of a nontrivial relation 

Po (x)a(x) + PI (x)a' (x) + ... + Pd(x)a(d) (x) = O. 

Multiplying the equation by the common denominator of the rational functions pi(X) 
gives the desired equation. D 

In what we have said so far, we have hardly had a need to take into account that 
we are talking about formal power series. In fact, the observations we made do not 
depend on this but can be formulated more generally: whenever m(x,y) E IK[x,y] 
is irreducible as element of IK(x)[y], then the factor ring R:= IK(x) [y]/(m(x,y)) 
together with the derivation Dx := 1 and Dy := -Dxm(x,y)/Dym(x,y) is a dif­
ferential field. The ring R is called an algebraic extension of the field IK(x) and 
its generator y is a purely algebraic object playing the role of an algebraic power 
series. 

Still, we are primarily interested in actual power series. Can we associate to every 
irreducible polynomial m(x,y) E IK[x,y] a power series a(x) with m(x,a(x)) = 0'1 
And if so, is a(x) uniquely determined by its minimal polynomial? The answer to 
both questions is "yes, but. .. ". In almost all cases (including most cases arising 
in applications), a power series is uniquely determined by the polynomial equa­
tions it satisfies, and usually the implicit function theorem for formal power series 
(Theorem 2.9) applied to m(x,y) E IK[x,y] C;; IK[[x,yl] asserts this fact. But there 
are degenerate situations in which no power series solution exists, or several, or 
there is a unique solution though the implicit function theorem it is not applica­
ble. 

There is an intuitive geometric interpretation of such degenerate cases that be­
comes apparent if for the specific polynomial m(x,y) at hand we look at the 
curve consisting of all points (x,y) with m(x,y) = O. Power series a(x) satisfying 
m(x, a(x)) = 0 and a(O) = 0 correspond to branches of that curve traversing the ori­
gin with a finite slope. Examples for some of the possible situations are given in 
Fig. 6.2. 
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y 

0.5 

m(x,y) = 

27i+ l6y-16x+45x2 -27x3 
(unique solution by Theorem 2.9) 

y 

m(x,y) = i _x2 _x3 

(two distinct solutions) 

x 

y 

0.5 

-0.5 

-0.5 

m(x,y) = i -x+2x2 _x3 

(no solution because of vertical 
tangent) 

y 

0.5 

-0.5 0.5 x 

m(x,y) = y3 +3xi + 3x2y+6xy+x3 
(unique solution, but Theorem 2.9 

fails) 

Fig. 6.2 Existence of power series solutions in lR[[x]] for some polynomial equations 

6.3 Puiseux Series and the Newton Polygon 
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If m(x,y) E lK[x,y] is an irreducible polynomial of degree d, then there usually will 
be also d roots ofthe univariate polynomial m(O,y), and usually, each of these roots 
S can be extended to a power series solution a(x) of m(x,y) = ° with a(O) = S. But 
we have seen in Fig. 6.2 that there are degenerate situations which deviate from this 
expected behavior. 

Let us have a closer look at these degenerate situations. When we observed in 
Chap. 2 that the ring of power series is not closed under division, we came up 
with a generalized notion of series, Laurent series, with which division is always 
possible. Now we are faced with the situation that power series are not sufficiently 
fine-grained to express all the solutions of a bivariate algebraic equation. Even Lau­
rent series are not enough for this purpose. So our goal now is to come up with some 
generalized notion of series, called Puiseux series, that comprises all the solutions 
of any algebraic equation. 
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While Laurent series are obtained from power series by allowing terms x' with 
negative integers n to appear in the series, we will now extend further and allow 
even rational numbers as exponents. The precise construction is best explained with 
an example. Consider the polynomial 

m(x,y) = (2 + x + 43x2) - (2 - lOx + 66x2 - 1 62x3)y 

- (9x - 53x2 + 213x3 - 405x4)i- (16x2 - 120x3 + 396x4 - 540x5)y3 

- (14x3 -120x4 + 369x5 - 405x6)l- (6x4 - 54x5 + 162x6 -162x7)i 
- (x5 - 9x6 + 27x7 - 27x8)i. 

We want to describe all six solutions of the equation m(x,y) = 0 in terms of some 
series. We are willing to admit terms xa with rational a in our series, but like for 
Laurent series, we insist that any series must have a starting point, i.e., our series 
should have the form a(x) = aaxa + ... where the " ... " stands for a sum of terms 
af3xf3 with f3 > a. Potential values for a and aa can be found by plugging aaxa + ... 
into the equation: 

(2+ ... ) - (2+··· )(aaxa + ... ) - (9x+··· )(a~x2a + ... ) 

- (16x2 + ... )(a~x3a + ... ) - (14x3 + ... )(a~x4a + ... ) 

(6 4 ) ( 5 5a ) (5 ) ( 6 6a )! 0 - x +... aax + . .. - x +... aax + . .. = . 

Admissible values for a must enable some cancellation on the left hand side. For 
example, the choice a = 3 is not going to work out, because for this choice, all 
summands would have positive order, except for the first, which would have a lonely 
unmatched constant 2. There is no point in setting a = -3 either, for then the last 
summand would produce a lonely term x5 x6a = x- 13 with its exponent -13 being 
too low to be matched by any other term. 

Cancellation can only happen if a is chosen in such a way that at there are at least 
two terms of minimal order on the left hand side. Since the minimal order term 
contributed by a summand (xi + ... )yi of m(x,y) is xi+ai, the numbers a we are in­
terested in are those for which j + ai = n + ak for at least two summands (xi + ... )yi 
and (x' + ... )yk of m(x,y) and for which there is no other summand (XV + ... )y" in 
m(x, y) with v + au < j + ai. These requirements can be restated as a simple geomet­
ric problem. For each term xiyi appearing in m(x,y), draw a vertical line from (i,j) 
upwards and determine the convex hull C of all these lines. We call C the Newton 
polygon of m(x, y). It has the feature that the possible choices a = - (n - j) / (k - i) 
are precisely the negative slopes ofthe non-vertical edges (i, j)-(k, n) of C. 

The Newton polygon for our present example is depicted in Fig. 6.3 on the left. 
We see that the only possible exponents are a = 0 (by the edge connecting (0,0) 
and (1,0)) and a = -I (by the edge connecting (1,0) and (6,5)). For a = 0, the 
equation m(x,aaxa + ... ) = 0 simplifies to 

(2 - 2ao)xo + higher order terms ~ 0, 

doronzeil@gmail.com



6.3 Puiseux Series and the Newton Polygon 121 

j j j 

Fig. 6.3 Newton polygons used for solving m(x,y) = 0 

and for ex = - 1 we get 

(-2a_1 - 9a~1 - l6a~1 -14a~1 - 6a~1 - d5_I )x-1 + higher order terms ~ O. 

We can now determine ao and a-I so as to let the least order terms cancel. This 
gives us ao = 1. and in the second case a-I = -1 or a-I = -2. 

At this point we have evidence for the existence of three solutions starting like 

1 +"', -2x-1 +"', 
respectively. No fractional exponents yet, and still only half as many (partial) solu­
tions as we expect. But let us see what the next terms in these series are. We can 
determine them in very much the same way as we found the initial terms. In order 
to extend, say, the second partial solution by one term, we plug y = _x-I + af3xf3 
into the equation m(x, y) = 0 and obtain 

(16x+ ... ) +a~(8x2+2f3 + ... ) +a~(x3+4f3 + ... ) _a~(x5+6f3 + ... ) ~ O. 

The possible choices for f3 can be read offfrom the Newton polygon ofm(x, _x-I + 
y), which is shown in Fig. 6.3 in the middle. We find f3 = -1/2 and f3 = -1, the 
latter being discarded because we are working on the solution with ex = -1 and we 
seek f3 > ex. Setting f3 = -1/2 in the previous equation leads to 

(16 + 8a~ + a~)x + higher order terms ~ O. 

The coefficient of x vanishes if and only if af3 = 2i or af3 = -2i. Two effects can 
be observed here: First, the partial solution _x-I + ... splits in this step into two 
different partial solutions 

_x- l + 2ix- I / 2 +... and _x- l - 2ix- I / 2 + ... , 

and secondly, we now encounter terms with fractional exponents. The other two 
partial solutions do not split, but both have a unique successor term. They extend to 

l+x+··· and -2x- l -l+ ... , 

respectively. Still we do not see six different solutions, so let us determine the next 
term of, say, _x-I +2ix- I/ 2 + .... The Newton polygon ofm(x, _x-I +2ix- I/ 2 + y) 
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is given in Fig. 6.3 on the right. The edges suggest the exponents 0, -J /2, -J, of 
which only 0 is admissible. Again, there are two possible coefficients, and the partial 
solution splits into 

-x-I + 2ix- I/ 2 + 2ix0 +... and -x-I + 2ix- I/ 2 - 2ix0 + .... 

Analogously, the partial solution _x-I - 2ix- 1 /2 + ... splits into two solutions at the 
next step, and so we have finally succeeded in separating all six expected solutions. 

The extraction of further terms can be continued indefinitely, and reveals the six 
solutions in full glory: 

I +x+ 3x2 + 7x3 + 17x4 + 47x5 + 125x6 + 333x7 + ... , 
-2x-1 - I - x - 3x2 -7x3 - 17x4 - 47x5 - 125x6 + ... , 
-x-I + 2ix- I/ 2 +2i +5ixl/2 + 7ix+ ¥-ix3/2 + ¥ix2 + 3:5ix5/2 +"', 
_x- 1 _ 2ix-1/ 2 + 2i - 5ix1/ 2 + tix _ ¥-ix3/2 + ¥ix2 _ 3:5 ix5/2 + ... , 
-x-I + 2ix- I/ 2 - 2i +5ixl/2 -7ix+ ¥-ix3/2 - ¥ix2 + 3:5ix5/2 +"', 
_x- 1 _ 2ix-1/ 2 _ 2i - 5ix1/ 2 _ tix _ ¥-ix3/2 _ ¥ix2 _ 3:5 ix5/2 + .... 

In summary, we have solved a polynomial equation m(x,y) = 0 in terms of series of 
the form 

aaxa + af3xf3 + ayxY + ... 
term by term. We have plugged a symbolic first term aaxa into the equation and 
obtained by inspection of the Newton polygon a finite number of exponents a for 
which the lowest order coefficient of m(x, aaxa) is a nontrivial polynomial in aa. By 
setting this polynomial to zero, we found the possible choices for the coefficients aa. 
Higher order terms are obtained by substituting the known lower order terms into the 
equation and proceeding as described for the initial term, but taking only exponents 
into account which are greater than those already appearing among the known terms. 

It is clear by construction that any series obtained by this procedure is actually a 
(formal) solution of the equation under consideration. Less obvious is whether the 
procedure will for every equation find a full set of solutions. This is asserted by 
Puiseux's theorem. 

Theorem 6.2 (Puiseux) IfIK is an algebraically closedfield and m(x,y) E IK[x,y] is 
irreducible with degv m(x,y) = d, then there exists a positive integer rand d distinct 
Laurent series al (x), ... ,ad(x) E IK((x)) with m(xr,a;(x)) = Of or i = 1, ... ,d. 

After a formal substitution x f---+ xl/r, the Laurent series a;(x) in the theorem be­
come objects of the form a;(xl/r) which involve fractional exponents and satisfy 
m(x,a;(xl/ r)) = O. These are the series whose computation we discussed above. 
They are called Puiseux series. Observe that Puiseux series may involve fractional 
exponents, but not in an arbitrary fashion. The fractions appearing as exponents 
of a fixed Puiseux series must have a finite common denominator, so, for example 
x-I +x- I/ 2 +x- I/3 +x- I/4 +x- I/5 + ... is not a Puiseux series. 

doronzeil@gmail.com



6.4 Closure Properties 123 

The proof of Theorem 6.2 proceeds by tracing the computation of the series so­
lutions via the Newton polygon and showing that in every iteration there will be 
a suitable choice for the exponent. The technical details can be found in [59]. 

6.4 Closure Properties 

Like other classes of power series that we discussed earlier, the class of algebraic 
power series provides properties which ensure that by applying certain operations to 
some algebraic power series we will not be kicked out of the class. As in the cases 
we considered before, this is useful for building up complicated algebraic power 
series from simple building blocks, as well as for proving identities. 

For the class of algebraic power series, closure properties are most conveniently for­
mulated and executed by means of resultants, so let us briefly review what they are 
and what they are good for. (Details can be found in [58].) Two univariate polyno­
mials p(x),q(x) E lK[x] have a common factor in lK[x] (viz. a common root in the 
algebraic closure IK) if and only if gcdx(p(x),q(x)) cf I and this is the case if and 
only if there exist non-zero u(x), v(x) E lK [x] with 

u(x)p(x) +v(x)q(x) = 0 (R) 

and degu(x) < degq(x) and degv(x) < degp(x). The idea is to make an ansatz for 
the coefficients of u(x) and v(x) and turn (R) into a linear system of equations whose 
solution space is {O} if and only if p(x) and q(x) are coprime (viz. they have no roots 
in common). Let n = degp(x) and m = degq(x) and write 

p(x) = Po + PIX+'" + Pnx', q(x) =qO+qIX+···+qm~ 

u(x) = Uo + UIX+'" + Um_IXm- l , ( ) n-I V X = Vo + VIX + ... + Vn-IX . 

Then the linear system reads 

Po 0 0 qo 0 0 Uo 

PI Po UI 

0 

. Po qm-I 0 
um-I =0 PI qm qo Vo 

Pn 0 vI 

0 . qm-I 

qm qm-I 
0 0 Pn 0 0 qm Vn-I 
'--v--' v 

m columns m columns 
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The matrix is called the Sylvester matrix of p(x) and q(x), and the resultant of p(x) 
and q(x), written resx(p(x), q(x)), is defined as the determinant of the Sylvester ma­
trix. Since the nullspace of a square matrix is nontrivial if and only if its determinant 
is zero, we can record 

gcd(p(x),q(x)) = 1 {==} resx(p(x),q(x)) # O. 

The exciting feature of this equivalence is not that we can use it for finding out 
whether two polynomials have a common root (this we could also do with Eu­
clid's algorithm), but that we can use it for finding out when two polynomials 
have a common root: If we have bivariate polynomials p(x,y),q(x,y) E lK[x,y], 
then r(y) := resx(p(x,y),q(x,y)) will be a polynomial in y alone, and the roots of 
r(y) ElK [y] in lK are precisely the values we may substitute for y such that the lead­
ing coefficient of both p(x,y) and q(x,y) with respect to x vanishes or p(x,y) and 
q(x,y) have a common factor as polynomials in lK[x]. (Readers who have not seen 
this before are strongly advised to read the present paragraph once more.) 

Theorem 6.3 Let a(x) and b(x) be algebraic power series in lK[[xll, and let p(x,y) 
and q(x,y) in lK[x,y] be annihilating polynomials for a(x) and b(x), respectively. 
Then.' 

1. a'(x) is an algebraic power series, and resz(p(x,z),Dxp(x,z) +yDzq(x,z)) is an 
annihilating polynomial. 

2. 1f a(O) # 0, then 1/ a(x) is an algebraic power series, and resz(p(x,z) ,yz - 1) is 
an annihilating polynomial. 

3. a(x) + b(x) is an algebraic power series, and resz(p(x,y - z), q(x,z)) is an anni­
hilating polynomial. 

4. a(x)b(x) is an algebraic power series, and resz(i%pp(x,y/z),q(x,z)) is an an­
nihilating polynomial. 

5. 1fb(0) =0, thena(b(x)) is an algebraic power series, andresz(p(z,y),q(x,z)) is 
an annihilating polynomial. 

Proof We prove item 3 and leave the others to the interested reader. 

Let r(x,y) = resz (p(x,y - z), q(x, z)). First of all, from the definition of the resultant 
as the determinant of a matrix whose entries, in the present case, are elements of 
lK(x)lY]' it is clear that r(x,y) belongs to lK(x)lY]. 

If q(x,z) and p(x,z) in lK(x,y)[z] are free ofy, then all their factors are also free ofy. 
A polynomial u(x,z) in lK(x,y) [z] divides p(x, z) if and only if u(x,y - z) divides 
p(x,y - z). Every nontrivial factor u(x,y - z) of p(x,y - z) must therefore involve y 
nontrivially and can not be at the same time a factor of q(x,z). Therefore q(x,z) and 
p(x,z - y) have no factors in common and therefore r(x,y) cannot be zero identi­
cally. 

To see, finally, that r(x, a(x) + b(x)) = 0, it suffices to observe that the polynomials 

p(x, a(x) + b(x) - z) and q(x,z) 
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(viewed now as elements of lK( (x)) [zj) have a common root b(x) in lK( (x)), and so 
a(x) + b(x) must be a root of r(x,y). D 

The annihilating polynomials provided by Theorem 6.3 are in general not minimal 
polynomials. For example, let a(x),b(x) E lK[[xll be defined via 

a(x)2 - (x+4) = 0, 

b(x)2 - (x+ 1)2(x+4) = 0, 

a(O) = 2, 

b(O) = 2, 

and let c(x) = a(x) + b(x). We have 

resz( (y - Z)2 - (x + 4),Z2 - (x+ 1)2(x + 4)) 

= y4 _ 2(x+4)(x2 + 2x+ 2)i +x2(x+ 2)2(x+4)2 

= (i - x3 - 4x2)(i - x3 - 8x2 - 20x - 16). 

This cannot be the minimal polynomial of c(x), because it is not irreducible. But the 
minimal polynomial must be among its factors. It cannot be the first, because 

c(xf _x3 - 4x2 = 16 + 20x + 4x2 + ... cf 0. 

So it must be the second. 

Care must be applied with operations not covered by Theorem 6.3. In particular, 
if a(x) is an algebraic power series, J~a(x) need not be, as the example a(x) = 
1/( 1 - x) shows. Also the Hadamard product of two algebraic power series is in 
general no longer algebraic. An example is 

a(x) = b(x) = yil +x = f~ C ~2)xn, 

for which we have 

= (1/2)2 
a(x)8b(x)=/~o n x". 

We will see at the end of the next section that this series cannot be algebraic. 

6.5 The Tetrahedron for Algebraic Functions 

This time the starting vertex for going through the tetrahedron obviously is the gen­
erating function corner, because the defining property of the objects we are studying 
right now is explicitly formulated on the power series level and not on the level of 
sequences. The question is: what does algebraicity of a power series imply for its 
coefficient sequence? 
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As for summation, we have the closure property that if (an);=o is the coefficient 
sequence of an algebraic power series a(x), then the generating function a(x) / (1 -
x) of (Lk=Oak);=O is again algebraic. Indeed, if m(x,y) is the minimal polynomial 
of a(x), then then 0 = m(x, a(x)) = m(x, (1 - x) / (1 - x)a(x)), so m(x, (1 - x)y) is an 
annihilating polynomial for a(x) / (1 - x). 

As for recurrence equations, it is not wise to start from the polynomial equation 
for the generating function. Expanding the powers a(x)k will lead to (k - 1 )-fold 
nested sums that are hardly useful for anything. In the next chapter we will see how 
the differential equation asserted by Theorem 6.1 gives rise to a linear recurrence 
equation with polynomial coefficients for the coefficient sequence of any algebraic 
power series. These are the recurrence equations of choice. 

As for asymptotics, there is more to be said. We are in the fortunate situation that 
all algebraic power series are convergent in a neighborhood of the origin, so that 
we can actually regard them as analytic functions ("algebraic functions") and obtain 
information about the asymptotic growth of the coefficient sequences by means of 
singularity analysis. In order to do so, we need to (1) find out where the singularities 
are, and (2) find out how the algebraic function behaves in their neighborhood. In 
what follows, we assume that IK = <C, even where we use IK = lR to gain geometric 
intuition. 

If m(x,y) is an irreducible polynomial of degree din y, then for a particular choice 
x = ~ there will typically be d different values y = S with m( ~ , S) = O. These d 
different values belong to the d different branches of the algebraic curve defined 
by m(x,y), each of which gives rise to a particular analytic function in a neighbor­
hood of ~. For example, the algebraic curve shown in the upper left plot of Fig. 6.2 
crosses the vertical axis in the two points (0,0) and (0, -16/27). In a neighborhood 
of either of them, the curve can be regarded as the graph of a function x f---+ y(x). 
In this example, the neighborhood can be extended indefinitely to the right, but not 
to the left. The blocker on the left is the position x where the curve has a vertical 
tangent. Such a point is called a branch point. 

Branch points are one kind of singularities an algebraic function may have. They 
appear at points x = ~ where there exists some y = S such that both m( ~ ,S) = 0 
(meaning (~, S) should be on the curve) and D,m(x, y) Ix='; ,y=( = 0 (meaning the 
curve should have a vertical tangent at this point). How can we find these points ~? 
With a resultant! The branch points are precisely the roots of the polynomial 
res,(m(x,y),D,m(x,y)) E IK[x]. 

The other kind of singularity arises for values x = ~ where the degree of the minimal 
polynomial drops. This is obviously the case precisely for those x = ~ where the 
leading coefficient of m(x,y) with respect to y (which is a univariate polynomial 
in x) vanishes. Geometrically, this sort of singularity corresponds to branches with 
a vertical asymptote; the algebraic function has a pole there. 

These are all the points where a singularity can occur: branch points and points 
with poles. Since both kinds are the roots of certain univariate polynomials, we 
can be certain that there are only finitely many of them, and we can even compute 
them explicitly. All the singularities of an algebraic function must be among these 
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"critical points". But a particular algebraic function need not have a singularity for 
every critical point. A particular algebraic function corresponds to just one branch of 
an algebraic curve, and S being a critical point only means that some ofthe branches 
have a singularity at S. For the particular power series at hand, we have to determine 
which of the possible singularities do actually belong to the branch of the algebraic 
function determined by the power series. While this is not an easy thing to do in 
general, it can often be done by inspection in concrete examples. 

Let us suppose now that a(x) := L';=Oanx" E <C[[xll is an algebraic power series and 
let p > 0 be its radius of convergence (in the sense of analysis). Let U := {z E <C : 
Izl < p } be the disc of radius p centered at the origin and let 

A:U---+<C, A(z) := L a"z". 
11=0 

This function will have singularities at the boundary of U. Let us suppose for sim­
plicity that there is only one, and let us call it S. Then this singularity alone deter­
mines the asymptotics of (all)';=o, and a precise asymptotic estimate can be obtained 
by canceling the singularity as sketched in Sect. 2.4. 

If m(x,y) is the minimal polynomial of a(x), then we have m(z,A(z)) = 0 for all 
z E U. In particular m(z,A(z)) ---+ 0 as Z ---+ S in U. Substituting z f---+ S(l-z), it 
follows that A behaves near S like a solution y of the equation m(s(l -x),y) = 0 
near zero. Among the Puiseux series solutions of this equation there must therefore 
be one series which describes the asymptotic behavior of A near S. Which of them 
it is, this is again not easy to determine in general, but can usually be found out by 
inspection on concrete examples. If we have 

= 

A(z) = L Ak(1- zl S)"lr 
k=ko 

for all z E U which are sufficiently close to S, then the asymptotics of (an)';=o is 
determined by the Ak and the coefficients in the expansion of the terms (1 - zl S)"lr 
for klr E <Q \ IN. These coefficients are readily determined by the binomial theorem 
and the asymptotics of hypergeometric sequences: 

[x"] (1 -xlOklr = (klr) (-S)-n "-' I (.!.)" n-I-klr 
n r( -klr) S (n---+ oo ). 

In terms of absolute value, these terms grow more quickly for smaller values of k. 
This suggests that the relevant index k for the overall asymptotics of (all)';=o is the 
smallest k ::;:, ko for which k I r tj IN. Indeed, it can be shown that for this index k we 
have 

Ak (l)n -I-klr 
all "-' r( -klr) ~ n (n---+oo). 

Our derivation is heuristic to the extent that it does not contain rigorous analytic jus­
tification that summing up the infinitely many terms of the Puiseux series expansion 
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of A does not mess up the estimate obtained for the individual terms. For a com­
plete argument, we refer once more to the book of Flajolet and Sedgewick [21] and 
the references given there. The general treatment extends to the case of several sin­
gularities SI,"" Sm on the boundary of the disc of convergence. In this case, the 
asymptotics is of the form 

( 1 )Il -I-a ( 1 )Il -I-a an rv CI - n I + ... + Cm - n m 

SI Sm 
for certain constants CI, ... ,Cm E <C and (Xl, ... ,(Xm E <Q \ IN. 

As an example, let 

= 

(n ----+ 00) 

a(x) = L an~ = x3 - 2x4 + 7x5 - 20x6 + 64x7 - 200x8 + 647x9 + .... 
Il=O 

be the power series defined by m(x,a(x)) = 0 where 

m(x,y) = x3 + (x - 1)(3x+ l)y + 3xl+y3. 

We want to determine the asymptotics of (an);;'=o' The curve defined by m(x,y) is 
depicted in Fig. 6.4. Since a(O) = 0, we are interested in the branch passing through 
the origin. 

To determine the possible locations of the singularities, we compute 

resv(m(x,y),Dym(x,y)) = 108x4 + 76x3 - 21x2 - 24x - 4 

= (2x+ 1)2(27x2 - 8x - 4). 

Hence we find that the curve defined by m(x,y) has vertical tangents at the positions 
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Fig. 6.4 Algebraic curve defining an analytic function in a neighborhood of x = 0 
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Closest to the origin on the branch we are working on is S' := f? (2 - V31) :::::: -0.26. 
(If we were working on the branch going through (0, I), the limiting singularity 
would be -1/2.) On U := {z E ee : Izl < I S' I} we can therefore define the analytic 
function 

A: U --+ ee, A(z):= L ant'. 
n=O 

In order to clarify the behavior of A near S', consider the polynomial m( S' (I - x) ,Y)' 
Its three Puiseux series solutions start as 

-4S' + s\(32 + 108S')x - 59649 (4448 - 15012S')x2 + ... , 
g + hh + 2S'xl/2 - 1~2 (32 - 135S)x+···, 

g - hh + 2S'xl/2 - 1~2 (32 - 135S)x+···. 

The first solution has no fractional exponents, is hence analytic at S' and must there­
fore correspond to the branch going through (0,1). The other two solutions corre­
spond to the two branches attached to the branch point at S'. Which of them corre­
sponds to the branch going upwards depends on whether we choose to identify the 
formal termx1/ 2 with the analytic function +vIz or -viz. In either case, we find that 

(z --+ S' in U), 

and from the square root term in this expansion we obtain 

a rv ~ S'-nn-I-I/2=_~(_2+V31)nn-3/2 
n 3r(-1/2) 6y1n 2 

(n--+ oo ). 

It is easy to do a cross check of this result by comparing the actual values of an 
and the asymptotic term for some large n. In fact, already for indices of moderate 
size, the asymptotics becomes apparent. For example, for n = 25 we have a25 = 

254927203828 while the asymptotic estimate evaluates to 256256891882.55236 .... 
The difference is already below 1 %. 

Singularity analysis not only provides us with a powerful means to determine the 
asymptotics of particular sequences, but it also gives rise to general structure theo­
rems. For example, in the case of algebraic functions, since it is true in general that 
the asymptotics of a coefficient sequence is of the form ccpnn-1- a for some c, cp E ee 
and a E <Q \ N, we can reject right away all power series whose coefficients have 
a different asymptotic behavior as transcendental. This applies in particular to the 
power senes 

because the formulas given in Chap. 5 imply 

( 1/2)2 rv~n-3 
n 4n 

(n--+oo), 

and there is no a E <Q \ N with -3 = -I - a. 
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6.6 Applications 

Context Free Languages 

A formal language L C;; E* is said to be context free if its words can be described by 
a context free grammar. A context free grammar is a way of "generating" the words 
of a language in a deduction scheme that employs letters taken from some auxiliary 
alphabet N disjoint with E. The letters in N are called nonterminal symbols. The 
starting point of a deduction is some fixed distinguished letter SEN, the starting 
symbol. The context free grammar consists of a set of rules of the formA ---+ a where 
A E N and a E (N U E)*, and the words of the language defined by the grammar 
are those words (j) E E* which can be obtained by starting from S and repeatedly 
replacing letters A EN by words a E (N U E)* according to the rules A ---+ a of the 
grammar, until all nonterminal symbols have disappeared. 

As an example, takeN= {S,B,N,D} andE = {+,*, -, (,) ,x,O,1, ... ,9} and the 
rules 

(I) S---+ (SBS) (5) B---++ (10) D---+O 

(2) S---+ ( - S) (6) B---+- (11 ) D---+l 

(3) S---+N (7) B---+* 

(4) S---+x (8) N---+DN ( 19) D---+9. 

(9) N---+D 

A typical derivation using this grammar is 

sQl (SBS) Ql (SB (SBS)) Q1 (S* (SBS)) ~ (x* (SBS)) 

Ql (x* ((SBS) BS)) Q1 (x* ((SBS) BN)) ~ (x* ((SBS) BD)) 

~ (x* ((SBS)B2)) ~ (x* ((SBS) -2)) ~ (x* ((xBS) -2)) 

~ (x* ((xBx) -2)) Q1 (x* ((x*x) -2)). 

It is easy to see that all the words generated by this grammar are syntactically correct 
encodings of univariate polynomials in x with integer coefficients. 

The number of words of length n in a context free language can always be de­
scribed by an algebraic power series. An annihilating polynomial can be obtained 
from the deduction rules of the grammar. In the example above, if we denote 
by S(x),N(x),B(x),D(x) the power series whose coefficients carry the number of 
words that can be generated according to the grammar by the nonterminal symbols 
S,N,B,D, respectively, then we trivially have B(x) = 3x and D(x) = lOx. For the 
other two series, the deduction rules translate directly into the relations 

N(x) = D(x) +D(x)N(x) and S(x) = x2S(x)2B(x) +x3S(x) +N(x) +x. 
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The first implies N(x) = D(x) / (I - D(x)) = I Ox/ (I - lOx), and the second gives 

(30x4 - 3x3 )S(x)2 + (lOx4 - x3 - lOx + I )S(x) + (lOx2 - llx) = 0 

Restricted Lattice Walks 

The trick we applied for obtaining the generating function of Dyck paths in the 
beginning of this chapter works more generally for enumeration problems related to 
lattice walks that are restricted to some part of the lattice. It is known as the kernel 
method. We give another example for this method. 

As in Sect. 4.6, consider lattice walks in ~2 starting in the origin (0,0) and consist­
ing of n steps where each single step can go either north-east (/) or south (1) or 
west ( f-). We are now interested in the number of walks which never step below the 
horizontal axis and end at a point (i, j). If an,i,j denotes this number, then we have 
again the recurrence 

(n,j ~ 0; i E ~), 

but this time in addition to the initial condition 

aO,i,j = { ~ ifi = j = 0 
otherwise 

we have the boundary condition an,ij = 0 (n ~ 0, i E ~,j < 0) reflecting the condi­
tion that we must not step below the horizontal axis. Taking this boundary condition 
into account, the recurrence now implies the functional equation 

I I I 
- (a(t ,x,y) - I) = xya(t,x,y) + -a(t,x,y) + - (a(t,x,y) - a(t,x, 0)) 
t x y 

for the generating function a(t,x,y) := L;=o(Lijan,i,jXiyj)tn. After bringing this 
equation into the form 

(xy - t(x2l +x + y) )a(t,x,y) = xy - txa(t,x, 0), 

we let the left hand side disappear by mapping 

x-t - j(t -x)2 - 4t2x3 
Y f-+ y(t,x) := 2 

2tx 

= t + ~t2 + x3Jl t3 + 3x:t1 t4 + ... E <Q(x) [[tlJ 

and obtain first 
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and secondly 

x(y-y(t,x)) 
a(t,x,y) = (22 ). xy-t x y +x+y 

Setting x = y = 1 finally tells us that 

3t-l+)1-2t-3t2 2 3 4 
a(t, 1, 1) = 2t(1 _ 3t) = 1 +2t+5t + 13t +35t + ... 

counts the total number of walks of the type we consider. 

It can be shown more generally that the generating function for lattice walks starting 
at (0,0), consisting of steps taken from a fixed step set S C;; {+-, "", r, /, ---+, "", 

L /}, and confined to some half-plane is always algebraic. 

Legendre Polynomials 

Consider the algebraic power series 

n=O 

We are interested in the coefficients Pn (x). Using the binomial theorem, we can 
express them in terms of a sum. The calculation 

(1-2xt+t2)-1/2 = (I +t(t-2x))-1/2 = f, (-1/2) (t-2x)jt j 
j=O J 

= f, ± (-1/2) (i) (_2x)j-kt i+k 
]=Ok=O J 

n=j+k f, (lIJ (-~2) (n-k) (_2X)n-2k) tn 
n=O k=O n k k 

implies 

Pn(x) = lIJ (-~2) (n-k) (_2x),,-2k 
k=O nk k 

(n ~ 0). 

From this representation it is apparent that the P n (x) are polynomials in x of de­
gree n. They are called the Legendre polynomials. 

Zeilberger's algorithm applied to the sum representation of P n (x) delivers the recur-
rence 

(n + 2)Pn+2(X) - (3 + 2n)xPn+l (x) + (n + 1 )Pn(x) = ° (n ~ 0). 
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Using this recurrence, it can be shown inductively that 

ifn # m 
ifn = m ' 

133 

meaning that the Legendre polynomials form a family of orthogonal polynomials 
for the constant weight function 1. 

Like Chebyshev polynomials, Legendre polynomials enjoy a lot of useful properties 
that make them attractive for numerical analysts. 

6.7 Problems 

Problem 6.1 We have deduced from the equation l-C(x) +xC(xj2 = 0 the explicit 

representation C(x) = I-~. What rules out the possibility C(x) = I+~? 

Problem 6.2 Following the reasoning in the proof of Theorem 6.1, derive a differ­

ential equation for C(x) = I-~ starting from its minimal polynomial. 

Problem 6.3 Recall from Problem 2.10 that the infinite continued fraction 

x 
K(x):=----

x 
1-----

x 
1---

1 - ... 

exists as a formal power series in IK[[xll. Prove that K(x) = xC(x) , where C(x) is the 
generating function of the Catalan numbers. 

Problem 6.4 It follows from the proof of Theorem 6.1 that a minimal polynomial 
m(x,y) E IK(x)lYl of degree d gives rise to a homogeneous linear differential equa­
tion of order (at most) d. Prove analogously that a minimal polynomial of degree d 
also implies the existence of an inhomogeneous linear differential equation of order 
(at most) d - I, i.e., show that whenever a(x) E IK[[xll is such that m(x,a(x)) = 0 
then there are polynomials Po (x) , ... ,Pd-I (x),q(x) E IK[x], not all zero, such that 

Po (x)a(x) + PI (x)a' (x) + ... + Pd-I a(d-I)(x) = q(x). 

Problem 6.5 Determine the first four terms of all three Puiseux series a(x) satisfy­
mg 

4a(x)3 - 3(8x + 1 )a(x) + (8x2 + 20x - I) = O. 
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Problem 6.6 Let a(x) = I.;;'=oanxn and b(x) = I.;;'=obnxn be two algebraic power 
series and let (cn);;'=o be the sequence starting like 

Show that I.;;'=o cnx" is algebraic. 

Problem 6.7 Determine the minimal polynomial of the algebraic power series 

I,(Cn+Fn)xn, 
n=O 

where (Cn);;'=o and (F,,);;'=o are the sequences of Catalan and Fibonacci numbers, 
respectively. 

Problem 6.8 Let 
= 

() ~ n I + 2 2 + 64 3 + 32 4 + a x = L; anx = '3 x nX 2187 x 2187 x ... 
n=O 

be the power series satisfying 

64a(x)3 -na(x)2 + (48x - 81 )a(x) + (27x - 2x2) = 0, a(O) = O. 

Determine the asymptotics of (an);;'=o' 

Problem 6.9 The hypergeometric series 

( -1/3,-2/31) 4 82 643 2564 
2FI 1/2 x =1+9x +243 x +6561 x + 59049 x + ... 

is algebraic. Find its minimal polynomial. 

Is every hypergeometric series algebraic? Is every algebraic series hypergeometric? 

Problem 6.10 The diagonal of a bivariate power series a(x,y) = I.';k=Oan,kx'yk E 

IK[[x,y]] is defined as d(x) := I.;;'=oan,nx' E IK[[x]]. It can be shown that whenever 
a(x,y) is rational, then its diagonal d(x) is algebraic. The goal of this problem is to 
confirm this theorem for the particular example 

= 1 
a(x,y) := I, an,kxnl:= . 

n=O 1 - x - y + 2xy 

1. Use the geometric series twice to determine a hypergeometric sum description 
for an,k (n, k ~ 0). 

2. Set n = k in this sum and apply Zeilberger's algorithm to find a recurrence for 

(an,n);;'=o· 
3. Use the recurrence to compute the first, say, twenty terms on the diagonal, and 

apply automated guessing to find a conjectural algebraic equation for d(x) = 
I.;;'=o an,nx ' . 

4. Prove the conjectured equation. 
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Problem 6.11 Prove item 4 of Theorem 6.3. 

Problem 6.12 Let a(x) be an algebraic power series and suppose that the power 
series b(x) is such that a(b(x)) = x. Show that b(x) is algebraic. 

Problem 6.13 Here are some ways to prove that exp(x) = I.;=o ;hx" is not alge­
braic. 

I. Confirm that the coefficient sequence (I Inl);=o is incompatible with the possible 
asymptotic growths of coefficient sequences of algebraic functions. 

2. Suppose that p(x,y) E CQ[x,y] is the minimal polynomial of exp(x). Derive a con­
tradiction by showing that differentiating p(x,exp(x)) gives a smaller annihilat­
ing polynomial. 

3. Suppose that p(x,y) E CQ[x,y] is the minimal polynomial of exp(x). Derive a con­
tradiction by considering limz---+= p(z, eZ)zUeZ for suitably chosen u, v E :.:z. 

4. Argue with Theorem 6.3 that if exp(x) E <c[[xll is algebraic then also xl sin(x) is 
algebraic. Then use that algebraic functions have at most finitely many singular­
ities. 

5. Show that for any dEN, if po(x), ... ,Pd(X) E CQ[x] are such that 

1 2/l d/l 
po(n) + PI (n)- + P2(n)- + ... + Pd(n)- = 0 (n ~ 0) 

n! nl nl 

then po(x) = PI (x) = ... = Pd(X) = O. (Hint: Reuse the idea from part (ii) of the 
proof of Theorem 4.1.) Conclude that exp(x) cannot be algebraic. 

Problem 6.14 Prove that I.;=oH/lx" is not algebraic. 

(Hint: First show that log( 1 + x) is not algebraic by combining the results of the 
previous two problems.) 

Problem 6.15 Let a(x) = I.;=oa/lxn . Prove or disprove: 

1. Ifp(x,a(x)) = 0 for some nonzero polynomialp(x,y), then q(n,a/l) = 0 (n ~ 0) 
for some nonzero polynomial q(x,y). 

2. If q(n,an ) = 0 (n ~ 0) for some nonzero polynomial q(x,y), then p(x,a(x)) = 0 
for some nonzero polynomial p(x, y). 

Problem 6.16 The grammar {s ---+ (S), s ---+ s s, S ---+ E} for the alphabet L = 
{ (, ) } and the single nonterminal symbol S describes the language consisting of all 
correctly bracketed words: 

E, (), () (), (()), () () (), (()) (), () ( ()), (( () ) ), (() () ), ... 

This language obviously does not contain any words of odd length. How many 
words of length 2n does it contain? 
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Problem 6.17 Determine the generating function for the number of lattice walks 
confined to the upper half plane, starting in the origin, and consisting of exactly n 
steps that go either up (I), down (1), left ( +-) or right ( ----+ ). 

Problem 6.18 Prove the following alternative sum representations of Legendre 
polynomials by computing a recurrence equation for the sum (with Zeilberger's 
algorithm) and checking an appropriate number of initial values: 
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Chapter 7 

Holonomic Sequences and Power Series 

We are close to the end, but there is one more class that we want to present. This 
class is much wider than the classes discussed so far. It contains all the classes 
considered before, as well as many additional objects. It is interesting mainly for 
two reasons. First, because it covers a great percentage of the most widely used 
special functions in physics as well as many combinatorial sequences arising in 
applications. Secondly, because also for this large class there are algorithms for 
answering the most urging questions about its elements. 

7.1 Harmonic Numbers 

Harmonic numbers emerge in the analysis of the Quicksort algorithm, as we have 
seen at the beginning of the book. They also arise in numerous other contexts in 
enumerative combinatorics, in probability theory, or in number theory. They also 
have some properties which are interesting in their own right, being related even to 
some of the most famous open problems in mathematics altogether. 

In several respects, the sequence (Hn)';:=o of harmonic numbers resembles the nat­
ural logarithm. These two quantities are connected not only through the asymptotic 
estimate Hn rv log(n) (n ----+ 00) or through the generating function 

= 1 1 
I, Hnx' = --Iog--, 
n=O I -x I -x 

but they also show a somewhat analogous behavior with respect to forward differ­
ence and differentiation: 

D t log(t) = t. 
This latter analogy has the consequence that many sums involving harmonic num­
bers can be evaluated in a similar fashion as integrals involving logarithms. For 
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example, using the rule for summation by parts (Problem 3.12 in Chap. 3), we find 

= (n+ I)Hn+l - (n+ I) (n 2 0). 

Observe how closely this calculation matches the standard integral evaluation 

jlog(t)dt= jlog(t)ldt=log(t)t- j~tdt=tlog(t)-t. 
u v' u ut V 

Such analogies apply often, albeit not always as literally as here. The summation 
analogue of 

-Iog(t) dt = -log(t)2 j 1 1 

t 2 

illustrates that summation can sometimes be more subtle than integration: The iden­
tity 

(n 2 0), 

which can also be found by summation by parts, contains in addition to the ex­
pected term a new sum which cannot be simplified any further. This sum defines the 
harmonic numbers of second order. More generally, for integers r 2 1 we define 

(n 2 0), 

and call (H/~r)t;=o the sequence of harmonic numbers of r-th order. Generalizing 
further, we may allow several integer parameters rl, ... , r m 2 1 and consider the 
nested sums 

In this notation, our previous result reads 

H(I,I) = 1 (H2 +H(2)) 
n 2 n n (n 2 0). 

It is a special case of the general identity 

H (u,V) + H(v,u) _ H(u)H(v) + H(u+v) 
n n - n n n (n 2 0) 
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which holds for arbitrary u, v ~ I, and which, in a certain sense, describes all the 

relations that hold among the sequences (H~{'v))';;=o and (H~w))';;=o for u, v, w ~ 1. 

In contrast to the sequence (Hn)';;=o, which diverges for n ---+ 00, the higher order 

harmonic numbers (H/~r) )';;=0 (r > I) all converge to a finite limit. Also the sequences 

(H~rl, ... ,rmly;:=o all converge to a finite limit whenever rl > 1. The limiting values 
are commonly denoted by the symbol S': 

r( ) '- I' H(rl, .. .,rm) ." rl,···, rm .- 1m n 
ll-----+OO 

The univariate version (m = I) is known as the Riemann zeta function and plays 
a prominent role in analytic number theory. 

In spite of several centuries of mathematical research, the nature of the numbers 
S' (rl , ... , r m) is still not well understood. We do know that there are further relations 
in addition to such relations as 

S'(u, v) + S'(v,u) = S'(u)S'(v) + S'(u + v) (u, v > I), 

which directly follow from relations among the underlying generalized harmonic 
number sequences. For example, the identity 

S'(2, I) = S'(3) 

has no direct counterpart on the level of sequences. We also know (from Euler) that 
there are the closed form representations 

r(2n) = (_l)n+l (2nln B 
." 2(2n)! 2n 

(n~l), 

where Bn is the n-th Bernoulli number. But we do not know, for instance, whether 
S' (3) can be expressed in terms of common numbers such as nor e. It can definitely 
not be expressed as a fraction p / q E <Q, as was proven only in 1978. No proof 
is known for the irrationality of S' (n) for any other odd integer n. It is commonly 
believed (and there is strong empirical evidence supporting such believe) that all the 
numbers S'(n) (n E N \ {O}) are transcendental. The point is that nobody knows how 
to formally prove this. 

7.2 Equations with Polynomial Coefficients 

The reader who has attentively followed the exercises of the previous chapters will 
have observed that the harmonic numbers (Hn)';:=o are not a polynomial sequence, 
not a C-finite sequence, not a hypergeometric sequence, and not the coefficients of 
an algebraic series. Yet they do satisfy the simple second order recurrence equation 

(n + 2)Hn+2 - (2n + 3)Hn+l + (n + 1 )Hn = 0 (n ~ 0). 
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This recurrence renders the harmonic numbers holonomic. 

We define a sequence (an)';=o to be holonomic (of order r and degree d) if there exist 
polynomials Po (x) , ... ,Pr(x) E IK[x] of degree at mostd with po(x) # 0 # Pr(x) such 
that 

po(n)an + PI (n)an+1 + ... + Pr(n)an+r = 0 

for all n E N with Pr(n) # O. Such an equation is called a holonomic recurrence of 
order r and degree d. The sequence (an)';=o is uniquely determined by such a recur­
rence once we are given r initial values ao, . .. ,ar-l and the values an for the (finitely 
many) indices n where Pr(n) = O. Nota bene: a holonomic recurrence of order r can 
have more than r linearly independent solutions if Pr(x) has non-negative integer 
roots. 

A power series a(x) E IK[[xll is called holonomic (of order r and degree d) if there 
exist polynomials qo(x), ... ,qr(x) E IK[x] of degree at most d with qo(x) # 0 # qr(X) 
such that 

qo(x)a(x) + ql (x)Dxa(x) + ... + qr(x)D~a(x) = O. 

Such an equation is called a holonomic differential equation of order r and degree d. 
Holonomic sequences and holonomic power series are related as follows. 

Theorem 7.1 Let a(x) = 'i';=oanxn E IK[[xll be a formal power series. 

1. If the formal power series a(x) is holonomic of order r and degree d, then the 
coefficient sequence (an)';=o is holonomic of order at most r + d and degree at 
most r. 

2. If the coefficient sequence (an)';=o is holonomic of order r and degree d, then the 
formal power series a(x) is holonomic of order at most d and degree at most r+ 
d. 

Proof We show part I. The proof of part 2 is Problem 7.5. 

Suppose that a(x) satisfies the holonomic differential equation 

qo(x)a(x) + ql (x)Dxa(x) + ... + qr(x)D~a(x) = 0 

for some polynomials qj(x) = qj,O + qj,lX + ... + qj,dXi E IK[x] of degree at most d. 

The definition of differentiation and multiplication of formal power series directly 
implies 

xiD{ I, anxn = I,(n - i + I }ian+j_iXn (i,j EN). 
n=O n=i 

Therefore 
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for some polynomial p(x) of degree less than d accounting for the necessary adjust­
ments of initial values. Coefficient comparison with respect to x gives 

d r 

L L qj,i(n - i + 1 )Jan+j_; = 0 
;=OJ=o 

(n 2 d). 

Substituting n f--+ n + d, then i f--+ d - i and then setting k = i + j turns this equation 
into 

d+r ( min(r,k) _) 
L L. qi,d+i-k(n + k - j + l)i an+k = 0 
k=O j=max(O.k-d) 

(n 2 0). 

With the polynomials po(x), ... ,Pd+r(X) E IK [xl defined as indicated by the brace, 
we have 

po(n)an + PI (n)an+1 + ... + Pd+An)all+(d+r) = 0 (n 2 0). 

This is the desired holonomic recurrence for (all);=o' D 

The theorem is constructive in the sense that it not only asserts the existence of 
certain differential or recurrence equations, but its proof also tells us how to obtain 
them. For example, if an = n! (n 2 0), then the sequence (an);=o is holonomic 
because of the first order recurrence equation 

an+l - (n+ I)all = 0 (n 2 0). 

Therefore its generating function a(x) = I.;=o n!x" must satisfy a differential equa­
tion. Indeed, 

x2a"(x) + (3x-l)a'(x) +a(x) = O. 

The class of holonomic sequences (viz. formal power series) encompasses all the 
classes considered in earlier chapters: polynomial sequences, C-finite sequences, 
and hypergeometric sequences obviously satisfy a holonomic recurrence equation, 
and algebraic series satisfy holonomic differential equations by Theorem 6.1. In 
addition, there are sequences and power series which are holonomic but do not be­
long to any of the classes previously considered (for example: harmonic numbers). 
Further holonomic objects can be obtained from the following closure properties. 

Theorem 7.2 Let a(x) = I.;=oa"x" E IK[[xll and b(x) = I.;=ob"x" E IK[[xll be holo­
nomic. Then: 

1. Linear combinations (Xa(x) + {3b(x) ((X, {3 E IKfixed) are holonomic. 

2. Cauchy product a(x)b(x) and Hadamard product (allbn);=o are holonomic. 

3. Derivative a'(x) andforward shift (all+l);=o are holonomic. 
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4. Integral Ix a(x) and indefinite sum C'ik=o ak)';;=o are holonomic. 

5. If b(x) is algebraic and b(O) = 0, then a(b(x)) is holonomic. 

6. (alun+vJ );;'=0 is holonomicfor every u, v E <Q with u, v 2 O. 

Proof The proof of parts 1-4 and 6 resemble the proofs of C-finite closure proper­
ties (Theorem 4.2); part 5 is proven by the same argument as Theorem 6.1. As an 
illustration, we demonstrate the closure under Cauchy product in some detail. 

If po(x), ... ,Pr(x) E lK[x] with Pr(x) # 0 are such that 

Po (x)a(x) + PI (x)Dxa(x) + ... + Pr(x)D~a(x) = 0 

then 

r ( ) Po (x) () PI (x) () Pr-l(X) r-I ( ) Dxax =--(-)ax --(-)Dxax - ... - () Dx ax. 
Pr X Pr X Pr X 

Repeatedly differentiating this equation while always replacing any newly emerging 
term D~a(x) by the right hand side, it follows that for every i 2 0 there exist rational 
functions qO,i(X), ... ,qr-l,i(X) E lK(x) with 

In other words, all derivatives D~a(x) (i 2 0 fixed) belong to the lK(x)-vector space 
A C;; lK( (x)) of dimension at most r generated by the power series a(x), . .. ,D~-la(x). 
Analogously, if b(x) is holonomic of order s, then the derivatives D{b(x) (j 2 0 
fixed) all belong to the lK(x)-vector space B C;; lK( (x)) of dimension at most s gen­
erated by the power series b(x), ... ,D~-lb(x). 

Now let c(x) = a(x)b(x). The derivatives D~c(x) (k 2 0 fixed) all belong to the 
lK (x) -vector space C = A I6i B C;; lK ( (x)) generated by the mutual products 

a(x)b(x), 

a(x) (Dxb(x)) , 

(Dxa(x) )b(x), 

(Dxa(x)) (Dxb(x)) , 

... , 

... , 

(D~-Ia(x))b(x), 

(D~-I a(x)) (Dxb(x)), 

a(x)(D~-lb(x)), (Dxa(x))(D~-lb(x)), ... , (D~-la(x))(D~-lb(x)). 

The dimension ofC is at most rs, so any rs+ 1 power series of the formD~c(x) (k 2 0 
fixed) must be linearly dependent. In particular, the power series c(x), ... ,D~Sc(x) E 

C must be linearly dependent over lK(x). This means that there must be rational 
functions uo(x), ... , urAx) E lK(x), not all zero, such that 

uo(x)c(x) + UI (x)Dxc(x) + ... + urs(x)D~Sc(x) = O. 

Clearing denominators yields a holonomic differential equation of order at most rs 
for c(x). D 
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By this theorem, it is often a matter of seconds to realize that a power series given 
via a complicated-looking expression is holonomic. For instance, the power series 

( ) .= ~ _J1.= ~ (~ ,) n 1 exp(l - yTTx)log(1 -x) 
a x. L" anA. L" L" k. x + 2 

n=O n=O k=l x I -x-x 

- x+ ~x2 + ~x3 + 389 x4 + 36557 x5 + 1116179x6 + ... E III [[x]] 
- 2 3 12 240 1280 "" 

is obviously holonomic. Indeed, it satisfies a holonomic differential equation of or­
der 7 and degree 32, which, printed out explicitly, would consume about two pages 
in this book. 

The differential equation satisfied by a holonomic power series is not unique. Of 
course, starting from a particular equation of order r and degree d , we can ob­
tain higher order equations of the same degree by differentiating, and higher degree 
equations of the same order can be obtained by simply multiplying the equation by 
a power of x. This way, we can create equations with order i and degree j for every 
point (i, j) in the cone (r, d) +]N"2 rooted at (r, d). The set of all the pairs (i, j) for 
which there exists an equation of order i and degree j is a finite union of such cones. 
For the example series a(x) above, this set is visualized in Fig. 7.1. Equations of 
minimal order tend to have high degree and equations of minimal degree tend to 
have high order. 

10 20 30 r 

d 

30 

20 

10 

- f-

i 

h--" 
I I I I 

10 20 30 r 

Fig. 7.1 Orders r and degrees d of possible holonomic differential equations (left) and recurrence 
equations (right) satisfied by a(x) and (an);=o, respectively. 

Differential equations satisfied by a holonomic power series can be recovered by 
automated guessing from its initial terms, provided that sufficiently many of them 
are known (Sect. 2.6). And once a reasonable guess is available, it is often possible 
to formally prove its correctness by an independent argument. In contrast, it can be 
quite hard to prove that a power series is not holonomic. Of course, the fact that we 
do not find an equation for it does not prove anything, as it may just mean that we 
did not search hard enough. One criterion which sometimes comes in handy is the 
(nontrivial) fact that for a holonomic power series a(x) E IK[[xll with a(O) cf 0 we 
have that l/a(x) is holonomic if and only if a'(x)/a(x) is algebraic. This criterion 
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implies, for example, that the Bernoulli numbers are not holonomic, for if they were, 
then xl (exp(x) - 1) would be holonomic, and then, by applying the criterion to the 
holonomic power series a(x) = (exp(x) - 1) I x, the series 

a'(x) 1 1 
--=1--+-...,---,--­
a(x) x exp(x) - 1 

would be algebraic, which is not the case, as follows from Problem 6.13. 

7.3 Generalized Series Solutions 

The set of all power series solutions of a fixed holonomic differential equation forms 
a vector space overthe ground field lK, for if two power series a(x), b(x) ElK [[xl] are 
solutions of a certain holonomic differential equation, then so is also aa(x) + {3b(x) 
for any choice a, {3 ElK. Generically, for a differential equation of order r we expect 
the solution set to be a vector space of dimension r. But like in Chap. 6, we must be 
aware of degenerate situations in which there do not exist as many linearly indepen­
dent power series solutions as the order of the equation suggests. Laurent series in 
general will not suffice either, and also Puiseux series are not always enough. Once 
more, we need a more generalized notion of series. 

Before discussing the most general situation, let us see how to find series solutions 
a(x) of the form 

a(x) = xaa(x) = aoxa +alxa+l + a2Xa+2 + a3Xa+3 + ... 

where a E lK and a(x) E lK[[xl] is a formal power series. We can assume without loss 
of generality that ao = 1. (Why?) In order to find such solutions, we first extract from 
the differential equation constraints on a which leave only finitely many possible 
values. Then we determine the coefficients of a(x) term by term. The derivative of 
xa for a E lK is defined as usual via Dxxa := axa- I , and termwise for a series 
of the form xaa(x). Consequently, we have D~xa = a!s.xa- k for k ~ 0 and so if 
a(x) is a power series, then D~xaa(x) = a!s.xa- k + .... Substituting the template 
a(x) = xaa(x) into the left hand side of a given equation 

Po (x)a(x) + PI (x)Dxa(x) + ... + Pr(x)D~a(x) = 0 

gives some series in which the coefficient of the lowest order term depends poly­
nomially on a but not on any of the coefficients aI, a2, a3, .... This polynomial is 
called the indicial polynomial of the equation. Since all the coefficients must be 
zero in order for a(x) to be a solution of the equation, the relevant values of a are 
precisely the roots of the indicial polynomial. 

As an example, consider the equation 
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Aiming at solutions of the form a(x) = xaa(x) where a(x) is a power series with 
a(O) = 1, we plug this solution template into the left hand side and obtain 

(6+··· )(xa + ... ) - (lOx + ... )(axa- I + ... ) + (4x2 + ... )(a(a _1)xa- 2 + ... ) 
= (6 -14a+4a2)xa + .. . 

There are only higher order terms hidden in the dots, so the only possible choices 
for a are the roots 112 and 3 of the indicial polynomial 6 - 14a + 4a2. For either 
choice, we can next determine the series coefficients a I , a2, a3, ... by again making 
an ansatz, going into the equation, and comparing coefficients to zero. For example, 
the first terms of the series solution with a = 112 are obtained by observing that 

(6 + 6x - 3x2) (x l/2 + alx3/2 + a2x5/2 + a3x7/2 + ... ) 
- (lOx- 3x2 - 3x3)(~x-l/2 + ~alxl/2 + ~a2x3/2 + ;a3x5/2 + ... ) 
+ (4x2 - 6x3 + 2x4) ( - ~x-3/2 + ~alx-I/2 + ¥a2xl /2 + ¥a3 x3/2 + ... ) 
= (9-6adx3/2+(-2+6al-4a2)x5/2+(3al-9a2+6a3)x7/2+ .. . 

turns into zero for al = ~, a2 = i, a3 = ¥, etc. In this example, we can continue 
to compute as many terms as we like. For every index n we will encounter a linear 
equation which determines the value of an uniquely in terms of the lower order terms 
determined earlier. But this is not always so. If the indicial polynomial has two roots 
aI, a2 at integer distance, say al = a2 - k for some kEN, then the k-th coefficient 
of the solution corresponding to al is not determined by the differential equation. 
Problem 7.12 has an example for this phenomenon. 

What is true in general is that every root a of the indicial polynomial gives rise to 
a series solution of the form xa a(x). But unlike in the example, the number of roots 
of the indicial polynomial can be less than the order of the differential equation. In 
this case, there are solutions which cannot be written in the form xa a(x) but only in 
terms of more general types of series. There are two possible reasons for the indicial 
polynomial to lack some roots. First, its degree may be smaller than the order ofthe 
equation, and secondly, its roots may not be pairwise distinct. 

It turns out that multiple roots indicate solutions which can be expressed using a 
(formal) logarithm with derivation rule Dx log (x) = I Ix. To an m-fold root a of the 
indicial polynomial, there correspond m (formal) solutions 

xaao (x) , 

log(x)xaao(x) +Xaal(X), 

log(x)m-Ixaao(x) + ... + (m;;l) log (xlxa am-k (x) + ... +xaam(x) 

where ao(x), ... ,am-I (x) are formal power series with ao(O) = 1 and al (0) = ... = 

am-I (0) = O. The coefficients of ao(x) can be determined term by term just as de­
scribed before, and a similar calculation gives the first n coefficients ofthe i-th series 
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ai(x) once the first n coefficients of the series ao(x), . .. , ai-l (x) are known. For ex­
ample, the holonomic differential equation 

has the indicial polynomial (1 + 3a?, indicating two solutions, one of the form 
[1/3 ao (x) and the other of the form log(x)[1/3ao (x) +[1/3al (x). The first coef­
ficients of the first solution are readily found to be 

x- I/3 (1 +x+ §.x2 + 148 x3 + 289 x4 + ... ) 
3 27 27 . 

The second solution will therefore have the form 

log(X)X- I / 3 (1 +x+ §.x2 + 148 x3 + 289 x4 + ... ) 
3 27 27 

+x- I/3 (0 + alx+ a2x2 + a3x3 + a4x4 + ... ) 

for some rational numbers al ,a2,a3,'" which can be determined by plugging the 
ansatz into the differential equation and comparing coefficients of like powers of x. 
Th' . l' l' 1 59 6503 148393 t IS umque y Imp Ies al = , a2 = -TI' a3 = -324' a4 = - 2592 ' e c. 
The case of multiple roots being settled, it remains to investigate the case where the 
indicial polynomial does not have maximal possible degree. A simple example for 
this situation is the first order equation 

a(x) +x2a'(x) = O. 

An attempt to solve this equation in terms of a series xa(1 + alx+ a2x2 + ... ) leads 
to the condition 

( a) 2( a-I ) 1 a ! 0 X + ... +x ax + ... = x + ... = 

which can never be satisfied. The problem is that the increase in degree caused by 
the multiplication by x2 exceeds the decrease in degree caused by the differentia­
tion a' (x). The consequence is that only a(x) contributes to the indicial polynomial, 
but since its coefficients are free of a, the indicial polynomial is a nonzero constant 
here. 

The idea is now to induce the appearance of a nontrivial indicial polynomial by 
applying suitable substitutions to the equation. It turns out that this can be achieved 
using (formal) exponentials. This time we will exploit the formal derivation rule 

Dxexp(cxk) = ckxk- l exp(c}:) 

to produce multiplicative factors }: according to our needs. Repeated derivation 
gIves 

(m 2 0), 

where em(x) is a certain polynomial in <Q(c) [x] of degree m. For k E <Q, we may 
regard em (xk) as a Puiseux series with finitely many terms only, a "Puiseux poly­
nomial" so to speak, whose lowest order term will have the exponent mk if k is 
negative. 
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Starting from a holonomic equation 

po(x)a(x) + PI (x)Dxa(x) + ... + Pr(x)D~a(x) = 0, 

the substitution a(x) = exp(c.l)a(x) for a fixed rational number k < ° and a fixed 
constant c E IK leads to a new equation 

Po (x)a(x) + PI (x)Dxa(x) + ... + Pr(x)D~a(x) = ° 
where po(x), . .. ,Pr(x) are Puiseux series in x, specifically: 

for i = 0, ... , r. For the exponent of their lowest order term, we find 

ordp;(x) =min{ordp;(x), k-l+ordp;+I(X), ... , (r-i)(k-l)+ordpr(x)} 

for i = 0, ... ,r. We have to find all values for k such that the equation for a(x) 
has a nontrivial indicial polynomial. The nontriviality of the indicial polynomial 
translates into an optimization problem for the orders ofthe p;(x), which, similar as 
in Sect. 6.3, admits a simple geometric reformulation. For each term xi occurring in 
p;(x), draw a vertical line from (i,j) upwards and determine the convex hull C of 
all these lines. We call C the Newton polygon of the differential equation. If C has 
an edge with slope ex > I, then we substitute a(x) = exp(cxk)a(x) with k = I - ex 
and undetermined c and a(x) into the left hand side of the original equation. The 
coefficient of the lowest order term will then be a nontrivial polynomial in c whose 
nonzero roots are precisely the eligible values for c. 

The differential equation for a(x) obtained in this way may still not have a non­
trivial indicial polynomial, but iterating the process with increasing values of k will 
after finitely many steps lead to a differential equation whose Newton polygon has 
a line segment with slope ex = I. Such a segment indicates that we have reached 
an equation which has a nontrivial indicial polynomial. A solution of the equation 
can then be found as described earlier. The accumulated substitutions correspond to 
a multiplicative factor of the form exp(u(x-I/r)) for some rEIN" and u(x) E IK[x]. 

To see a concrete example, consider the equation 

Its Newton polygon is depicted in Fig. 7.2 on the left. There are two choices for k. 
The edge (0,0)-(1,3) offers k = -2 while the edge (1,3)-(2,7) offers k = -3. 
We select the latter, substitute a(x) = exp(c[3)a(x) into the left hand side of the 
equation, and get 

(c(2+c) + ... )a(x) + ( ... )a'(x) + ( ... )al/(x) = ° 
where the dots hide higher order terms. The coefficient of the lowest order term is 
c( c + 2). For c = - 2 the equation has still no nontrivial indicial polynomial, so we 
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Fig. 7.2 Newton polygons for the example differential equation 

iterate and consider the Newton polygon of the equation obtained for c = -2. It 
is shown in Fig. 7.2 in the middle. The edge (1,3 )-(2,7) was already used, so the 
only possible choice now is (0, I )-( 1,3), which corresponds to k = -I. Substitut­
ing a(x) = exp(cx-1 )a(x) into the left hand side of the equation for a(x) gives an 
equation for a(x) of the form 

(36(1- c)x+··· )a(x) + ( ... )a'(x) + ( ... )al/(x) = 0. 

For c = 1, the Newton polygon for this equation (Fig. 7.2 right) has an edge with 
slope 1, and indeed the equation has the nontrivial indicial polynomial 36(2 - a) 
and a power series solution of order two with 1, - 2~5, 49,l'r, ... as its first nonzero 
coefficients. It follows that the original differential equation has a solution of the 
form 

a(x) = x2exp( -2x-3 +x- I )(1 - 2~5 x+ 49N5x2 + ... ). 

Starting out with the edge (0,0)-( 1,3) leads analogously to the second solution 

a(x) = x-2 exp(3x-2) (1 + ~x2 - Hx3 + i~~x4 + ... ). 

It is shown in [30] that the procedure described here works not only in this example 
but for any holonomic differential equation. In particular: 

Theorem 7.3 IfTK is algebraically closed, then every holonomic differential equa­
tion of order r has r linearly independent solutions of the form 

xtl exp(u(x-1/ s )) (ao(x) + log(x)al (x) + ... + log(x)mam(x)) 

where s E N\ {O}, u(x) E TK[x], u(O) = 0, a E TK, mEN, ao(x), ... ,am(x) E TK[[x]]. 

7.4 Closed Form Solutions 

A natural tendency in the design of algorithms applicable to a specific class of se­
quences or power series is that for smaller input domains it is possible to solve 
harder problems by means of an efficient algorithm than for larger domains. If a se-
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quence (an);=o is given via a holonomic recurrence 

po(n)an + PI (n)an+1 + ... + Pr(n)an+r = 0 (n ~ 0) 

and a suitable number of initial values, we therefore might want to decide whether 
the sequence actually belongs to a smaller class: Is (an);=o actually a polynomial 
sequence, or C-finite, or hypergeometric, or is its generating function algebraic? If 
so, we might want to compute appropriate alternative representations of (an);=o so 
that algorithms which are only available in the smaller class become applicable. 

Polynomial solutions of a holonomic recurrence equation can be found in very much 
the same way as described in Sect. 3.4 for a slightly different kind of equations: To 
determine a basis for the vector space of all polynomials a(x) E IK [x] such that 

po(x)a(x) + PI (x)a(x + 1) + ... + Pr(x)a(x + r) = 0 

first find a bound dEN on the possible degree of a(x), then make an ansatz 
a(x) = ao + alx+", + adxt with undetermined coefficients ao, ... ,ad and plug this 
ansatz into the equation. Finally compare coefficients of like powers of x to obtain 
a linear system of equations for the ai. The solutions ofthis system are in one-to-one 
correspondence with the polynomial solutions of the recurrence. 

The degree analysis from Sect. 3.4 can be generalized to holonomic equations of 
arbitrary order. Let 

(k=O, ... ,r) 

and 

8:= max (degqk(x) -k). 
O';:k';:r 

It can be shown (Problem 7.13) that if d is the degree of a polynomial solution a(x), 
then d s: - 8 - lord is an integer root of the polynomial 

r 

L ([XO+k]qk(X)).J E IK[x]. 
k=O 

Therefore, one can choose as a degree bound simply the maximum between the 
nonnegative integer roots of this polynomial (if there are any) and -8 - 1. 

Using the algorithm for finding polynomial solutions as a subroutine, it is also pos­
sible to find hypergeometric solutions of a holonomic recurrence. This extension is 
known as Petkovsek's algorithm and works as follows. Suppose that there is a hy­
pergeometric sequence (hn);=o which satisfies the recurrence 

po(n)hn + PI(n)hn+1 + ... + Pr(n)hn+r = 0 (n ~ 0). 

We are only interested in sequences (hn);=o which are nonzero from some point 
on. According to the definition of hypergeometric sequences, there is some rational 
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function u(x) E lK(x) with hn+I = u(n)hn for all n where u(n) is defined. Dividing 
the recurrence by hn and rewriting the quotients hn+;/ hn in terms of the rational 
function u(x) gives the equation 

r-I 
po(x) + PI (x)u(x) + P2(X)U(X)u(x + 1) + ... + Pr(x) rr u(x + i) = O. 

i=O 

Any rational solution u(x) of this equation gives rise to a hypergeometric solution 
(hn)';;=o of the original equation, and vice versa. It remains to find the unknown 
rational function u(x). If such a rational function exists, then it can be written in 
Gosper form, i.e., there will be polynomials a(x),b(x),c(x) E lK[x] with 

u(x)=a(x+l) b(x) 
a(x) c(x+ 1) 

and gcd(b(x),c(x+i)) = 1 (iEN\{O}). 

Petkovsek pointed out that for every u(x) E lK(x), one can find a(x),b(x),c(x) E 

lK[x] which, in addition to Gosper's condition on the gcd of b(x) and the shifts 
of c(x), also satisfy gcd(a(x),b(x)) = gcd(a(x),c(x)) = 1. Furthermore one can re­
quire that a(x) and c(x) are monic, i.e., that lcxa(x) = lcxc(x) = 1. A Gosper form 
satisfying these additional requirements is called Gosper-Petkovsekform. 

Suppose that a(x),b(x), c(x) are a Gosper-Petkovsek form for the unknown rational 
function u(x). Then the equation derived for u(x) can be rewritten to 

() () a(x+l) b(x) ()a(x+r)rrr-I b(x+i) 0 
Po x + PI X + ... + Pr X = . 

a(x) c(x+l) a(x) i=oc(x+i+l) 

Clearing denominators gives 

Po (x)a(x) + PI (x)a(x + 1) + ... + Pr(x)a(x + r) = 0 (P) 

where 

po(x):= po(x) c(x+ 1) c(x+2) ... c(x+r), 

PI (x) := PI (x) b(x) c(x + 2) ... c(x + r), 

Pr(x) := Pr(x) b(x) b(x+ 1) ... b(x+r-l). 

Because of b(x) I Pi(X) for i = 1, ... , r we must have b(x) I po(x)a(x), which, by the 
conditions of the Gosper-Petkovsek form, is only possible if b(x) I po(x). Anal­
ogously, because of c(x+r) I Pi(X) for i = O, ... ,r-l we must have c(x+r) I 

Pr(x)a(x + r), which, by the conditions of the Gosper-Petkovsek form, is only pos­
sible if c(x) I Pr(x - r). Since both po(x) and Pr(x) are part of the input, we can 
simply tryout all their divisors for b(x) and c(x), respectively, one after the other. 
There may be a lot of divisors, but up to a constant multiple, they are just finitely 
many. 
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So let bo(x),co(x) be a choice of monic divisors of po(x) and Pr(x - r), respec­
tively. We next need to find multiplicative factors z E lK such that b(x) = zbo(x) and 
c(x) = co(x) may possibly appear in the Gosper-Petkovsek form of a solution u(x). 
This is not too hard a thing to do. In the end we want to solve (P) for polynomi­
als a(x), so all values of z which prevent this equation from having a polynomial 
solution are out of the business. To determine the values z which pass this filter, 
recall that dega(x) = dega(x + i) for all i E N and any polynomial a(x), so that for 
d:= maxj<:;k<:;rdegpk(x) we must have 

which is a polynomial equation for z with coefficients in lK. For all the (finitely 
many) values z E lK satisfying this condition, we finally determine the polynomial 
solutions a(x) of (P). Each solution a(x) gives rise to a hypergeometric solution 

(hn)n=-O with hn+l = zain~1~h~7j hn (n E N sufficiently large) of the original equa-- a n Co n 
tion. 

In summary, Petkovsek's algorithm consists of the following steps. 

l. For all pairs (bo(x),co(x)) of monic polynomials with bo(x) I po(x) and co(x) I 
Pr(x - r) perform the following steps 2-5. 

2. For k = 0, ... , r, let h(x) := Pk(X) I11~6 bo(x + i) I1i=k+l Co (x + i). 
3. Set d:= maxo<:;k<:;rdegpk(x) and determine all z E lK such that 

For all these z E lK, perform the following steps 4-5. 

4. Find all a(x) E lK[x] such that 

Po (x)a(x) + ZPl (x)a(x + 1) + ... + zr Pr(x)a(x + r) = 0. 

5. For each solution a(x), output u(x) := zaixt~b~;l. a x cn x 

Petkovsek's algorithm is complete in the sense that if for some equation it does not 
find a hypergeometric solution, then this proves that the equation has no hypergeo­
metric solution. 

To see the algorithm in action, let (an);;'=o be the sequence defined by 

(n :::-. 0) 

and ao = aj = l. We want to express an as a linear combination of hypergeometric 
sequences, if at all possible. All but two of the pairs 

(bo(x),co(x)) E {1,x2+2x+2} x {1,x,(x-2)2+ I} 

to be considered lead in step 4 to equations which have no polynomial solution. The 
two interesting pairs are (1 ,x) and (1, 1). For the choice bo(x) = 1, Co (x) = x we 
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po(x) = 2(x2 + 2x + 2)(x + 1 )(x + 2), 

PI (x) = _(x3 +5x2 +4x+4)(x+2), 

J52(x) = (x2 + 1)(x+2) 

in step 2, and therefore the equation 2 - z + OZ2 = 0 in step 3. For its single solution 
z = 2, the equation in step 4 has the polynomial solution a(x) = 1. This solution 
gives rise to a hypergeometric solution (hn)';;=o with hn+1 = n;1 hll , e.g., hll = 2n In!. 
The pair (1,1) yields the second solution (n);;'=o' 
The solution space of the equation under consideration is two, and Petkovsek's al­
gorithm has found the two linearly independent solutions (2nln!);;'=o and (n);;'=o' 
Therefore it must be possible to express (an);;'=o as a linear combination of these 
two solutions. Appropriate coefficients are found by matching initial values and 
solving a linear system. The final result is all = 2" In! - n (n :;0. 0). 

In a bird's eye view, Petkovsek's algorithm may be described as applying suit­
able substitutions all f---+ r(n)an for some specific rational functions r(x) E lK(x) 
to a given holonomic recurrence equation to the end that polynomial solutions of 
the new equation correspond to hypergeometric solutions of the original one. There 
are algorithms based on similar techniques for finding, for instance, all the rational 
function solutions of a given holonomic differential equation. In combination with 
Theorems 7.1 and 4.3, such algorithms can be used to figure out whether a given 
holonomic sequence is actually C-finite. As the built-in solvers of most computer 
algebra systems are nowadays capable of finding rational solutions of differential 
equations, we omit a detailed description of these algorithms. For finding rational 
function solutions of recurrence equations, see Problem 7.17. 

Finally, given a holonomic differential equation, it is also possible to determine its 
algebraic solutions. Algorithms for accomplishing this task depend heavily on the 
the theory of differential Galois theory [57], which is far beyond the scope of this 
book and mentioned here only for the sake of completeness. 

7.5 The Tetrahedron for Holonomic Functions 

One last time, let us go through the four vertices of the Concrete Tetrahedron: re­
currence equations, generating functions, asymptotic estimates, and symbolic sums. 
Holonomic sequences are linked to linear recurrence equations by their very defini­
tion, and from Theorem 7.1 we know that their generating functions are precisely 
the holonomic power series. 

A brute force approach to summation is that if (an);;'=o is holonomic, then by The­
orem 7.2, the sequence (J.;:=Oak);;'=O is holonomic as well, and a recurrence for the 
sum can be obtained from a given recurrence for (an);;'=o' Besides this, it is some­
times possible to express symbolic sums involving a holonomic sequence in terms 
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of the summand sequence. For example, if (Pn(x));;'=o is the sequence of Legendre 
polynomials, then we have the summation identity 

n n+l n+l L (2k+ I)Pk (x) = -Pn(x) - --Pn+1 (x) 
bO I-x I-x 

(n :::-. 0) 

whose right hand side we may be willing to regard as a closed form for the sum 
on the left. Such closed form representations do not exist for every sum, but if they 
do, they may give more insight than a recursive description. So it is worthwhile to 
ask whether a given sum of a holonomic sequence has a closed form or not. The 
Abramov-van-Hoeij algorithm answers this question. Here is the precise problem 
statement. We are given a holonomic sequence satisfying 

po(n)an + Pl(n)an+l + ... + Pr(n)an+r = 0 (n :::-. 0), 

where we will assume for simplicity that Pr(X) has no nonnegative integer roots, and 
given a rational function q(x) E IK(x), and we want to find, if at all possible, rational 
functions uo(x), ... ,Ur-I (x) E IK(x) such that 

When this requirement is expanded into 

Ur-I (n + 1 )an+r + (u r-2(n + 1) - Ur-I (n) )an+r-I 

+ (Ur-3 (n + I) - ur-2(n) )an+r-2 
+ ... 
+ (uo(n+ 1) - uI(n))an+1 

+ (-q(n) - uo(n))an = 0 (n:::-' 0), 

it becomes tempting to simply match it to the given recurrence of (an);;'=o' From 
left to right, this suggests first Ur-l (x) = Pr(x - I), then Ur-2(X) = Ur-l (x - I) + 
Pr-I (x - 1) = Pr(x - 2) + Pr-I (x - 1), and so on all the way down to uo(x), which 
is determined by comparing the coefficients of an+ I. But also the coefficients of an 
have to match, so we must make sure that also the condition -q(x) - uo(x) = po(x) 
is satisfied. As we have to satisfy r + 1 equations with only r unknowns, this might 
not work out. If it does, then we have found a solution to the summation problem. 
But if not, then it is still to early to conclude that no solution exists. 

In general, it is necessary to adjust the recurrence appropriately before coefficient 
comparison yields a consistent solution. Following the advice of Abramov and van 
Hoeij, we introduce another unknown rational function, m(x) E IK(x), and multiply 
the recurrence of (an);;'=o with this rational function prior to the coefficient com­
parison. This leads to Ur-l (x) = m(x - I )Pr(X - I), Ur-2(X) = m(x - 2)Pr(x - 2) + 
m(x - 1 )Pr-I (x - 1), and so on all the way down to 

Uo(x) = m(x - r)Pr(X - r) + ... + m(x - 2)p2(X - 2) + m(x - I )Pl(X - I). 
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The final condition arising from comparing coefficients of an can be regarded as 
a recurrence equation for the as yet undetermined rational function m(x). What we 
need is that m(x) E lK(x) satisfies the so-called adjoint equation 

Pr(x)m(x) + Pr-l (x + 1 )m(x + 1) + ... + po(x + r)m(x + r) = -q(x + r). 

As we have all tools available to find rational function solutions to recurrence equa­
tions (Problem 7.17), we can algorithmically determine first m(x) and then com­
pute Ur-I (x), . .. ,uo(x) from this m(x) and the coefficients of the given recurrence 

of (an);;'=o' 
But what if no rational solution m(x) exists? Could there be nevertheless some ra­
tional functions uo(x), ... , Ur-l (x) with 

Ur-l (n + 1 )an+r + (ur-2(n + 1) - Ur-l (n) )an+r-l + ... 
... + (uo(n + 1) - UI (n))an+1 + (-q(n) - uo(n))an = 0 (n:;o. O)? 

If the defining recurrence 

Pr(n )an+r + Pr-I (n )an+r-I + ... + po(n )an = 0 (n:;o. 0) 

of (an);;'=o is of minimal possible order r, then this cannot be, because then m(x) := 
Ur-l (x + 1) / Pr(x) is necessarily a rational solution of the adjoint equation. To see 
this, subtract the m( n)-fold of the defining recurrence from the relation for the as­
sumed uo(x), ... , Ur-l (x) to obtain 

(u r-2(n + 1) - Ur-I (n) - m(n)Pr-1 (n) )an+r-I 

+ (ur-3(n+ 1) - ur-2(n) - m(n)Pr-2(n))an+r-2 
+ ... 
+ (uo(n + 1) - UI (n) - m(n)PI (n) )an+1 

+ (-q(n) - uo(n) - m(n)po(n))an = 0 (n:;o. 0). 

Since r is minimal by assumption, all the coefficients in this relation must be iden­
tically zero. Being zero for all n E IN" implies being zero as elements oflK(x). Since 
shifting them does not make them nonzero, we will also have 

Ur-2(X+ 2) - Ur-I (x+ 1) = m(x+ I)Pr-1 (x+ 1), 

Ur-3(X+ 3) - Ur-2(X+ 2) = m(x+ 2)Pr-2(X+ 2), 

uo(x+ r) - UI (x+r-l) = m(x+r-l)pl (x+ r-l), 

-q(x + r) - uo(x + r) = m(x+ r)po(x+ r). 

If we now add up all these equations, there will be a telesoping effect on the left 
hand side which only leaves -q(x + r) at the bottom and Ur-I (x + 1) at the top. 
Using also Ur-l(X+ 1) = m(x)Pr(X) finally implies 

-q(x + r) - Pr(x)m(x) = Pr-l (x + 1 )m(x + 1) + ... + po(x + r)m(x + r). 
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This completes the argument that m(x) = Ur-l (x + 1) / Pr(X) is a solution of the 
adjoint equation. In conclusion, we have shown that the Abramov-van-Hoeij algo­
rithm is a complete summation algorithm for holonomic sequences which are given 
in terms of a recurrence of minimal possible order. 

We can use the algorithm to simplify, for example, the sum 

n 5k2 + 1 L k+]a", 
k=O 

where (an);;'=o is defined by ao = al = I and 

(n + 2)an+2 - (2n - I )an+l + (n + 2)an = 0 (n ~ 0). 

The auxiliary equation 

5(x+2)2+1 
(x+2)m(x) - (2x+ l)m(x+ I) + (x+4)m(x+2) = -----'---'-::-­

x+3 

h h h . I I' ( ) 5x2 + 8x + 2 . h appens to ave t e ratlOna so utlOn m x = - ( )' so WIt 
5x+2 

and 

Ul(X) = (x+ l)m(x-l) = ~(l +2x-5x2) 

(x-I)(5x2-7x+3) 
uo(x) = xm(x - 2) - (2x - 3)m(x - 1) = 5(x+ 1) 

we have 

Summing this equation finally gives the desired closed form: 

(n ~ 0). 

What remains to be discussed about the Tetrahedron for holonomic functions is 
the asymptotics. The reader who suspects that we will propose to determine the 
asymptotic behavior of a holonomic sequence by interpreting its generating function 
as an analytic function in a neighborhood of the origin, then expanding this function 
at the singularities of least absolute value in terms of the generalized series from 
Sect. 7.3, and then taking the growth of the series coefficients of the dominant term 
of this expansion, following step by step what we did in Chap. 6 for sequences with 
algebraic power series, this reader is not entirely mistaken. Indeed, this is what we 
propose to do. Singularities can only occur at points S E (jJ which are roots of the 
polynomial coefficient P r (x) of the highest derivative in the differential equation for 
the generating function. Among the roots of this polynomial we determine the point 
closest to the origin and determine the generalized series solutions ofthe differential 
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equation there. For translating these solutions into asymptotic information about the 
Taylor coefficients at the origin, we can exploit facts like 

[x"](l-x)a 

[xn ]1og(l-x)fIl 

1 -a-I ---n 
r(-a) 
(_I)fIl 
--log(n)fIl-1 

n 

and [x"]exp((l-x)-a) rv eBnan 
n! 

where Bn is the n-th Bell number. 

(n -H"', a E (jJ \ N), 

(n ---+ 00, mEN), 

(n ---+ 00, a> 0), 

However, the situation is in general not quite so simple. First, it can happen that 
a holonomic power series does not correspond to an analytic function in an open 
neighborhood of the origin, because the coefficients might grow too quickly for the 
series to converge. (Example: (n!);;'=o') In this case, it sometimes helps to multiply 
the sequence under consideration by (n!-fIl);;'=o for some suitably chosen mEN, 
then derive the asymptotics of the resulting sequence, and then multiply it by n!m to 
get the asymptotics of the original sequence. 

The second potential complication is that a holonomic power series may corre­
spond to an analytic function which has no singularities at all, because the sequence 
grows too slowly to cause a singularity at a finite distance of the origin. (Example: 
(l/n!);;'=o') This case can sometimes be cured analogously to the former case, or 
other methods may become applicable which we do not describe here. 

The third and most serious problem is to actually find the generalized series ex­
pansion that corresponds to a particular holonomic power series. For the case of 
algebraic functions we have seen in Chap. 6 that we must be careful to choose the 
branch which actually corresponds to the series under consideration. While this may 
at times be a technical business, it can always be done. After all, an algebraic curve 
can only give rise to finitely many branches. In contrast, the solutions of a holo­
nomic differential equation form a vector space, so what previously was the problem 
of choosing the right branch out of a finite number of candidates now becomes the 
problem of choosing the coefficients of a linear combination of finitely many basis 
elements. More precisely, we have to do the following. We are given a holonomic 
power series a(x) E <Q [[xl] whose defining differential equation indicates a dominant 
singularity at S E (jJ. We determine the generalized series solutions of the differential 
equation with S as expansion point, call them bl (x), ... ,br(x). For a suitably cho­
sen open neighborhood U of 0 with S on its boundary, let ii, Jj I , ... ,Jj r: U ---+ (jJ de­
note the analytic functions corresponding to the formal objects a(x), bi (x), . .. ,br(x). 
Then the task is to determine the constants CI, ... ,Cr E (jJ with 

At the time of writing, nobody knows how to do this. There are approaches which 
succeed in certain special situations, but general methods are still subject of on­
going research. With the currently available machinery it is often just possible to 
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determine the asymptotic growth of a holonomic sequence up to a multiplicative 
constant which in general we do not know how to determine in closed form (and 
which may not even have a closed form in any reasonable sense of the word), but 
whose approximate value we can at any rate determine empirically to any desired 
accuracy. 

7.6 Applications 

Particular Permutations 

There are n! ways to permute the numbers 1,2, ... ,n. But how many ways are there 
if we restrict the attention only to some particular type of permutations? Of course, 
this depends on the type, but often enough the counting sequence turns out to be 
holonomic. Here are some examples: 

• The number of permutations with k cycles (k E N fixed) is (-1 ),,-k5, (n,k) where 
5, (n, k) are the Stirling numbers of first kind. The sequence (( -1 )n-k 5, (n, k) );;'=0 
is holonomic for every fixed k (Problem 7.18). 

• The number of permutations n where nk is the identity (k E N fixed) is given by 
a/~k) where 

= (k)Xn (xd) Lan, =exp L- . 
n=O n. dlk d 

For fixed k, the argument of the exponential on the right hand side is just a poly­

nomial of degree k, so (a~k));;,=o is holonomic. 

• An index x is called a fixed point of a permutation n if n(x) = x. The number of 
permutations with exactly k fixed points (k E N fixed) is given by 

n! n-k ( -J)j 
T",k := kI L -.-, -

. j=O J. 
(n,k ~ 0) . 

These numbers are known as rencontre numbers. Obviously they are holonomic 
for every fixed k. 

• An index x < n is called an ascent of a permutation n if n(x) > n(x + J). The 
number of permutations with exactly k ascents (k E N fixed) is given by 

En,k := i( -1)i (n~ 1) (k+ 1- j)" 
j=o J 

(n,k ~ 0). 

These numbers are known as Eulerian numbers. Obviously they are holonomic 
(even C-finite) for every fixed k. 

Many further kinds of permutations which are counted by holonomic sequences can 
be found in the literature. 
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High Performance Computations 

The terms of a holonomic sequence (an);;'=o can be computed efficiently by using 
the holonomic recurrence equation. This is exploited in high performance calcula­
tions for obtaining approximations of famous constants like IT or e or y to hundreds 
of millions of digits of accuracy. As a simple illustration, consider the continued 
fraction identity 

4 1 
- = 1 + -------
IT 4 

3+-----
9 

5+----
16 

7+--

9+··· 

Truncating the continued fraction at level 100, say, we expect to get a good rational 
approximations for the constant 4/ IT. But bringing the truncated continued fraction 
into standard form p / q involves unpleasant calculations with rational numbers hav­
ing long numerators and denominators if it is done naively. A more clever evaluation 
makes use of holonomic recurrence equations. 

A general theorem about continued fractions says that if (an);;'=l and (bn);;'=l are 
sequences of nonzero numbers, then 

an ... +­
bn 

where (Pn);;'=_1 and (qn);;'=_1 are defined by 

Pn 
qn 

Pn+2 = an+2Pn+l + bn+2Pn (n ?- -I) 

qn+2 = an+2qn+l + bn+2qn (n?- -I) 

(n?- 1) 

P-l = I,po = 0, 

q-l=O,qo=l. 

Note that if an and bn are integers for all n E IN" (as they are in the example continued 
fraction for 4/ IT), then so are Pn and qn (n E IN"). Note also that if (an);;'=1 and (bn);;'=1 
are polynomial sequences (as they are in the example above), then (Pn);;'=_1 and 
(qn);;'=_1 are holonomic. 

This can be used for computing numerator and denominator of the rational approx­
imation of 4/ IT using arithmetic in :;z rather than in <Q, which is significantly more 
efficient if numbers are long. 
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Bessel Functions 

Bessel functions are, in a way, generalizations of the trigonometric functions sin(x) 
and cos(x). They are used in physics for describing the propagation of waves. The 
n-th Bessel function (of the first kind) is defined as the formal power series 

It is not hard to see that for every fixed n E IN" and any fixed number z E <C in place 
of x we obtain a convergent power series, so the formal power series corresponds to 
an analytic function defined on the entire complex plane. 

Bessel functions are holonomic for every fixed n E IN" by virtue of the differential 
equation 

which is easily deduced from the power series definition. 

We can also keep x fixed (as a formal parameter) and let n run. This gives us a se­
quence (In(x));;'=o in <Q[[xll which is holonomic as a sequence by virtue of the re­
currence equation 

2(n + 1) 
In+2(x) - In+l (x) +In(x) = 0 

x 
(n :::-. 0) 

which is also easily deduced from the power series definition. 

There are also mixed relations involving both derivation in x and shift in n at the 
same time; for example, we have 

xl;' (x) + Xln+l (x) - n1n(x) = 0 (n :::-. 0), 

which is also easily deduced from the power series definition. 

There are Bessel functions of the second kind, two more kinds known as modified 
Bessel functions, and two more kinds known as spherical Bessel functions. Their 
definitions are similar to the definition of In (x) and, in particular, they all can be 
seen as holonomic both as a sequence in n with x fixed or as a power series in x with 
n fixed. 

Similar remarks apply to a plethora of other families of functions, including the 
classical families of orthogonal polynomials, which arise from all sorts of physical 
applications. 
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7.7 Problems 

Problem 7.1 Prove that 

11 x"-l 
H Il = --dx 

o x- 1 

Problem 7.2 Simplify the following sums: 

Il Il 

7 Ho1onomic Sequences and Power Series 

(n:::-' 0). 

Il 

1. L kH", 
k=! 

2. LH~, 3. LHi2). 

k=! k=! 

Problem 7.3 Give an example of a sequence for each of the following types: 

1. polynomial, 6. algebraic but neither hypergeometric 

2. C-finite and hypergeometric but not nor C-finite, 

polynomial, 7. hypergeometric but not algebraic, 
3. C-finite but not hypergeometric, 

4. hypergeometric but not C-finite, 8. holonomic but neither algebraic nor 

5. algebraic and hypergeometric but not 
hypergeometric, 

C-finite, 9. not holonomic. 

Problem 7.4 Prove: if (all);=o is holonomic and (bn);=o is such that an "I- bn for at 
most finitely many indices n E N, then (bn);=o is holonomic. 

Problem 7.5 Prove part 2 of Theorem 7.1. 

Problem 7.6 Prove part 4 of Theorem 7.2. 

Problem 7.7 Which of the following power series in CQ [[xl] are holonomic? 

1. exp(x/JI-4x), 

exp(x) 
2. Jl-4x' 

3. exp(x) + L n!x", 
n=O 

= (n 3) 2 
4. ,~ ,~ G) x'. 

Problem 7.8 Prove that exp( e - I) is not holonomic. 

(Hint: Show that any potential holonomic differential equation for this series would 
give rise to an algebraic equation for exp(x).) 
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Problem 7.9 Let Sn:= I.k=O(-~)km(~k). Theorem 5.1 implies that (sn);;'=o is 
holonomic. As we did not give a proof of this theorem, show by an independent 
argument using closure properties that (sn);;'=o is holonomic. 

(Hint: It might be handy to go via the generating function and exploit the Euler 
transform from Problem 2.15.) 

Problem 7.10 The sequence (Hn(x));;'=o of Hermite polynomials is defined recur­
sively by 

Hn+2(X) - 2xHn+1 (x) + 2(n + I)Hn(x) = 0 (n:;o. 0), Ho(x) = I,HI (x) = 2x. 

Prove the identity 

= tn _ I (4t(xY -t(x2+ i ))) L Hn(x)Hn(Y) n! - ~exp 1-4t2 
n=O t 

by making appropriate use of Theorem 7.2. 

Problem 7.11 In CQ (a, b, c) [[xl], prove Landen's hypergeometric transformation 

( a, b I 4X) 2a (a, a - b + ~ I 2) 
2Fl 2b (1 +x)2 = (I +x) 2Fl b+! x . 

Problem 7.12 Consider the differential equation 

(5512+ 2809x+52x2)a(x) - 2( 1378 + 143Ix+52x2)a' (x) + (53x+52x2)a" (x) = O. 

As described in Sect. 7.3 one finds that it has two power series solutions of order 
ex = 0 and ex = 53, respectively. As also explained there, the 53rd coefficient of the 
power series corresponding to ex = 0 is undetermined. On the other hand, by The­
orem 7.1 the coefficient sequence of this power series satisfies a holonomic recur­
rence equation of order at most four, and so we expect that the coefficient sequence 
is uniquely determined by four initial values. Why is this not a contradiction? 

Problem 7.13 Check the claim made in Sect. 7.4 about the general degree bound 
for polynomials solutions of holonomic recurrence equations. 

(Hint: Observe that the definition of qk(X) is made such that 

Po (x)a(x) + ... + Pr(x)a(x + r) = 0 {==} qo(x)a(x) + ... + qr(x)L1 r a(x) = 0, 
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Problem 7.14 Prove that the sum 

has no hypergeometric closed form by applying Petkovsek's algorithm to the recur­
rence equation found in Problem 5.15. 

Problem 7.15 Consider the recurrence equation 

(n + I )an+2 - (n + 2)nan+1 - (n + 2)(n + I )an = 0 (n ~ 0). 

Use Petkovsek's algorithm to find its hypergeometric solution (hn)';=o. There is 

a second solution (un)';=o which can be written as Un = hn'i%:6hk where (hn)';=o is 
the hypergeometric solution from before and (hn)';=o is some other hypergeometric 
sequence. Find (hn),;=o. 

Problem 7.16 Recall that the Legendre polynomials Pn(x) satisfy 

(n + 2)Pn+2(X) - (3 + 2n)xPn+1 (x) + (n + 1 )Pn(x) = 0 (n ~ 0) 

and Po(x) = 1, PI (x) = x. Using Petkovsek's algorithm, determine all ~ E <C for 
which the sequence (Pn(~))';=o is hypergeometric. 

Problem 7.17 This problem is about variations of Petkovsek's algorithm. 

1. Let po(x), ... ,Pr(x) E lK[x] and a hypergeometric sequence (hn)';=o be given. 
Find a way to determine all hypergeometric solutions (an)';=o of the inhomoge­
neous recurrence equation 

po(n)an + PI (n)an+1 + ... + Pr(n)an+r = hn (n ~ 0). 

(Hint: Make the equation homogeneous and then call Petkovsek's algorithm.) 

2. Let po(x), ... ,Pr(x),q(x) E lK[x] be given. Find a way to determine all rational 
functions a(x) E lK(x) such that 

po(x)a(x) + PI (x)a(x+ 1) + ... + Pr(x)a(x+ r) = q(x). 

(Hint: Observe that every rational function is hypergeometric, and use the first 
part.) 

Problem 7.18 For the Stirling numbers of the first kind, prove the identities 

51 (n, 1) = (_1)n-1 (n -I)! 

51(n,2) = (-I),,(n-l)!Hn_1 

51(n,3) = ~(_I)n-l(n-l)!(H~_I-H/~~I) 

(n~I), 

(n~I), 

(n ~ 1), 

and prove that for arbitrary fixed k, the sequence (51 (n, k) )';=0 is holonomic. 

doronzeil@gmail.com



7.7 Problems 163 

Problem 7.19 The median of an array of numbers (aj, ... , an) is defined as the 
I n/2l-smallest of these numbers. More generally, one might be interested in the 
i-th smallest number for a given i. One possibility to find this element in a given 
array of numbers is to first sort the array and then pick the i-th element. 

Here is a better way: Choose a pivot element ak at random, as in Quicksort, and 
separate, as in Quicksort, the elements smaller than ak from those greater than ak. 

After that, the position of ak in the sorted array is known, say it is j. If j = i, then a" 
is the i-th smallest element and we are done. If j < i, then the i-th smallest element of 
the whole array is the (i - j)-th smallest number in the part to the right of ak, which 
we can find recursively without considering the part to the left of ak any further. If 
j > i, then the i-th smallest element of the whole array is the i-th smallest number in 
the part to the left of a", which we can find recursively without considering the part 
to the right of a" any further. 

The cases i = 1 and i = n may serve as recursion base, for in this case we just need 
to determine the minimum or maximum of the array, which can be done with only 
n - 1 comparisons. 

I. Confirm that the proposed algorithm performs ~n(n - I) comparisons in the 
worst case. 

2. Let cn,; be the number of comparisons the algorithm needs to determine the i-th 
smallest number in an array of n numbers. Derive a recurrence relation for the 
numbers Cn.i from the description of the algorithm and suitable initial values by 
which the numbers cn'; can be computed. 

3. Use the recurrence from part 2 to compute the numbers cn,rn/21 for n = 1, ... ,100. 

(This should give something like 0, 1, ~, TI, 1i~, ... ) 
4. Use computer algebra to guess from these numbers a holonomic differential 

equation for the generating function c(x) := 2:;;'=ocn,rn/21xn. (This should yield 
an equation of order 3 and degree II.) 

5. Use a computer algebra system to find three linearly independent closed form 
solutions Cj (x), C2 (x), C3 (x) ofthe differential equation found in part 4. 

6. Find constants a1, a2, a3 E CQ such that 

for n = 1, ... , 10. (This ought to be possible.) 

7. Determine the asymptotic behavior of 

as n goes to infinity. 

8. Determine an explicit form for the coefficients 

in terms of harmonic numbers and/or other simple sums. 
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9. Conclude that - under the assumption that the guessed differential equation for 
c(x) is correct - fast median search is more efficient than first sorting the whole 
array and then picking the middle element. 

Conclude also - if applicable - that the tools presented in this book might be 
useful. 
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Appendix 

A.1 Basic Notions and Notations 

Domains 

IN={O,I,2, ... } 
;z,<Q,lR,<C 
lK 
IK 
lKn 

lKnxm 

R 
R[x] 
lK(x) 
R[[xll 
lK((x)) 
RN 

Logic 
, 

A~B 

A;'B 

Asymptotics 

an rv bn (n ----+ 00) 

natural numbers including zero 
integers, rational, real, and complex numbers 
an arbitrary field of characteristic zero 
the algebraic closure of lK 
vector space over lK of dimension n 
vector space of n x m matrices over lK 
an arbitrary commutative ring containing <Q as subring 
polynomials in x with coefficients in R (p. 44) 
rational functions in x with coefficients in lK (p. 44) 
formal power series in x with coefficients in R (p. 18) 
formal Laurent series in x with coefficients in lK (p. 23) 
ring of sequences over R 

desired equality: A shall be (made) equal to B 

questioned equality: Are A and B equal? 

limit of a convergent sequence: \j E > 0 ::J no \j n ::;:, no : 
lan-cl < E 

asymptotic equivalence of sequences: Iimn---+= 'f:;, = I 

M. Kauers. P. Paule, The Concrete Tetrahedron 
© Springer-Verlag/Wien 2011 

165 

doronzeil@gmail.com



166 

a(z) rv b(z) (z ----* 0 
an = O(bn) (n ----* 00) 
an = o(bn) (n ----* 00) 

Sequences 
(an);;'=o 
(an,k )';"=0 
Lian 

Lk=u ak 

Linear Algebra 
(ai)i'c l 

( (ai,j ) )1,j= I 
detA 
dimV 
VEBW 

Appendix 

limit of functions: \j £ > 0 ::J 0 > 0 \j Z : Iz - S'I < 0 =? 

la(z) - cl < £ 

asymptotic equivalence of functions: limZ--4( ~i~l = I 

O-notation: ::J c E lR::J no \j n::;:, no: I all I .-::: cbll 
t t · l' an 0 o-no a Ion: Imll--4= b,', = 

the sequence ao, al, a2, . .. ; formally a: N ----* IK, n f---+ an 
notation for a bivariate sequence 
forward difference: an+ I - all 
the sum au + au+l + ... + avo If v < u, the sum is defined 
as O. 
the product auau+l ... avo If v < u, the product is defined 
as l. 
action of the polynomial p(x) E IK[x] on the sequence 
(all);;'=o (p. 68) 

the vector (aI, a2, ... , all) E IK" 
the n x n matrix with entry ai,j in row i and column j. 
determinant of the matrix A E IKnxn 
dimension of the vector space V 
direct sum of the vector spaces V and W 

Polynomials and formal power series 
[xn]a(x) coefficient of the monomial x' in a(x) 
degxp(x), degp(x) degree of the polynomial p(x): max{n EN: [x']p(x) -=I- O} 
lex p(x), Ie p(x) leading coefficient of the polynomial p(x): 

resx(p(x),q(x)) 
gcd(p(x), q(x)) 

orda(x) 
a(x) 8b(x) 
Dxa(x) 
fxa(x) 

1imk--4= a" (x) 
a(b(x)) 
Lk=Oak(x), I1k=Oak(x) 

lep(x) = [xdegp(x)]p(x) 
resultant of the polynomials p(x) and q(x) (p. 124) 
greatest common divisor of the polynomials p(x) and q(x) 
(p. 168) 
order of the series a(x) (p. 23) 
Hadamard product of a(x) and b(x) (p. 18) 
(formal) derivative of a(x) (p. 20) 
(formal) integral of a(x) (p. 20) 

limit of a sequence of power series (p. 24) 
composition of a(x) with b(x) (p. 25) 
infinite sum and product of a sequence of power series 
(p.28) 
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Common particular functions and sequences 
l x J floor of x: greatest n E ;Z with n :::; x 
IX l ceiling of x: smallest n E ;Z with n :;0. x 
.0 rising factorial: x' = x(x + 1) ... (x + n - 1) 
x'l falling factorial: x'l = x(x - I) ... (x - n + I) 
n! factorial: n! = n'l = In = I ·2·3···n m binomial coefficient (p. 88) 
Sl(n,k), S2(n,k) Stirling numbers of the first and second kind, respectively 

(p.45) 
En 
Bn 
en 
Pn 
F" 
Hn 
H (rl, ... ,rm) 

n 

r(z) 
Tn(x), Pn(x), Hn(x) 

In(x) 

Bernoulli numbers (p. 23) 
Bell numbers (p. 26) 
Catalan numbers (p. 113) 
partition numbers (p. 27) 
Fibonacci numbers (p. 63) 
harmonic numbers (p. 8) 

generalized harmonic numbers (p. 138) 
gamma function (p. 91) 
Chebyshev polynomials of the first kind (p. 54), Legendre 
polynomials (p. 132), Hermite polynomials (p. 161) 
Bessel functions (p. 159) 

A.2 Basic Facts from Computer Algebra 

Classical computer algebra focusses on algorithms for computing with polynomials. 
We list here only those very basic results from computer algebra which are used in 
some part of this book. In particular, we only state here what can be computed 
and not how to carry out these computations. For further background and many 
additional algorithmic results about polynomials, we refer to the standard text books 
on computer algebra [22, 63, 58]. 

In order to do computations in IK [x], some technical conditions have to be imposed 
on the field IK. For example, there is no way to do exact computations in IR or <C, 
because the elements of these fields are inherently infinite objects and cannot be 
faithfully represented in a (finite) computer. But computations in the field <Q of 
rational numbers, in algebraic number fields such as <Q( V2), in rational function 
fields <Q(x), or in finite fields ;Zp can be carried out exactly. Such fields are called 
admissible. 

Let IK be an admissible field. Then there are algorithms 

• to compute for given a(x),b(x) E IK[x] the coefficients of a(x) + b(x), a(x)b(x), 
a(b(x)), etc.; 

• to compute for given a(x),b(x) E IK[x] the unique polynomials q(x),r(x) E IK[x] 
with r(x) = 0 or degr(x) < degb(x) such that a(x) = q(x)b(x) + r(x) (division 
with remainder); 
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• to compute for given a(x),b(x) E lK[x] the unique monic polynomial g(x) := 
gcdAa(x),b(x)) := gcd(a(x),b(x)) E lK[x] of maximal degree with g(x) I a(x) 
and g(x) I b(x) (greatest common divisor); 

• to compute for given a(x),b(x) E lK[x] the unique polynomials u(x), v(x) E lK[x] 
with g(x) := gcd(a(x),b(x)) = u(x)a(x) + v(x)b(x) and degu(x) < degb(x) -
degg(x) and deg v(x) < dega(x) - degg(x) (Bezout coefficients); 

• to compute for a given set {(xo,Yo), ... , (xn,Yn)} c;: lK2 with Xi -I- Xi (i -I- j) the 
unique polynomial p(x) E lK[x] of degree at most n such that p(Xi) = Yi (i = 

0, ... ,n) (polynomial interpolation); 

• to compute for a given a(x) E lK[x] a polynomial a(x) E lK[x] which has the same 
roots as a(x) in IK but not repeated factors (square free part); 

• to compute for a given a(x) E lK[x] a representation a(x) = al (x)a2 (x?·· . am (x)m 
where al (x), ... , am(x) have no repeated factors and mutually disjoint sets of 
roots (square free decomposition). 

Under slightly more restrictive assumptions on lK (which are still satisfied for all 
fields appearing in this book), there are also algorithms 

• to determine for a given polynomial a(x) E lK[x] the set of all n E :;z such that 
a(n) = 0; (integer roots), 

• to decide for a given polynomial a(x) E lK[x] whether there exists b(x) E lK[x] 
with 1 < degb(x) < dega(x) and b(x) I a(x) (irreducibility); 

• to compute for a given polynomial a(x) E lK[x] the unique factorization a(x) = 

CPI (x)e 1 ••• Pm (x)em into monic irreducible polynomials (factorization). 

All these operations can be performed efficiently, which in theory means the algo­
rithms performing the listed operations have a runtime complexity which depends 
polynomially on the size of the input. In practice, using the most careful implemen­
tations of the most advanced algorithms on the most recent hardware, the manipu­
lation of polynomials with some ten thousand terms may well be feasible. 

Some of the items in the list above generalize from univariate polynomials to poly­
nomials in several variables. In particular it is possible to compute the greatest com­
mon divisor of multivariate polynomials. However, for multivariate polynomials 
there is in general no Bezout representation of the greatest common divisor, because 
lK [Xl, ... ,xn ] is not a Euclidean domain. It is a unique factorization domain, though, 
and for many types of fields lK there are algorithms that split a given multivariate 
polynomial into irreducible factors. 

A.3 A Collection of Formal Power Series Identities 

We list here the most frequently needed identities related to quantities appearing in 
the text. Additional series expansions can be found in the book of Wilf [62]. Fur­
ther identities for special functions can be found in tables like the classical volume 
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of Abramowitz and Stegun [5] or its recent successor project [19]. A version of 
the latter is also available electronically at http://dlmf.nist.gov (Digital Library of 
Mathematical Functions) 

= 1 
10g(l-x) = L -X' 

Il=l n 
= 1 

exp(x) = L -x' 
n' Il=O . 

= ( 1)1l 
arctan(x) = L _-__ x21l+1 

Il=O 2n + I 
= (-1)1l 

sin(x) = L x21l+1 

Il=O (2n + I)! 
= ( It 

cos(x) = L _-__ x21l 
Il=O (2n)! 

(1 +X)A = ,~ (~)Xll 
" Xll = L S2(n,k)xis. 

k=O 

x ~ BIl 
( ) = L. -X' (Bernoulli numbers) 

exp x - I Il=O n! 

exp( eX - 1) = f BIl X' (Bell numbers) 
Il=O n! 

P,,(x) = i (~!)k G) Cn~2k)X1-2k 
J(x)-~ (-I)k (~)1l+2k 
" -k~k!(n+k)! 2 

A.4 Closure Properties at One Glance 

fX,=_I­
Il=O I -x 

= k' k! 
Il~ n X = (I -x)k+! 

= 1 1 
LHIlX' = -log-­

Il=O I -x I -x 

~ (n)X' k 1 
L. k Y = I -X-X}' 

",k=O 

Il~ G)X1 = (l_x~)k+l 
~ _J1 _ 1 - Jl - 4x 
L.C,A -----

Il=O 2x 
Il 
LSl(n,k)~ =x:l 

f F" X' = I x 2 
Il=O -x-x 

= Il l-xy 
LTIl(x)y =1 2 + 2 

Il=O - xy Y 

~ () Il I L. P" x Y = ----;======:0 
Il=O vi I - 2xy + y2 

~ HIl(x) ( 2) L. --y" = exp 2xy - y 
Il=O n! 

We summarize the closure properties of the classes of formal power series discussed 
in this book. Not all of the facts stated in the tables below are explicitly mentioned 
in the text. The following abbreviations are used: 
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F polynomial generating function / finite sequence 
P generating function of the form p(x) / (I - x)d / 

sequences which from some index on agree with 
a polynomial sequence 

C rational generating function / C-finite sequence 
Hg hypergeometric series 
A algebraic series 
H holonomic series 
S formal power series 

Unary operations 

For l/a(x) it is assumed that a(O) # o. 

a(x) 1 a(x)-a(O) 
l~xa(x) ax x 

F C F P 
P C P P 
C C C C 

Hg S Hg H 
A A A A 
H S H H 
S S S S 

Binary operations 

For a(b(x)) it is assumed that b(O) = o. 

Dxa(x) 
F 
P 
C 

Hg 
A 
H 
S 

a(x) b(x) a(x) +b(x) a(x)b(x) a(x) 8b(x) 
F F F F F 
F P P P F 
P F P P F 
P P P P P 
C C C C C 

Hg Hg H H Hg 
A A A A H 
H F H H F 
H A H H H 
H H H H H 
S S S S S 

Appendix 

J~a(x) 

F 
H 
H 
H 
H 
H 
S 

a(b(x)) 
F 
P 
C 
C 
C 
S 
A 
H 
H 
S 
S 
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A.S Software 

The algorithms described in this book as well as many other algorithms which are 
useful for solving problems related to the Concrete Tetrahedron have been imple­
mented and are available in computer algebra systems. We give here a brief overview 
of some of the most basic maneuvers in Maple and Mathematica. Details can be 
found in the documentation of the respective pieces of software. 

Maple 

Gosper's and Zeilberger's algorithm are part of the built-in sum command: 
sum(kk!,k = 0 .. 17); 

(n+1)!-1 

sum(binomial(n,k),k = 0 .. 17); 
211 

(1) 

(2) 

For definite sums, the sum command applies first Zeilberger's algorithm to find a re­
currence for the sum and then uses Petkovsek's algorithm to solve this recurrence. 
If no closed form exists, some standardized format of the sum is returned: 

sum(binomial(n,k)2binomial(n + k,k)2,k = 0 .. 17); 

hypergeom([-n, -17,17+ 1,17+ 1], [1, 1, 1], 1) (3) 

For getting the recurrence of a sum, there is the command Zeilberger in the Hyper­
geometric section of the package SumTools: 

Sum Tools [Hypergeometric 1 [Zeilberger 1 (binomial (17, k) 2 binomial (17 + k, k) 2,17, k, N) ; 

[(6n2 + 1217+ 8 +n3)N2 + (-3417 3 - 153172 - 231 n - 117)N + 317+ 1 +173 + 3172, (4) 

(-4 - 2172 - 617 - ~ k + k2) k4 binomial(n,k)2binomial(n + k,k)2 (1617 + 24)] 
( -17 - 1 + k)2 ( -17 - 2 + k)2 

Hypergeometric solutions of holonomic recurrence equations can be found via the 
built-in rsolve command. 

rsolve( {2 (n2 + 217+2) a(n) - (17 3 +5172 +4n+4) a(n+ I) + (n2 + I) (17+2) a(n+2) = 0, a(O) = 
l,a(l) = I},a(n)); 

211 
-n+--­

r(n+ I) 
(5) 

A description of Maple's procedures for hypergeometric summation is given in [3]. 

Functions for executing closure properties for holonomic sequences and power se­
ries are available in the package gfun by Salvy and Zimmermann [49]. This package 
allows, for example, to compute a recurrence for (an + bll)';;=o or (allbll);=o given 
recurrences for (an);=o and (bn);=o' Note that both input recurrences must be rep­
resented with the same function symbol, and that this symbol is also used in the 
output recurrence: 
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gfun['rec+rec']({f(n+2) =f(n+ I) +f(n),/(O) = 0,/(1) = l}, 

{f(n + I) = ~ f(n),/(O) = I },/(n)) 

Appendix 

{(n3 +9n2 +22n+ 14)f(n) + (_n2 - 9n-14)f(n+ 1) + (-19n2 - 53n (6) 

-42-2n3)f(n+2)+(n3 + lOn2+31n+28)f(n+3),/(0) = 1,/(1) = ~'/(2) = ~} 
gfun['recHec']({f(n+2) = f(n+ I)+f(n),/(O) =0,/(1) = I}, 

{f(n + I) = ~ f(n),/(O) = I },/(n)) 

I 
{(-n-l)f(n)+(-n-2)f(n+ 1)+(n+3)f(n+2),/(0) =0,/(1) = 2:} (7) 

The package also provides guessing facilities: 
gfun[listtorec]([I, 1,2,5, 14,42, 132,429, 1430,4862, 16796J,/(n)); 

[{(-4n-2)f(n)+(n+2)f(n+ 1),/(0) = l},ogfJ (8) 

gfun[listtoalgeq]([I, 1,2,5, 14,42, 132,429, 1430,4862, 16796J,/(x)); 

[-1+f(x)-xf(x)2,ogfJ (9) 

Conversely, the series command determines the first terms of a series 
series((I-sqrt(I-4x))/(2x),x = 0,10); 

I +x+ 2x2 +5x3 + 14x4 + 42x' + I 32x6 + 429x7 + I 430x8 +O(x9 ) (10) 

Also Puiseux expansions can be computed with this command, for instance the ex­
pansion of the generating function for Catalan numbers at its singularity x = 1/4: 

series((I-sqrt(I-4x))/(2x),x = 1/4,3); 

4 - 4i(x - ~ )1/2 - 8x+ 16i(x - V/2 + 32(x - V - 64i(x - ~ )5/2 + O((x - ~ )3) (11) 

Mathematica 

Like its cousin in Maple, the Sum command in Mathematica resorts to the algo­
rithms of Gosper and Zeilberger for simplifying hypergeometric sums. As an al­
ternative to this built-in command, there are also special purpose add-on packages 
which provide functionality for doing summation and related calculations. Some 
packages are available at 

http://www.risc.jku.at/research/ com binatl software/ 

There is a package of Paule and Schorn [42] for hypergeometric summation, a pack­
age by Mallinger [39] for holonomic closure properties and guessing, and several 
other useful packages with sophisticated algorithms which are not discussed in this 
book, such as Schneider's package Sigma for simplification of nested sums [50], 
Kauers's multivariate guessing library [31], Wegschaider's package for multivari­
ate hypergeometric summation [61], or Koutschan's package for multivariate holo­
nomic series [36]. Of these, we give here just some examples for the Paule-Schorn 
package and the Mallinger package: 
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In[1[,= « zb.m 
Fast Zeilberger Package by Peter Paule and Markus Schorn (enhanced by Axel Riese -
© RISC Linz - V 3.54 (02/23/05) 

In[2[= Gosper[k k!, k] 

OUI[2[= {kk' = .1kk'} 

In[3[= Gosper[k k!, {k, 0, Il}] 
If'n' is a natural number, then: 

n 

OUI[3]= {I, kk! == -I + (17+ I )n!} 
k~O 

In[4] = Zb [Binomial [Il , k]2 Binomial[1l + k,k]2 ,k, Il] 
If 'n' is a natural number, then: 

OUI[4]= {(I + 17)2 F[k,n]- (3 + 217)(39 + 5117 + 17n2)F[k,n + 1] + (2 + n)3F[k,n + 2] 
== .1k F[k,n]R[k,n]} 

In[5]= Show[F] 

( 17)2 (k+n)2 
Oul[5]= k n 

In[6] = Show[R] 

k4( -12k(3 + 2n) + 8k2 (3 + 2n) - 16(3 + 2n)(2 + 3n + n2)) 
OUI[6]= (1- k+ n)2(2 - k + n)2 

In[7] = Zb[Binomial[ll,k]2 Binomial[1l + k,k]2, {k, 0, Il}, Il] 
If'n' is a natural number, then: 

OUI[7]= {(I +n)2SUM [n]- (3 +217)(39 +5117 + 17n2)SUM[n+ I] + (2+n)3S UM [n + 2] == O} 

In[8],= « GeneratingFunctions.m 
GeneratingFunctions Package by Christian Mallinger - © RISC Linz - V 0.68 (07117/03) 

In[9] = REPlus[{f[1l + 2] == f[ll] + f[1l + 1], frO] == O,f[l] == I}, {f[1l + 1] == : :U[Il], frO] == 
1},f[ll]] 

OUI[9]= {(1 +n)(14+ 8n+n2)f[n]- (2+n)(7 +n)f[l +n]- (3 +n)(14+ 13n+ 2n2)f[2+n] + (4+ 

2 3 4} 17)(7 +617 +17 )f[3 +17] == 0,/[0] == 1,/[1] == 2,/[2] == 3' 

In[10]= REHadamard[{f[1l + 2] == f[ll] + f[1l + 1],f[O] == O,f[l] == 1},{f[1l + 1] == ::if[Il], 
frO] == 1},f[ll]] 

I 
Oul[10]= {( -I -n)f[n] + (-2-n)f[1 +17] + (3 +n)f[2+n] == 0,/[0] == 0,/[1] == 2} 

In[11] = GuessRE[{I, 1,2, S, 14,42,132,429,1430,4862, 16796}, f[ll]] 

Oul[11]= {{ - 2( 1 + 2n )f[n] + (2 + n )f[l + n] == 0,/[0] == 1), ogf} 

Mathematica's built-in Series command is useful for going the other direction: 
In[12]= Series[(I- Sqrt[l- 4x])/(2x), {x, 0, S}] 

OUI[12]= I + x + 2x2 + 5x3 + 14x4 + 42x' + O[x]6 

In[13]= Series[(I- Sqrt[l- 4x])/(2x), {x, 114, 3}] 

OUI[13]= 2 - (4i)V -i +x - 8( - i +x) + (16i)( - i +x)3/2 + 32( - i +x)2 - (64i) ( - i +x)5/2 -

128( -i +x)3 +O[-:t +xr/2 
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A Mathematica implementation of Petkovsek's algorithm by Petkovsek himself is 
available at 

http://www.fmf.uni-Ij.sirpetkovsek/software.htm I 

This implementation returns the shift quotients of hypergeometric solutions as out­
put: 
In[141'= «Hyper.m 
In[151= Hyper[2(n2 + 2n + 2)a[nj- (n3+5n2+ 4n + 4)a[n + Ij + (n2+ 1)(n + 2)a[n + 2j,a[nj, 

Solutions ---; All] 

2 1 +n 
Oul[151= {--, --} 

n+ 1 n 

A.6 Solutions to Selected Problems 

Problem 1.1 

Problem 1.2 

Induction on n. 

,,+1 
""In' Problem 1.3 

Problem 1.4 From the definition of the Riemann integral we obtain 

In I n-I 1 n-I 1 
log(n) = -dx~ L 1 X max - = L - ~Hn, 

. I X k=1 xE[k,k+I] X k=1 k 

so H" -Iog(n) ~ 0 (n ~ I). Secondly, from 

( 
1 ),,+1 

1+- >e n - (n ~ 1) 

we obtain 

(n+l)(log(n+l)-log(n)) ~ 1 (n ~ 1) 

by taking logarithm on both sides. Dividing both sides by n + 1 and using H n+ I -
H I, 

n = n+1 gIves 

Hn -log(n) ~ Hn+1 -log(n + 1) (n~I), 

so Hn -log(n) is decreasing. The claim follows. 

Problem 1.5 1. (l_x")2; 2 _x(x+I). 3. _-xIlog(l-x). , . (l-x)3' 

Problem 1.6 a(2x). 

Problem 1.7 Use the relation log( -z) = in + log(z). 
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Problem 2.2 Use the order as degree function. Then the greatest common divisor 
of two power series a(x),b(x) E lK[[xll is the series of lower order, for whenever 
orda(x) < ordb(x), then a(x) I b(x). 

Problem 2.3 Using the definition, the Cauchy product formula, and the binomial 
theorem, we can calculate 

( = X') (= xn ) = (n (n) ) xn exp(ax) exp(bx) = n~ an n! I~ bn n! = I~ 6 k akb',-k n! 

= n 

= ~ (a+b)"~ = exp((a+b)x). 
L; n' n=O . 

Problem 2.4 Hopefully none. 

Problem 2.7 If D(a) = 0 and D(b) = 0, then D(a+b) = D(a) +D(b) = 0 and 
D(ab) = D(a)b + aD(b) = O. 

Problem2.8 1. (n+l)2n; 2. ~(n+l)(n+2); 3. 2}n!' 

Problem 2.9 "=}" If (an (x));=o is a Cauchy sequence then for every fixed n E lN 
there is some ko such that for k,l ~ ko the first n terms of ak(x) and at(x) agree. 
Hence if we set an := [X']a,,(x) for some k ~ ko then this definition will not depend 
on the choice of k. Now set a(x) := 2:;=0 anX' with an defined in this way. Then we 
have ord(a(x) - ak(x)) > n for all k > ko, hence (an (x) );=0 converges to a(x). 
"<¢=" Suppose that (an (x) );=0 converges to a(x). Let n E lN and ko E lN be such that 
for all k ~ ko we have ord(a(x) - ak(x)) > n. Then for k, I ~ ko we have ord(a(x) -
ak(x)) > nand ord(a(x) -at (x) ) > n. Now ord(ak(x) -az(x)) = ord( (a(x) -az(x))­
(a(x) - ak(x))) ~ max( ord(a(x) - az(x)), ord(a(x) - ak(x))) > n, as desired. 

Problem 2.10 Let (Kn);=o be the sequence in question. We show by induction 
that ord(Kn+1 - Kn) > n for all n E IN. The claim then follows. 

For n = 0 the claim is true because ord( l:x -x) = 2. Assume now that it is true for 
some n E IN. Then 

==} ord ( 1 __ 1_) > n ==} ord ( x __ x_) > n + 1 
l-Kn+1 l-Kn l-Kn+1 l- Kn 

==} ord(Kn+2 - Kn+d > n + 1, 

as desired. 

Problem 2.12 Consider B(x) := exp(~)-l = 2:;=0 ~xn. We clearly have 

[xn] (exp(x) - 1 )B(x) = [xn]x = 0 (n ~ 2). 

Now observe that 

( = 1 ) (= B ) = (n-I 1 ) 
(exp(x)-I)B(x)= I~n!xn I~n/~xn =/~ l~k!(n-k)!Bk x'. 
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Taking the coefficient of n and multiplying by n! gives 

[xn] (exp(x) - I )B(x) = :~ G) Bk (n 2 0). 

The claim follows. 

Problem 2.14 From Dx exp( eX - 1) = eX exp( eX - 1) we obtain 

Comparing coefficients of xn and multiplying by n! on both sides gives the claim. 

Problem 2.15 Writing a(x) = Ik=Oakxk, we have 

Now use that G) = 0 for k > n. 

Problem 2.16 The product rule implies Dxb(x)n = nb(x)n-1b'(x) for all n 2 O. 
Therefore, if a(x) = I;=oanx" then 

= = 
Dxa(b(x)) = L anDxb(x)n = L annb(x)n-1b'(x) = a'(b(x))b'(x), 

n=O n=O 

the first step being justified by reference to the hint. 

Problem 2.17 1 + l.x2 _l.x4 + l..x6 - ~x8 + ...Lx lO + ... 2 8 16 128 256 

Problem 2.19 First set q~!) := 2q2n - qn to get rid of the term ad n. Next, because 

of q~1) = f3 I n2 + ... we have q~~ = f3 14n2 + ... , so the quadratic term can be elim­

inated by taking 4q~:: - q~I). Since this converges to three times the original limit, 
we set 

(2) ._ 1 ((1) (1)) _ 1 
qn .- 3" 4q2n -qn - 3"(8q4n- 6q2n+qn). 

For qn = C,,+1 len and n = 7 this yields the estimate n~ ~ 3.99444 for the limit. 

The general formula for eliminating the first k terms in the asymptotic expansion is 
q~k) := (2kq~~,-I) _ q~k-1))/(2k _ I). 

Problem 2.20 1. (1 - x - x2)f(x) = x; 2. f(x)2 = 1 - x - x2; 3. (1 - x)2 f' (x) -
(2x2 -4x+ I)f(x) = O. 

Problem 3.1 Yes. The high order coefficients of a truncated power series are con­
sidered unknown whereas the high order coefficients of a polynomial are zero. For 
example, if a(x) = I +x +x2 + O(x3) is a truncated power series then a(x)2 = 1+ 
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2x + 3x2 + O(x3 ) and we know nothing about the coefficient of x3 in a(x)2. On the 
other hand, if a(x) = I +x+x2 is a polynomial, then a(x? = 1+ 2x+ 3x2 + 2x3 +x4. 

Problem 3.2 Yes. The object L;;'=o(l + xn)y" belongs to lK[xHlYll but not to 
lK[[y]][x]. 

Problem 3.3 Since we assume throughout the book that lK is a field of character­
istic zero, lK [x] and Pol(lK) are isomorphic. For fields of positive characteristic, this 
is not the case. 

Problem 3.5 x' = Lk=O ( -I ),,+k S 1 (n, k )xk; x" = Lk=O ( -I ),,+k S2 (n, k )xk. 

Problem 3.6 I. x2+5x:f.+5x1+ 1; 2. 2X2+ Ilx:f.+3x1 +2; 3. 5x2+ 17x:f.+ 7x1 +3. 

3 8 L () ,,= S&"k)x' HT . h Problem. et ak x := L...,,=k -",- . vve start wIt 

(n,k'20). 

Multiplying both sides by x' In! and summing from k to 00 gives 

(k '2 0). 

For k = 0 we have S2(n,k) = 8",0, so ao(x) = I. Furthermore, we have ak(O) = 0 for 
all k > O. Together with this initial conditions, the differential equation determines 
each ak (x) uniquely. For k = 1,2,3, ... we find 

al(x)=ex-I, a2(x)=~(eX-I)2, a3(x)=t;(eX -I)3, ... 

and the general form ak(x) = ~ (e - l)k is easily confirmed by induction on k. 

For the result about the Bell numbers, observe that 

~ B" x' = ee'-I = ~ ~(eX _ 1)" = ~ ~ S2(n,k) x" = ~ ~ S2(n,k) x", 
L; n' L; k' L; L; n' L; L; n' ,,=0 . k=O . k=O ,,=k' ,,=0 k=O . 

where in the last step we exploited that S2(n,k) = 0 for k < 0 or k > n. The desired 
identity now follows by comparing coefficients and multiplying by n!. 

d 
Problem 3.9 1. The first identity is clear by exp(kx) = Ld=okd~. Next, we have 

" " exp(y),,+l - I L exp(ky) = L exp(y/ = ( ) . 
k=O k=O exp y - I 

Multiplying by y I (d + I)! and taking the coefficient of yd+ 1 on both sides leads to 
the desired identity. 

2. The first identity is obtained from 

~ B,,(x) ,,_ yexp(xy) _ y ~ x" k _ (~ B" ") (~ x' k) L; --y - - L; -y - L; -y L; -y 
,,=0 n! exp(y) - 1 exp(y) - 1 ,,=0 n! ,,=0 n! ,,=0 n! 

=L L k l = (" B X,-k ) 

,,=0 k=O k! (n - k) ! 
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by comparing coefficients of l and multiplying by n!. As a consequence, we get 

Problem 3.10 If (Hn)';;=o were a polynomial sequence, then also i1(Hn)';;=o = 

(n!l );;'=0' 

Problem 3.11 In Mathematica: 

genfun[poly-,x-l := Module[{ c,n,k}, 
c = Table[( -1 )n+k StirlingS2[n,k], {k, O,Length[c]- I}, {n, O,Length[c]- I}]; 
c = c. CoefficientList[poly l x ----+ x - I ,x]; 
Together[Sum[c[[k]](k-I)!/(I-x)k,{k,I,Length[c]}]]] 

Problem 3.13 I. 2x4 + IOx3 + 16x2 + llx + 6; 2. no solution; 3. x - I. 

Problem 3.14 A similar reasoning as for the recurrence case gives the following 
case distinction: If degq(x) + I -I- degr(x) then 

dega(x) = degp(x) -max(degq(x),degr(x)). 

Otherwise, if lcr(x)/Ieq(x) is not an integer then dega(x) = degp(x) - degr(x). 
Otherwise dega(x) :::; max( deg p(x) - degr(x) , Ie r(x) / Ieq(x)). 

Problem 3.15 A general bound is given in Sect. 7.4. 

Problem 3.16 The chromatic polynomial is the same as for the graph in Fig. 3.3: 
k4 - 5k3 + 8k2 - 4k. Setting k = 1000 yields 995007996000 colorings. 

Problem 4.1 Use repeated squaring to compute ¢2101JO with a decent approxima­
tion of ¢ (a few hundred digits, say). Depending on the computer algebra system, it 
might be necessary to divide by some power of 10 from time to time. The result is 
F2 1IJOIJ = 419087604 .... 

Problem 4.2 Use the logarithmic computation scheme for Fibonacci numbers and 
keep intermediate results reduced modulo 1010, i.e., do the computations in the 
residue class ring :;z I 010. The result is F2 1000 = ... 48059253307. 

Problem 4.3 F2n + F2n+1 - Fn+1. More generally, Lk=oFm+k = Fn+m + F;z+m+1 -
Fm+1 for every mEN. 

Problem 4.6 The finite continued fraction equals F;z+2/ Fn+ 1. The infinite one is 
therefore ¢. 

Problem 4.8 If p(x) is the characteristic polynomial of a C-finite recurrence sat­
isfied by (an);;'=o, then letting this polynomial act as an operator on both sides of the 
inhomogeneous equation shows that (un);;'=o satisfies the C-finite recurrence whose 
characteristic polynomial is p(x) (x r + Cr_1Xr-1 + ... + C1X + co). 
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Problem 4.9 If (Hn);=o is C-finite, then by Theorem 4.2 also (Hn+l - Hn);=o is 
C-finite, so it suffices to show that (1/ (n + 1) );=0 is not C-finite. Assume it were. 
Then 

I I I 
CO-+CI--+"'+cr-- =0 

n n+l n+r 
(n 21) 

for some constants Co, ... , Cr with Cr # O. Multiply by n(n + 1)··· (n + r) to ob­
tain a polynomial relation of degree at most r - I. This relation, being valid for all 
integers n 2 1, actually holds for all n E CC. Setting n = -r implies Cr = 0, a contra­
diction. 

Problem 4.10 Induction on k. For k = 1 we have S2(n, 1) = 1 (n 2 0), which is 
clearly C-finite. If (S2 (n, k) );=0 is C-finite for some k, then the recurrence 

(n,k2 0), 

in combination with the result of Problem 4.8, implies that (S2(n, k + 1) );=0 is C­
finite. 

Problem 4.11 1. The identities are immediate consequences of Cassini's identity. 
It follows that u(F",Fn+l? - I = 0 for all n E N, and consequently 

a(F", Fn+1 )(u(Fn,Fn+l? -1) = 0 (n E N) 

for any a(x,y) E CQ[x,yj. 

2. Write p(x,y) = po(x) + PI (x)y + ... + Pd(X)yd for p;(x) E CQ[x]. Proceed by in­
duction on d. For d < 2 there is nothing to show. For d 2 2 consider 

p(x,y) = p(x,y) - Pd(X)/-2(u(x,y) -I). 

We have deg y p(x,y) < 2, and by the induction hypothesis there is some a(x,y) 
with p(x,y) ~ q(x,y) +a(x,y)(u(x,y) -1) and q(x,y) at most linear in y. Setting 
a(x,y) = a(x,y) - Pd(X)yd-2 completes the induction step. The conclusion follows 
because U(F2n,F2n+J) - I = 0 for all n E N. 

3. If at least one of qo(x) and ql (x) is nonzero then d := max(degqo(x) , 1 + 
degql (x)) is a nonnegative integer. In this case, we have 

so we cannot have qO(F2n) + ql (F2n)F2n+l = 0 for all n E N then. The conclusion 
follows by combining this result with the previous step. 

4. The argument for (F2n+l , F2n) in place of (F2n,F2n+l) is fully analogous. (In the 
asymptotics argument, divide by F~'+l and find 1/ cP instead of cP in the limit ex­
pression.) To get the final conclusion, observe that if p(Fn,F,,+J) = 0 for all n E N 
then in particular for all even n, implying that p(x,y) is a multiple of u(x,y) -1, as 
well as for all odd n, implying that p(x,y) is a multiple of u(x,y) + 1. Putting things 
together, p(x,y) must be a multiple of u(x,y? - 1, as claimed. 
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In general, if (a~I));=o, ... ,(a~m));=o are some sequences in a field lK, the set of 

all polynomials P E lK[XI"" ,xmJ with p(a~l), ... ,a/~m)) = 0 for all n E N forms an 

ideal in the ring lK [Xl, ... ,XmJ. If the (a~i) );=0 are C-finite in <Q, then a basis of this 
ideal can be computed by an algorithm [32]. 

Problem 4.12 No. For example, the solution of the recurrence an+2 = all is not 
uniquely determined by requesting that ao = a2 = I, because these conditions are 
satisfied by the two distinct solutions (I );=0 and (( -I )n );=0' 

Problem 4.13 Because of D~a(x) = I.;=o an+k~ for every k, there is a one-to-one 
correspondence between differential equations with constant coefficients for a(x) 
and recurrence equations with constant coefficients for (all);=o' 

Problem 4.14 The characteristic polynomial of the recurrence is also the charac­
teristic polynomial of the matrix M. Its roots UI , ... ,Ur are therefore the eigenvalues 
of M. As they are distinct, it follows that M is equivalent to a diagonal matrix with 
UI, ... ,Ur on the diagonal. A direct calculation confirms that (I, Ui, ... ,ur- I) is an 
eigenvector for Ui, and hence the representation M = T DT- I is established. 

If (all);=o is a solution ofthe recurrence, then 

(all,an+I,'" ,an+r-I) = M"(ao,al,'" ,ar-I) (n EN). 

Because of Mil = (TDT-I)" = TD"T-I, this implies that (all);=o can be writ­
ten as a linear combination of (ui);=o (i = 1, ... , r). Conversely, every vector 
(ao, al, . .. ,ar-l) of initial values gives rise to a solution (an);=o' This implies The­
orem 4.1 for the present situation. 

Problem 5.1 For instance via 1 =} 4 =} 3 =} 2 =} 1. 

Problem 5.2 Write p(x,y) = po(x) + PI (x)y+ P2(X)Y+'" + Pd(X)yd for Pi(X) E 

lK[x]. Suppose one of the Pi(X) is not the zero polynomial. Then there would be 
some no with Pi(no) i=- O. Then the univariate polynomial p(no,y) E lK[y] would not 
be the zero polynomial, although p(no,m) = 0 for all mEN. Contradiction. 

Problem 5.3 

Problem 5.4 

(p(n)a");=o where p(x) E lK[x] and a E lK \ {O}. 

_6_· n-2251l36IlS-51l 
y5n: - . 

Problem 5.5 Substitute f(x) = I. a~b" x' f' (x) = I. (a+l)"(b+l)" x' and f" (x) = 
n=OCnll!' 1l=0 (c+I)"Il! ' 

1l~0 (a~L21~~~:~)" X" into the left hand side of the differential equation, and check that 

the coefficient of x' simplifies to zero for every n E N. 

Problem 5.6 1. After multiplying the equation by (1 - x)a, compare coefficients 
on both sides. The coefficient of xO is 1 on both sides. For n > 0, the coefficient of 
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xn on the left is 

[x"](I-x)a2FI (a,bl x ) = [x"] I. (a) (_I)k}: I. a~bkxk 
c k=O k k=O ckk! 

= ± ( a ) (_I)"_ka~bk 
k=O n - k ckk! 

and on the right hand side we have 

[xnhFl (a,c-bl_x_) = ± ak(c-bl [xn] }: . 
c x-I k=O ckk! (x-I)" 

It is therefore enough to prove the summation identity 

'---v--' 
=(-I)k(Z::D 

±(_I)"_ka:bk( a ) = ±(_I)kak(C-b)k(n-l) 
k=O ckk! n - k k=O ckk! k - 1 

(n?I). 

lSI 

This can be done with Zeilberger's algorithm. It will find that both sides satisfy the 
recurrence equation 

(a - b - n)nSn + (a(b - c - n -1) + (n + 1)(b+c+ 2n + 1))Sn+1 

-(n+2)(c+n+l)Sn+2=O (n?I). 

After checking the identity for n = 1,2, it follows for all n ? 0 by induction. 

( a,bl ) a (a,c-bl x ) a (c-b,al x ) 2.2F1 C X = (I -x)- 2F1 c x-I = (I -x)- 2F1 c x-I 

= (I _x)-a(l_ x::1 r(C-h) 2F1 C -b~C - al x) = (l-xy-a-b2F1 C -b~C - al x). 

3. Multiply the Euler transform by (I - x)a+b-c and compare coefficients of ;;'. 

Then on the right hand side there is just (c-a):(L;-h)" while on the left hand side we 
c 11. 

get 

=L 
n=O 

The identity follows. 

± a:bk (a+b-c)(_I)n-k ;;'. 
k=O ckk! n-k 

'- J 

_ (c-a-b)"(-nJ" 

n~( I +a+b-c-n)k 
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Problem 5.7 Compare coefficients of xn on both sides. 

Problem 5.8 1. For every i with gcd( UI (x), U2 (x + i)) # 0 there must exist a point 
(s,o E JiZ2 where S is a root of UI (x) and S is a root of U2(X) and S = S - i. Since 
UI (x), U2(X) each have only finitely many roots, there can be only finitely many pairs 
(S, 0· Therefore, there can also be only finitely many such i. 

2. First, we have 

p(x+ I) UI(X) 
p(x) U2(X) 

g(x)g(x - 1)··· g(x - i + 1) UI (x) 
g(x-1)g(x-2)···g(x-i) U2(X) 

g(X)UI (x) 
g(X-i)U2(X) 

Secondly, the choice of g(x) implies gcd( UI (x), U2 (x + i)) = 1. Finally, it is clear 
that the set of all j with gcd(UI(X),U2(X+ j)) # I is contained in the set of all j with 
gcd(UI(X),U2(X+ j)) # I because UI(X) I UI(X) and U2(X) I U2(X). 

3. The desired i E N are precisely the positive integer roots of the univariate poly­
nomial resx(p(x),q(x+t)) E IK[t]. 

4./5. In Maple: 

gosperForm := proc(u,x) 
local p, q, r, i, j, k,g; 
p:= l;q:= numer(u);r:= denom(u); 
j := max(select(is, {solve(resultant(q, subs(x = x + i, r) ,x), in, integer)); 
while j >= 0 do 

g:= gcd(q,subs(x =X+ j,r)); 
q:=q/g; r:=r/subs(x=x-j,g); 
p:= p*product(subs(x =x-k,g),k = l..j); 
j := max( select(is, {solve(resultant(q, subs(x = x + i, r),x), in, integer)); 

od; 
return ( [p, q, subs(x = x - 1, r)]); 

end; 

Problem 5.9 For p(x),q(x),r(x) E IK[x] with gcd(q(x),r(x+i)) = 1 for all i E 

N \ {O} consider the equation 

p(x) = q(x)y(x+ 1) - r(x)y(x). 

If there are two different solutions YI (X),Y2 (x) E IK[x], then their difference Yh (x) := 
YI (x) - Y2(X) satisfies q(X)Yh(X+ 1) = r(x)Yh(X). In this case we have 

p(x+l) q(x) 
p(x) r(x+ 1) 

p(x+ l)/(Yh(x+ l)r(x+ 1)) 

p(x) / (Yh(x)r(x)) 

h d ( )=. .. . II - p(n) so t e summan sequence an n=O In questIOn IS essentIa y an - y,,(n)r(n)' 

Writing the general solution of the Gosper equation as y(x) = YI (x) + CYh(X) with 

c a constant, Gosper's algorithm returns w(n)an = ;l~ (YI (n) + CYh(n))Vh~S~(n) = 

~~i::l + c. The choice of a solution of the Gosper equation therefore corresponds to 
a choice of the additive constant in the solution of the telescoping equation. 
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When (an);;'=o is hypergeometric but not rational, then there is no such choice be­
cause then (an);;'=o and the constant sequence (I );;'=0 are not similar. 

Problem 5.10 Let Un = I1~:6 (- ~~iZl). Then (un);;'=o is hypergeometric and Un # 0 
for all n E IN. Substituting Sn = unsn into the equation and dividing on both sides by 
-co(n)un yields the new equation 

_ _ an 
Sn+l-Sn = --(-)-. 

Co n Un 

This is now a telescoping equation with a hypergeometric sequence on the right hand 
side, so Gosper's algorithm can be used for finding its hypergeometric solutions. 
Every solution (sn);;'=o gives rise to a solution (unsn);;'=o of the original equation. 

Problem 5.11 l. xt!tn(n~x); 2. (2n+l)4-n(~'); 3. (n+l)(m(m2-7m+ 

3)y5 - (3m3 -7m2 + 19m - 6)) /6(2m3y5 + (m4 + 5m2 - 1)); 4.2- (2:~1)'; 5. 

~+4(n-l)4n. 6 16-n(2n)2 
3 3(n+2) ,. n' 

Problem 5.12 Applying Gosper's algorithm to ak = t leads to the Gosper equa­
tion 1 = xy(x + I) - xy(x) which has obviously no polynomial solution y(x). 

Problem 5.13 Like in Zeilberger's algorithm, apply Gosper's algorithm to (co + 
c1k+··· +cdkd)/k! for a priori undetermined Co, ... ,Cd and find suitable values for 
the Ci during the computation. The smallest d where a nontrivial solution can be 
found is d = l. Here we get Co = 1, C I = -1, thus p (x) = x - l. 

Problem 5.14 l. (2n-l)4n- 1 (n:;o. 1); 2. (2n+ 1)(-I)n (n:;o. 0); 3. Tn(~;') 
(n:;o. 0); 4. 2n (n:;o. 0); 5. 4-n(~) (n:;o. 0); 6.0 (n:;o. I). 

Problem 5.15 (n+2?Sn+2 - (2n+3)(17n2+51n+39)sn+1 + (n+ l?sn = 0 (n:;o. 
0). 

Problem 5.16 With co(t) = 2t + 1 and CI (t) = - 2(t + 1) we have 

.I (co(n) cos( cp fn + CI (n) cos( cp fn+2)dcp = - sin( cp) cos( cp fn+l. 

For the specific boundaries 0 and 7[/2 the right hand side becomes zero. Therefore 
the definite integral I (n) on the right hand side of Wallis identity satisfies the re­
currence equation co(n )I(n) + CI (n )I(n + 1) = 0 (n :;0. 0). Since the right hand side 
satisfies the same recurrence and both sides trivially agree for n = 0, the identity 
follows by induction. 

Problem 6.1 

Problem 6.2 

1 +yT=4X = 1. _ 1 - x - 2x2 + ... is not a power series. 
2x x 

(4x2 -x)al/(x) + (lOx-2)a'(x) +2a(x) = O. 

Problem 6.3 The recursive structure of the continued fraction implies that K(x) = 
x/(1 - K(x)). Clearing denominators gives the algebraic equation K(xf - K(x) + 
x = O. This equation has a unique formal power series solution whose constant term 
is zero. Since xC(x) satisfies the same equation, we must have K(x) = xC(x). 
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Problem 6.4 The vector space V = lK(x) EBa(x)lK(x) EB ... EBa(x)d-llK(x) con­
tains I and a(x), a' (x), a" (x), .... Because of dim V = d, any d elements are linearly 
dependent over lK(x). In particular, I, a(x), a' (x), . .. ,a(d-I) (x) are linearly depen­
dent. The dependence gives the desired equation. 

Problem 6.5 1 + :!.x+ ...2..x2 + ..,M...x3 + .... _1. _4V'3xl/2 - ~x+ _2_x3/2 + .... 
9 243 6561 ' 2 . 9 27 V3 ' 

- ~ + 4V'3xl/2 - ~x - 27~x3/2 + .... 

Problem 6.6 Observe that L;;'=oCIlXn = a(x2) +xb(x2) and resort to Theorem 6.l. 

Problem6.7 (x2 +x-I )2xl + (x2 -x+ I )(x2 +x-I )y+ (x4 +2x3 - 2x2 -x+ I). 

Problem 6.8 !v5/6n(4/5)nn-3/2. 

Problem 6.9 4y3 - (24x + 3)y + 8x2 + 20x - I can be discovered by automated 
guessing as explained in Sect. 2.6. To prove that this "guessed" equation is correct, 
plug the series into the polynomial and simplify to zero (using summation algo­
rithms whenever appropriate). Alternatively, convert the minimal polynomial into 
a differential equation (via Theorem 6.1), check compatibility of the series with this 
equation, and compare a suitable number of initial terms. 

L;;'=o (I (,2) 2 x" is hypergeometric but not algebraic. 1 1(1 - x - x2) is algebraic but 
not hypergeometric. 

Problem 6.10 1. all,k = Lj ( - 2 )n- j (k~ j) (Il~J (n, k ~ 0). 

2. The recurrence is all+2,n+2 = -4 ;:!i all (n ~ 0). Together with the initial values 

ao,o = 1 and aLI = 0 implies a2n,21l = ( -1)" (~;') and a21l+ L21l+ I = 0 (n ~ 0). 

3. (4x2 + 1)y2 - 1 = O. 

4. Plug L;;'=o e) (_x2)1l into the left hand side of the equation and simplify the 
resulting expression to zero. 

A proof for the general statement can be found in [54, Theorem 6.3.3]. 

Problem 6.12 Suppose m(x,y) E lK[x,y] is such that m(x,a(x)) = o. Substituting 
x f--+ b(x) gives m(b(x),a(b(x))) = 0, so m(b(x),x) = O. The claim follows. 

1 
Problem 6.13 1. We have lin! rv cn-n+ 2: e" for some constant c, whereas the coef-
ficient sequences of algebraic power series grow like ncxd" for some constants (X,d. 

2. Suppose p(x,y) = po(x) + PI (x)y + ... + Pd(x)l is an annihilating polynomial 
of exp(x). We may assume that d is minimal and that among all annihilating poly­
nomials of degree d, the choice is made such that degxPd(x) is as small as can be. 
Then d ~ 1 and Po (x) is not the zero polynomial. Differentiating p(x,exp(x)) = 0 
with respect to x implies that 

is another annihilating polynomialfor exp(x). Now consider q(x,y) - dp(x,y). This 
cannot be the zero polynomial because d # 0 and degxp~(x) < degxpo(x) im­
plies that [i](q(x,y) - dp(x,y)) = p~(x) - dpo(x) is not the zero polynomial. But 
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[ydl (q(x, y) - d p(x,y)) = P;z (x). This is in contradiction to the minimality assump­
tions because either p~(x) = 0, then d was not minimal, or otherwise degxp;z(x) < 
degxPd(x) and the degree of Pd(X) was not minimal. 

3. Suppose p(x,y) = po(x) + PI (x)y + ... + Pd(x)i is an annihilating polyno­
mial of exp(x). We may assume that Pd(X) is not the zero polynomial. Set u = 

- degx Pd(X) and v = -d. Then limz---+= p(z, eZ)z"e"z = Ie Pd(X) of. 0 while p(z, eZ ) = 0 
for all z E JR. Contradiction. 

4. If exp(x) is algebraic then so are exp(ix) and exp( -ix). Hence, also sin (x) = 

t (exp(ix) - exp( -ix)), and hence xl sin(x). But the latter power series, regarded as 
an analytic function, has a pole at kn for every k E ~ \ {O}. These are infinitely many. 
But the singularities of an algebraic function are roots of a univariate polynomial 
and therefore there are at most finitely many of them. Therefore, xl sin (x) cannot be 
algebraic, and therefore exp(x) cannot be algebraic either. 

5. Suppose there is a nontrivial relation of the proposed form. Then po(x) can­
not be the zero polynomial, for otherwise multiplying by n! on both sides would 
yield a contradiction to the linear independence statement of Theorem 4.1. Assume 
again that d is minimal and derive a smaller relation subtracting dpd(n + 1) times 
the original relation from (n + l)pd(n) times the relation obtained from the orig­
inal relation by shifting n f---+ n + I. The first term in the resulting relation is the 
dpo(n)pd(n + I) - (n + 1 )po(n + 1 )pd(n) which cannot be identically zero because 
the po(x) is not the zero polynomial and the two terms have different degree in n. 
This is the desired contradiction. To see that exp(x) is not algebraic, observe that 
comparing coefficients of X" in a relation p(x, exp(x)) = 0 would give rise to a non­
trivial relation of the form we just proved to be impossible. 

Problem 6.14 If log( 1 + x) was algebraic, then, since exp(log( 1 + x)) = 1 + x, also 
exp(x) would be algebraic by Problem 6.12. This is not the case by Problem 6.13, so 

10g(1 +x) is not algebraic either. Now I';;=oHl1x' = _logl(~~x) cannot be algebraic 
either, for if it was, then multiplying by x-I and substituting x f---+ -x would yield 
again an algebraic series, while log( 1 + x) was shown to be not algebraic. 

Problem 6.15 1. Counterexample: I';;=02I1x' = 1/(1 - 2x) is algebraic as series, 
but 211 grows too quickly to be algebraic as a sequence. 

2. Counterexample: all = 1 I (n + 1) is algebraic as a sequence, because (n + 1 ) all -
1 = 0 (n ::;:, 0), but I';;=o allx" = log( 1 - x) is not algebraic as a series. 

Problem 6.16 ell' 

Problem 6.17 1-yT=4x -I +3 + 10 2 +35 3+ 2xv I -4x - -X X - X .... 

Problem 7.2 1. ~n((1 -n) +2(n+ I)HI1); 2. 2n - (2n+ I)HI1 + (n+ I)H~; 
( ) (2) 3. n+ 1 HI1 -HI1 . 

Problem7.3 I.n; 2.211; 3.211+311 ; 4.n!; 5. e~'); 6. 211+ e:'); 7.n!; 
8. n! + (2n) !; 9. 1 I (n! + (2n) !). 
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Problem 7.4 Let Cn = bn - an. Then Cn -I=- 0 for finitely many n E N only. Therefore 
c(x) := L;;'=o cnx' is a polynomial, and thus holonomic. (It satisfies, for instance, the 
differential equation c' (x)a(x) - c(x)a' (x) = 0.) Since (an);;'=o is holonomic and also 
(cll);;'=o and bll = all + CIl (n EN), it follows that (bll);;'=o is holonomic. 

The corresponding statement is true for C-finite sequences and for coefficient se­
quences of algebraic power series, but not for hypergeometric sequences. 

Problem 7.7 All. 

Problem 7.8 Let a(x) be the series in question. Then for every kEN there is 
some polynomial qk(X) E <Q[x] of degree k such that D~a(x) = qk(exp(x) )a(x). This 
follows directly from a repeated application of the chain rule. Now if there was an 
equation 

po(x)a(x) + PI (x)a' (x) + ... + Pr(x)D~a(x) = 0 

then this would imply 

(po (x) + PI (x)ql (exp(x)) + ... + Pr(x)qr(exp(x)))a(x) = O. 

Dividing by a(x) gives a polynomial equation for exp(x) which is nontrivial be­
cause degq,,(x) = k for every k. We have reached a contradiction to the result of 
Problem 6.13 and therefore a holonomic differential equation for a(x) cannot exist. 

Problem 7.9 a,,:= (~)"ekk) is clearly holonomic as a sequence. Hence a(x) := 

Lk=Oa"x" is holonomic as a power series. Hence l~xaC::I) is holonomic as a power 

series. Hence [x/]I~xaC::I) is holonomic as a sequence. By the Euler transform, the 
latter is equal to SIl' 

Problem 7.10 Starting from the obvious equations satisfied by 1/ VI - 4t2, exp(t), 
and 4t(xy - t(x2 + i)) / (I - 4t2), construct a differential equation for the right hand 
side. This gives 

This differential equation translates into the recurrence equation 

valid for n ::;:, O. Now verify that HIl (x )HIl (y) / n! satisfies this recurrence as well and 
compare four initial values. 

Problem 7.11 Start with the differential equation from Problem 5.5 and the obvi­
ous equations satisfied by 4x/(1 +x?, (I +x)2a and x2, and construct differential 
equations for the series on the left hand side and the right hand side of the equation. 
It turns out that both sides satisfy 

4ab(x - I )f(x) + 2(x+ 1)( -2ax+ bx2 + b _x2)!, (x) - (x - I )x(x+ I )2f" (x) = O. 

Finally, compare a suitable number of initial values. 
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Problem 7.12 The recurrence corresponding to the differential equation is 

52an+(2705-104n)an+l +2(26n2 -1353n - 54)an+2+53(n - 50)(n + 3)an+3 = O. 

It has a singularity at n = 50, so fixing ao, aI, a2 does not determine the value aS3. 

Problem 7.13 See Sect. 8.3 of [44]. 

Problem 7.15 hn = n!. To obtain the other solution, plug the proposed form of Un 
into the equation. Using that hn is a solution, the equation can be simplified to a first 
order equation for hn. Its solution is hn = (_I)n In!. 

More generally, whenever (hn)';=o is some solution to a recurrence of order r, there 
is a second solution (un)';=o with Un = hn '£;::6 hk where (hn),;=o satisfies a recur­
rence of order r - I. 

Problem 7.16 .; = 1 or'; = -I. 

Problem 7.17 I. If (hn)';=o is such that u(n)hn+l + v(n)hn (n ~ 0) for some poly­
nomials u(x), v(x) E IK[x], then every solution (an)';=o of the given inhomogeneous 
equation will also satisfy the homogeneous equation 

v(n)po(n)an + (u(n)po(n+ 1) +v(n)PI(n))an+1 + ... 
+ (u(n)Pr-l(n+ I) + v(n)Pr(n))an+r+ u(n)Pr(n + I)an+r+l = 0 (n ~ 0). 

Use Petkovsek's algorithm to determine the hypergeometric solutions of this equa­
tion, and then check which of these also satisfies the original equation. Return those 
as answer and discard the others. 

2. Petkovsek's algorithm returns the shift quotients w(x) E IK(x) of all the hyper­
geometric solutions. We need to detect for a given w(x) E IK(x) whether it is actu­
ally the shift quotient of a rational function, i.e., whether there exists u(x) E IK(x) 
such that u(x+ I)/u(x) = w(x). This can be done by computing a Gosper form 
ofw(x): Ifw(x) = p(x+ l)q(x)/p(x)/r(x+ 1) is a Gosper form ofw(x), then w(x) 
is the shift quotient of a rational function if and only if q(x) = r(x). In this case 
u(x) = p(x)/q(x). 

It should be remarked that this is a rather brutal way of finding rational solutions of 
holonomic recurrence equations. Better algorithms can be found in the literature [2]. 

Problem 7.18 Induction on k. For k = 0 we have SI (n, 0) = 0 (n ~ I), which is 
clearly holonomic. If (51 (n,k))';=o is holonomic for some k ~ 0, then the general 
recurrence 

for Stirling numbers of the first kind (Ex. 3.7) implies 

n-I S (" k) 
SI(n,k+l)=(-I)n(n-l)!I, (~l)'i" 

i=O 1 l. 

so (SI (n, k + I) )';=0 is holonomic as well. 

(n,k > 0) 

(n > 0), 
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The claimed harmonic number representations can be checked by explicitly com­
puting recurrence equations for the (Sl(n,k));;'=o (k = 1,2,3,4), checking that the 
claimed expressions satisfy these recurrence equations, and comparing a suitable 
number of initial values. 

Problem 7.19 I. The worst case situation is exactly the same as for Quicksort. 

2. cn'; = (n -1) + k (L~~11 Cn-k';-k + Lk=i+l Ck-l.i) and Cn,1 = cn.n = n - 1. 
Elimination of the summation signs leads to the recurrence 

2 
C",i - Cn+1,i - Cn+1,i+1 + Cn+2,i+1 = n + 2 (n'21,1 <i<n). 

3 Th f 1 2 "'0 dOl 8 53 197 87 467 1133 1013 23447 49249 
- . e terms or n = , , ... , -~ rea "3' 12' 30' 10' 42' 84' 63' 1260' 2310 ' 
664327 4822549 118115 1166365 1810561 58338047 27874461 511162633 5449841867 
27720' 180180' 4004' 36036' 51480' 1531530' 680680' 11639628' 116396280' 
161087299 6141864151 74689129967 10489933451 29559627277 867902775947 1363691268007 
3233230 ' 116396280' 1338557220' 178474296' 478056150 ' 13385572200' 20078358300' 

5698145622329 5748829529089 89786686813897 
80313433200 ' 77636318760 ' 1164544781400 . 

4. We found the equation 

x(x+ 1)(x - 1)3(2x6 + 2x5 - 18x4 - 17x3 - 9x2 - 30x - 30)a(3)(x) 

+ 2(x - 1)2(9x8 + 15x7 - 94x6 - 148x5 - 83x4 - 207x3 - 282x2 + 90)al/(x) 

+2(x-I)(15x8+24x7 -175x6-274x5-320x4 -582x3 

- 528x2 + 480x+ 360)a'(x) 

+ 4(3x7 + IIx6 - 40x5 - 227x4 - 1 95x3 - 42x2 + 300x + 90)a(x) = O. 

5. We found C1 (x) = (x~l)ix4' C2(X) = (x~!)2' and 

( ) _ x6 -18+2(x2 -3)log(x+ 1)+2(2x4 +x2 -3)log(l-x) 
C3 x - (x-l)2x4 

6. For the above choice of C1 (x), C2(X), C3 (x) we get a1 = 3, a2 = -~, a3 = -~. 
7. On U := {z E <C : Izl < I} we can define the analytic function 

c: U ----+ <C, c(z) = alCl (z) + a2Cl (z) + a3C3 (z). 

It has singularities at z = ± 1 and there we have 

C(z) rv ~(1 +log(1 +z)) 

() 2(1 + log(2)) 
C z rv (1 _ Z)2 

(z ----+ -1) 

(z ----+ I). 

The growth implied by the second estimate dominates the growth implied by the 
first. Therefore 

[xn]C(x) rv2(1 +log(2))n (n----+ oo ). 

8 2n5+28n4+ 123n3+ 166n2-81n-210 + n4 +15n3+85,,2+209,,+198 (-1)" _ 2(n+6) i (_l)k _ 
. (n+l)(n+2)(n+3)(n+4) (n+l)(n+2)(n+3)(n+4) k=l k 

10H". 
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A.7 Bibliographic Remarks 

Chapter 1 

Hoare's original paper on Quicksort is [29]; the complexity analysis given here al­
ready appears there and is used as an example for the analysis of algorithms in many 
introductory textbooks. Further examples for analysis of algorithms can be found in 
the seminal volumes of Knuth [34, 33]. The book Concrete Mathematics [24] arose 
as an offspring of Knuth's ground breaking work in this area. 

Havil [27] gives a fine and very readable account on the mysteries surrounding Eu­
ler's magic constant y. 

Chapter 2 

Wilf's introduction to generating functions [62] contains further information and 
additional examples for the usage of formal power series in combinatorics and other 
branches of mathematics. Ongoing research on formal power series is presented at 
the annual meetings of the international conference series FPSAC ("Formal Power 
Series and Algebraic Combinatorics"). 

Sokal [52] gives a "ridiculously simple" version ofthe implicit function theorem for 
analytic functions as well as for formal power series. 

Sloane's collection of integer sequences has originally appeared as a book [51]. One 
of the first uses of computers for detecting possible equations among sequences 
or power series was by Pivar and Finkelstein [45], the idea has subsequently been 
adapted to various different types of equations [49, 39, 37, 31, 28]. 

Richardson's convergence acceleration technique dates back to 1910 [47], a survey 
of more recent developments can be found in [13]. 

Chapter 3 

Most of the material in this chapter is part of the mathematical folklore. 

We follow Concrete Mathematics for the notation of rising and falling factorials; 
many other notations are used in the literature. In particular, the symbol (x)n may 
refer to x' as well as to x.l. 
For a collection of additional facts on Stirling numbers, see Sect. 6.1 of Concrete 
Mathematics. Also Stirling numbers appear in a variety of different notations. 

The algorithm for solving first order inhomogeneous linear recurrence equations 
with polynomial coefficients appears in Gosper's paper [23]. 
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The theory behind the examples for partition analysis was developed in the late 19th 
century by MacMahon [38] and revived and brought to the computer by Andrews, 
Paule and Riese in a series of articles. The examples given here are taken from [9]. 
For more recent work, see [8] and the references given there. 

Chapter 4 

The term C-finite was coined by Zeilberger in [65], he also calls holonomic recur­
rences P-finite because they have Qolynomial coefficients where C-finite recurrences 
have fonstant coefficients. 

Stanley discusses rational generating functions in Chap. 4 of [53]. Combinatorial 
examples as well as pointers to the literature can be found there. For number theo­
retic aspects of C-finite sequences we refer to the comprehensive text [20]. 

A general summation algorithm for sums over C-finite sequences is due to Greene 
and Wilf [25]. Their algorithm includes as a special case the one we describe. 

For general aspects of the theory of orthogonal polynomials, see Chap. 6 in the book 
of Temme [55] and the relevant chapters of [7]. 

ChapterS 

Andrews, Askey and Roy [7] is excellent reference for classical aspects of the theory 
of hypergeometric series. 

Gosper's algorithm originally appeared in [23], Paule [41] provides an algebraic 
explanation of it. The original article of Zeilberger's algorithm is [64]. There are 
also textbooks solely devoted to hypergeometric summation [44, 35], and further 
references to the literature are given there. 

The elliptic arc length example is taken from [6]. 

Monthly problems which can be solved with the help of summation algorithms are 
collected in [40]. Also the examples we have given are taken from there. 

Chapter 6 

The kernel method first appeared as a solution to Exercise 2.2.1-4 in [33], see [10, 
12] and the references given there for generalizations. 

The solution of algebraic equations in terms of Puiseux series was already proposed 
almost two centuries before Puiseux by Isaac Newton. 
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Buchberger's theory of Gr()bner bases [17] provides a computational alternative to 
resultant computations. 

More on the connection of context free languages to algebraic power series can be 
found in [21]. Also detailed background information on asymptotic techniques can 
be found there. 

Facts about Legendre polynomials are collected in [18]. 

Chapter 7 

Concrete Mathematics [24] discusses harmonic numbers and their summation in 
Sects. 6.3 and 6.4. For algebraic relations among generalized harmonic numbers, 
their automated computation, and their relevance in particle physics, we refer to [1] 
and the references give there. Apery's proof of the irrationality of S (3) can be found 
in [56]. 

Zeilberger promoted holonomic sequences and power series in [65], there he dis­
cusses a more general definition applicable to sequences and series in several vari­
ables. Closure properties can be proven and computed also in this case. Stanley 
treats holonomic objects in Sect. 6.4 of [54] under the names D-finite (for power 
series) and P-recursive (for sequences). Summation algorithms for general multi­
variate holonomic sequences and functions are described in [15] and [14]. 

The solution of linear differential equations in terms of generalized series goes back 
to the work of Frobenius at the end of the 19th century. 

The criterion that a(x) and I/a(x) are holonomic if and only if a'(x)/a(x) is alge­
braic can be found as Exercise 1.39 in [57]. The original source is [26]. 

Petkovsek's algorithm first appeared in [43] and is also described in [44, 35]. 
Abramov and van Hoeij present their summation algorithm in [4]. 

Proofs for the claimed permutation statistics are given in [62]. For techniques for 
high performance computations of constants, see the book [II]. Bessel functions 
are described at length in the classical book [60]. 

The fast median search algorithm discussed in Problem 7.19 is described in Chap. 9 
of [16]. 
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