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Introduction

Let $k$ be a field and $\ell$ a prime number different from $\text{char}(k)$. The étale cohomology ring $\oplus H^n_{\text{ét}}(k, \mu^n_{\ell})$ is the Galois cohomology of the group $\mu_\ell$ of $\ell$th roots of unity and its twists $\mu^n_{\ell}$. In degree 0 it is $H^0_{\text{ét}}(k, \mathbb{Z}/\ell) \cong \mathbb{Z}/\ell$, and in degree 1 it is given by the Kummer isomorphism $k^*/\ell \longrightarrow H^1_{\text{ét}}(k, \mu_{\ell})$. If $k$ contains $\mu_{\ell}$ then $H^2_{\text{ét}}(k, \mu^n_{\ell}) \cong K_2(k)/\ell$, and this was proven by Suslin and Merkurjev [MS82]; this identification evolved from the classical $\ell$th power norm residue symbol of Hilbert’s 9th Problem. The higher cohomology groups $H^n_{\text{ét}}(k, \mu^n_{\ell})$ have seemed difficult to describe in general.

The Kummer isomorphism induces a ring homomorphism from $\wedge^\ast(k^*)$, the exterior algebra of the abelian group $k^*$, to the étale cohomology ring, and Tate observed that the cup product $[a] \cup [1 - a]$ vanishes in $H^2_{\text{ét}}(k, \mu^n_{\ell})$. Inspired by this, Milnor defined a graded ring $K^n_{M}(k)$, called the Milnor $K$-theory of $k$, as the quotient of $\wedge^\ast(k^*)$ by the ideal generated by elements of the form $\{a, 1 - a\}$, $a \in k - \{0, 1\}$. By construction, there is a canonical ring homomorphism

$$K^n_{M}(k)/\ell \longrightarrow \oplus_n H^n_{\text{ét}}(k, \mu^n_{\ell}),$$

called the norm residue homomorphism to reflect its origins in Hilbert’s Problem. The main theorem of this book is that the norm residue homomorphism is an isomorphism:

**Theorem** (Theorem A). For all fields $k$ containing $1/\ell$, and all $n$, the norm residue is an isomorphism.

As a consequence, we obtain a presentation of the étale cohomology ring in terms of generators (the $[a]$ in $H^1_{\text{ét}}$) and relations (the $\{a, 1 - a\}$ in $H^2_{\text{ét}}$).

The proof of Theorem A was completed by Voevodsky in the 2010–11 papers [Voe10c] and [Voe11], but depends on the work of many other people. See the Historical notes at the end of Chapter 1 for details.

For any smooth variety $X$ over $k$, we can form the bigraded motivic cohomology ring $H^{p,q}(X, \mathbb{Z}/\ell)$ and there is a ring homomorphism which in bidegree $(p, q)$ is $H^{p,q}(X, \mathbb{Z}/\ell) \rightarrow H^p_{\text{ét}}(X, \mu^n_{\ell})$. When $X = \text{Spec}(k)$, the diagonal entry $H^{p,p}(k, \mathbb{Z})$ is isomorphic to $K^M_p(k)$, and $H^{p,p}(k, \mathbb{Z}/\ell) \cong K^M_p(k)/\ell$. Theorem A is a special case of the following more sweeping result, which we also prove.
Theorem (Theorem B). Let $X$ be a smooth variety over a field containing $1/\ell$. Then the map $H^{p,q}(X, \mathbb{Z}/\ell) \to H^p_{\text{\acute{e}t}}(X, \mu_\ell^{\otimes q})$ is an isomorphism for all $p \leq q$.

Theorem B has a homological mirror in the derived category of Nisnevich sheaves. To formulate it, let $\pi_*$ denote the direct image functor from étale sheaves to Nisnevich sheaves on the category $\text{Sm}/k$ of smooth schemes over $k$, and recall that $H^n_{\text{\acute{e}t}}(X, \mu_\ell^{\otimes q})$ is the Nisnevich hypercohomology $H^n_{\text{nis}}(X, \mathbb{R}\pi_*\mu_\ell^{\otimes q})$. The map $H^{p,q}(X, \mathbb{Z}/\ell) \to H^p_{\text{\acute{e}t}}(X, \mu_\ell^{\otimes q})$ is just the cohomology on $X$ of a natural map $\mathbb{Z}/\ell(q) \to \mathbb{R}\pi_*\mu_\ell^{\otimes q}$ in the derived category. It factors through the good truncation at $q$ of $\mathbb{R}\pi_*\mu_\ell^{\otimes q}$, and we have

Theorem (Theorem C). For all $q$, the map $\mathbb{Z}/\ell(q) \to \tau^{\leq q}\mathbb{R}\pi_*\mu_\ell^{\otimes q}$ is an isomorphism in the derived category of Nisnevich sheaves on the category of smooth simplicial schemes over $k$.

As noted above, it is easy to see that Theorem C implies Theorem B, which in turn implies Theorem A. We will see in Chapter 2 that all three theorems are equivalent. This equivalence is due to Suslin and Voevodsky [SV00a].

The history of these theorems is quite interesting. In the late 1960’s, Milnor and Tate verified that the norm residue homomorphism is always an isomorphism for local and global fields, fields for which the only issue for $n > 2$ is torsion for $\ell = 2$. Inspired by these calculations, Milnor stated in [Mil70] that Bass and Tate also consider the more general [norm residue] homomorphism [for $\ell$ odd] ... but we will only be interested in the case $\ell = 2$. I do not know of any examples for which the [norm residue] homomorphism fails to be bijective."

In the 1982 papers [Me81, MS82], Merkurjev and Suslin showed that the norm residue homomorphism is an isomorphism for $n = 2$ and all $\ell$. By the mid-1990s, Milnor’s statement for $\ell = 2$ had become known as the Milnor conjecture. The parallel conjecture when $\ell$ is odd, dubbed the Bloch–Kato conjecture in [SV00a], was first clearly formulated by Kazuya Kato in [Kat80, p.608]:

Concerning this homomorphism, the experts perhaps have the following Conjecture in mind (cf. [Mil70, §6]).

Conjecture. The [norm residue] homomorphism is bijective for any field $k$ and any integer $\ell$ which is invertible in $k$.

The version stated by Spencer Bloch was: “I wonder whether the whole cohomology algebra $\oplus H^r(F, \mu_\ell^{\otimes r})$ might not be generated by $H^1$?” [Blo80, p.5.12]

We now turn to the rise of motivic cohomology. In the early 1980’s, S. Lichtenbaum [Lic84, §3] and A. Beilinson [Be˘ı87, 5.10.D] formulated a set of conjectures describing the (then-hypothetical) complexes of sheaves $\mathbb{Z}(n)$ and properties they should enjoy. These complexes were later constructed by Voevodsky and others, and their cohomology is the motivic cohomology developed.
in [Voe00b]. Among these properties is the assertion $\text{BL}(n)$ that Theorems B and C hold for $n = q$; this has often been referred to as the \textit{Beilinson–Lichtenbaum conjecture.} Another is the assertion $\text{H90}(n)$ that $H^1_{\text{et}}(k, \mathbb{Z}(n))$ should vanish.

In 1994, Suslin and Voevodsky showed that the Bloch–Kato conjecture was equivalent to the Beilinson–Lichtenbaum conjecture, and to H90(n). Their proof required resolution of singularities over $k$, a restriction that was later removed in [GL01] and [Sus03]. Our Chapter 2 provides a shorter proof of these equivalences. This shows that Theorems A, B and C are equivalent.

For $\ell = 2$, the proof of Theorems A, B and C was announced by Voevodsky in 1996, and published in the 2003 paper [Voe03a].

A proof of the Bloch–Kato conjecture (Theorem A) was announced by Voevodsky in 1998, assuming the existence of what we now call a \textit{Rost variety} (see Definition 1.24 below). Rost produced such a variety that same year, in [Ros98a], but the complete proof that Rost’s variety had the properties required by Voevodsky did not appear until much later ([SJ06], [Ros06] and [HW09]). The proof of Theorem A appeared in the 2003 preprint [Voe03b] — modulo the assumption that Rost varieties exist and two other assertions. One of these assertions, concerning the motivic cohomology operations on $H^{*,*}(X, \mathbb{Z}/\ell)$, was incorrect; happily, it was found to be avoidable [Wei09]. The full proof of Theorem A was published by Voevodsky in the 2010–11 papers [Voe10c] and [Voe11].

In this book we shall prove Theorems A, B and C for all $\ell$, following the lines of [Voe11]. We will also establish the appropriate replacement assertions concerning the motivic cohomology groups $H^{*,*}(X, \mathbb{Z})$.

\textit{Prerequisite material}

Our proof will use the machinery of motivic cohomology. In order to keep the book’s length reasonable (and preserve our sanity), we need to assume a certain amount of material. Primarily, this means:

1. the material on the pointed motivic homotopy category of spaces, due to Morel–Voevodsky and found in [MV99]. See Sections 12.7–12.9 below.

2. the construction of reduced power operations $P^i$ in [Voe03c]. See Section 13.3.

3. the theory of presheaves with transfers, as presented in [MVW]. (The original source for this material is Voevodsky’s paper [Voe00b].)

4. the main facts about algebraic cobordism, due to Levine and Morel and found in the book [LM07]. We have summarized the facts we need about algebraic cobordism, especially the degree formulas, in Chapter 8.

As should be clear from this list, the material we assume does not arise in a vacuum. These topics imply for example that the reader is at least comfortable with the basic notions of Algebraic Geometry, including étale cohomology, and basic notions in homotopy theory, including model categories (for Chapter 12).
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Figure 1: Dependency graph of the Chapters
Chapter 1

An overview of the proof

The purpose of this chapter is to give the main steps in the proof of Theorems A and B (stated on page 2) that for each $n$ the norm residue homomorphism

$$K_n^M(k)/\ell \rightarrow H^n_{\text{ét}}(k, \mu_{\ell}^{\otimes n}), \quad (1.1)$$

is an isomorphism, and $H^{p,n}(X, \mu^n_{\ell}) \cong H^p_{\text{ét}}(X, \mu^n_{\ell})$ for $p \leq n$. We proceed by induction on $n$. It turns out that in order to prove Theorems A, B and C, we must simultaneously prove several equivalent (but more technical) assertions, H90(n) and BL(n), which are defined in 1.5 and 1.28.

1.1 First reductions

We fix a prime $\ell$ and a positive integer $n$. In this section we reduce Theorems A and B to H90(n), an assertion (defined in 1.5) about the étale cohomology of the $\ell$-local motivic complex $Z_{\text{ét}}(n)$. We begin with a series of reductions, the first of which is a special case of the transfer argument.

The transfer argument 1.2. Let $F$ be a covariant functor on the category of fields which are algebraic over some base field, taking values in $\mathbb{Z}/\ell$-modules and commuting with direct limits. We suppose that $F$ is also contravariant for finite field extensions $k'/k$, and that the evident composite from $F(k)$ to itself is multiplication by $[k':k]$. The contravariant maps are commonly called transfer maps. If $[k':k]$ is prime to $\ell$, the transfer hypothesis implies that $F(k)$ injects as a summand of $F(k')$. More generally, $F(k)$ injects into $F(k')$ for any algebraic extension $k'$ consisting of elements whose degree is prime to $\ell$. Thus to prove that $F(k) = 0$ it suffices to show that $F(k') = 0$ for the field $k'$.

Both $k \mapsto K_n^M(k)/\ell$ and $k \mapsto H^n_{\text{ét}}(k, \mu_{\ell}^{\otimes n})$ satisfy these hypotheses, and so do the kernel and cokernel of the norm residue map (1.1), because the norm residue commutes with these transfers. Thus if the norm residue is an isomorphism for $k'$ it is an isomorphism for $k$, by the transfer argument applied to the kernel and cokernel of (1.1). For this reason, we may assume that $k$ contains all $\ell$th roots of unity, that $k$ is a perfect field, and even that $k$ has no field extensions of degree prime to $\ell$. 

The second reduction allows us to assume that we are working in characteristic zero, where for example the resolution of singularities is available.

**Lemma 1.3.** If (1.1) is an isomorphism for all fields of characteristic 0, then it is an isomorphism for all fields of characteristic \( \neq \ell \).

**Proof.** Let \( R \) be the ring of Witt vectors over \( k \) and \( K \) its field of fractions. By the standard transfer argument 1.2, we may assume that \( k \) is a perfect field, so that \( R \) is a discrete valuation ring. In this case, the specialization maps “sp” are defined and compatible with the norm residue maps in the sense that

\[
K_n^M(k)/\ell \xrightarrow{\text{sp}} H^n_{\text{zar}}(k, \mu_{\ell^n})
\]

commutes (see [Wei13, III.7.3]). Both specialization maps are known to be split surjections. Since \( \text{char}(K) = 0 \), the result follows. \( \square \)

Our third reduction translates the problem into the language of motivic cohomology, as the condition \( H_90(n) \) of Definition 1.5.

The (integral) motivic cohomology of a smooth variety \( X \) is written as \( H^{n,i}(X, \mathbb{Z}) \) or \( H^n(X, \mathbb{Z}(i)) \); it is defined to be the Zariski hypercohomology on \( X \) of \( \mathbb{Z}(i) \); see [MVW, 3.4]. Here \( \mathbb{Z}(i) \) is a cochain complex of \( \acute{e}tale \) sheaves which is constructed for example in [MVW, 3.1]. By definition, \( \mathbb{Z}(i) = 0 \) for \( i < 0 \) and \( \mathbb{Z}(0) = \mathbb{Z} \), so \( H^n(X, \mathbb{Z}(i)) = 0 \) for \( i < 0 \) and even \( i = 0 \) when \( n \neq 0 \). There are pairings \( \mathbb{Z}(i) \otimes \mathbb{Z}(j) \rightarrow \mathbb{Z}(i+j) \) making \( H^*(X, \mathbb{Z}(*) \) into a bigraded ring. When \( k \) is a field, we often write \( H^*(k, \mathbb{Z}(*)) \) for \( H^*(\text{Spec} \, k, \mathbb{Z}(*)) \).

There is a quasi-isomorphism \( \mathbb{Z}(1) \xrightarrow{\sim} \mathcal{O}_X^*[-1] \); see [MVW, 4.1]. This yields an isomorphism \( H^i(X, \mathbb{Z}(1)) \cong \mathcal{O}_X^i \). When \( X = \text{Spec}(k) \) for a field \( k \), the Steinberg relation holds in \( H^1(X, \mathbb{Z}(2)) \): if \( a \neq 0,1 \) then \( a \cup (1-a) = 0 \). The presentation of \( K^*_n(k) \) implies that we have a morphism of graded rings \( K^M_n(k) \rightarrow H^*(k, \mathbb{Z}(*)) \) sending \( \{a_1, \ldots, a_n\} \) to \( a_1 \cup \cdots \cup a_n \). It is a theorem of Totaro and Nesterenko–Suslin that \( K^*_n(k) \cong H^n(\text{Spec} \, k, \mathbb{Z}(n)) \) for each \( n \); proofs are given in [NS89], [Tot92] and [MVW, Thm. 5.1].

We can of course vary the coefficients in this construction. Given any abelian group \( A \), we may consider \( H^n(X, A(i)) \), where \( A(i) \) denotes \( A \otimes \mathbb{Z}(i) \); \( H^*(X, A(*)) \) is a ring if \( A \) is. Because Zariski cohomology commutes with direct limits, we have \( H^n(X, \mathbb{Z}(i)) \otimes \mathbb{Q} \xrightarrow{\sim} H^n(X, \mathbb{Q}(i)) \) and \( H^n(X, \mathbb{Z}(i)) \otimes \mathbb{Z}(\ell) \xrightarrow{\sim} H^n(X, \mathbb{Z}(\ell)(i)) \). Because \( H_{\text{zar}}^{n+1}(\text{Spec} \, k, \mathbb{Z}(n)) = 0 \) [MVW, 3.6], this implies that we have

\[
K^M_n(k)/\ell \cong H^n_{\text{zar}}(\text{Spec} \, k, \mathbb{Z}/\ell(n)). \tag{1.4}
\]

\(^1\)Taken from [Voe96, 5.2]
Since each $A(i)$ is a complex of étale sheaves, we can also speak about the étale motivic cohomology $H^*_\text{ét}(X, A(i))$. There is a motivic-to-étale map $H^*(X, A(i)) \to H^*_\text{ét}(X, A(i))$; it is just the change-of-topology map $H^*_{\text{zar}} \to H^*_\text{ét}$. For $A = \mathbb{Z}/\ell$ we have isomorphisms $H^n_{\text{ét}}(X, \mathbb{Z}/\ell(i)) \cong H^n_{\text{ét}}(X, \mu_{\ell}^{\otimes i})$ for all $n, i \geq 0$; see [MVW, 10.2]. We also have $H^n_{\text{ét}}(k, \mathbb{Z}(i)) = H^n_{\text{ét}}(k, \mathbb{Z}(i)(1))$ and $H^n_{\text{ét}}(k, \mathbb{Z}(i)) \otimes \mathbb{Q} = H^n_{\text{ét}}(k, \mathbb{Q}(i))$.

The condition $H90(n)$

Definition 1.5. Fix $n$ and $\ell$. We say that $H90(n)$ holds if $H^{n+1}_{\text{ét}}(k, \mathbb{Z}(i)) = 0$ for any field $k$ with $1/\ell \in k$. Note that $H90(0)$ holds as $H^1_{\text{ét}}(k, \mathbb{Z}) = 0$, and that $H90(n)$ implicitly depends on the prime $\ell$.

The name ‘$H90(n)$’ comes from the observation that $H90(1)$ is equivalent to the localization at $\ell$ of the classical Hilbert’s Theorem 90:

$$H^2_{\text{ét}}(k, \mathbb{Z}(1)) \cong H^2_{\text{ét}}(k, \mathbb{G}_m[-1]) = H^1_{\text{ét}}(k, \mathbb{G}_m) = 0.$$ We now connect $H90(n)$ to $K^M_n(k)$.

Lemma 1.6. For all $n > i$, $H^n_{\text{ét}}(k, \mathbb{Z}(i))$ is a torsion group, and its $\ell$-torsion subgroup is $H^n_{\text{ét}}(k, \mathbb{Z}(\ell)(i))$. When $1/\ell \in k$ and $n \geq i+1$ we have $H^{n+1}_{\text{ét}}(k, \mathbb{Z}(\ell)(i)) \cong H^n_{\text{ét}}(k, \mathbb{Q}/\mathbb{Z}(\ell)(i))$, while there is an exact sequence

$$K^M_n(k) \otimes \mathbb{Q}/\mathbb{Z}(\ell) \to H^n_{\text{ét}}(k, \mathbb{Q}/\mathbb{Z}(\ell)(n)) \to H^{n+1}_{\text{ét}}(k, \mathbb{Z}(\ell)(n)) \to 0.$$ Proof. We have $H^n_{\text{ét}}(k, \mathbb{Q}(i)) \cong H^n(k, \mathbb{Q}(i))$ for all $n$ by [MVW, 14.23]. If $n > i$, $H^n(k, \mathbb{Q}(i))$ vanishes (by [MVW, 3.6]) and hence $H^n_{\text{ét}}(k, \mathbb{Z}(i))$ is a torsion group. Its $\ell$-torsion subgroup is $H^n_{\text{ét}}(k, \mathbb{Z}(\ell)(i)) = H^n_{\text{ét}}(k, \mathbb{Z}(\ell)(i))$. Set $D(i) = \mathbb{Q}/\mathbb{Z}(\ell)(i)$. The étale cohomology sequence for the exact sequence $0 \to \mathbb{Z}(\ell)(i) \to \mathbb{Q}(i) \to D(i) \to 0$ yields the second assertion (for $n \geq i+1$), and (taking $n = i$) yields the commutative diagram:

$$
\begin{array}{cccccc}
H^n(k, \mathbb{Z}(\ell)(n)) & \to & H^n(k, \mathbb{Q}(n)) & \to & H^n(k, D(n)) & \to 0 \\
\downarrow & & \downarrow & & \downarrow & \\
H^n_{\text{ét}}(k, \mathbb{Z}(\ell)(n)) & \to & H^n_{\text{ét}}(k, \mathbb{Q}(n)) & \to & H^n_{\text{ét}}(k, D(n)) & \to H^{n+1}_{\text{ét}}(k, \mathbb{Z}(\ell)(n)).
\end{array}
$$

The bottom right map is onto because $H^{n+1}_{\text{ét}}(k, \mathbb{Q}(i)) = 0$. Since $H^n(k, D(n)) \cong K^M_n(k) \otimes \mathbb{Q}/\mathbb{Z}(\ell)$, a diagram chase yields the exact sequence. \qed

The example Br$(k)(\ell) = H^2_{\text{ét}}(k, \mathbb{Q}/\mathbb{Z}(\ell)(1)) \cong H^3_{\text{ét}}(k, \mathbb{Z}(\ell)(1))$ shows that the higher étale cohomology of $\mathbb{Z}(n)$ and $\mathbb{Z}(\ell)(n)$ need not vanish.

Theorem 1.7. Fix $n$ and $\ell$. If $K^M_n(k) / \ell \to H^n_{\text{ét}}(k, \mu_{\ell}^{\otimes n})$ holds for every field $k$ containing $1/\ell$, then $H90(n)$ holds.

Of course, the weaker characteristic 0 hypothesis suffices by Lemma 1.3.
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Proof. Recall that $K^M_n(k) \cong H^n_{zar}(\text{Spec } k, \mathbb{Z}(n))$. The change of topologies map $H^n_{zar} \to H^n_{\text{ét}}$ yields a commutative diagram:

$$
\begin{array}{cccccc}
K^M_n(k) & \xrightarrow{\ell} & K^M_n(k) & \rightarrow & K^M_n(k)/\ell & \rightarrow 0 \\
\downarrow & & \downarrow & & \downarrow \text{Norm residue} & \\
H^n_{\text{ét}}(k, \mathbb{Z}(n)) & \xrightarrow{\ell} & H^n_{\text{ét}}(k, \mathbb{Z}(n)) & \rightarrow & H^n_{\text{ét}}(k, \mu^{\otimes n}) & \rightarrow H^{n+1}_{\text{ét}}(k, \mathbb{Z}(n)) \\
\end{array}
$$

The right vertical map is the Norm residue homomorphism, because the left vertical maps are multiplicative, and $H^1_{\text{ét}}(k, \mathbb{Z}(1)) = k^\times$. If the norm residue is a surjection, then $H^{n+1}_{\text{ét}}(k, \mathbb{Z}(n))$ has no $\ell$-torsion. But it is a torsion group, and its $\ell$-primary subgroup is $H^{n+1}_{\text{ét}}(k, \mathbb{Z}(\ell)(n))$ by Lemma 1.6. As this must be zero for all $k$, H90(n) holds. 

The converse of Theorem 1.7 is true, and will be proven in Chapter 2 as Theorem 2.38 and Corollary 2.42. For reference, we state it here. Note that parts a) and b) are the conclusions of Theorems A and B (stated on page 2).

**Theorem 1.8.** Fix $n$ and $\ell$. Suppose that H90(n) holds. If $k$ is any field containing $1/\ell$, then:

a) The norm residue $K^M_n(k)/\ell \to H^n_{\text{ét}}(k, \mu^{\otimes n})$ is an isomorphism;

b) For every smooth $X$ over $k$ and all $p \leq n$, the motivic-to-étale map $H^p(X, \mathbb{Z}/\ell(n)) \to H^p_{\text{ét}}(X, \mu^{\otimes n})$ is an isomorphism.

### 1.2 The quick proof

With these reductions behind us, we can now present the proof that the norm residue is an isomorphism. In order to keep the exposition short, we defer definitions and proofs to later sections.

We will proceed by induction on $n$, assuming H90(n-1) holds. By Theorems 1.7 and 1.8, this is equivalent to assuming that $K^M_{n-1}(k)/\ell \cong H^{n-1}_{\text{ét}}(k, \mu^{\otimes n-1})$ for all fields $k$ containing $1/\ell$.

**Definition 1.9.** We say that a field $k$ containing $1/\ell$ is $\ell$-special if $k$ has no finite field extensions of degree prime to $\ell$. This is equivalent to the assertion that every finite extension is a composite of cyclic extensions of degree $\ell$, and hence that the absolute Galois group of $k$ is a pro-$\ell$-group.

If $k$ is a field containing $1/\ell$, any maximal prime-to-$\ell$ algebraic extension is $\ell$-special. These extensions correspond to the Sylow $\ell$-subgroups of the absolute Galois group of $k$.

The following theorem first appeared as [Voe03a, 5.9]; it will be proven in Section 3.1 below, as Theorem 3.11.
Theorem 1.10. Suppose that $H_{90}(n-1)$ holds. If $k$ is an $\ell$-special field and $K^M_n(k)/\ell = 0$, then $H^0_{et}(k, \mu^\otimes_n) = 0$ and hence $H^{n+1}_{et}(k, \mathbb{Z}(\ell)(n)) = 0$.

The main part of this book is devoted to proving the following deep theorem.

Theorem 1.11. Suppose that $H_{90}(n-1)$ holds. Then for every field $k$ of characteristic 0 and every nonzero symbol $a = \{a_1, \ldots, a_n\}$ in $K^M_n(k)/\ell$ there is a smooth projective variety $X_a$ whose function field $K_a = k(X_a)$ satisfies:

(a) $a$ vanishes in $K^M_n(K_a)/\ell$; and

(b) the map $H^{n+1}_{et}(k, \mathbb{Z}(\ell)(n)) \rightarrow H^{n+1}_{et}(K_a, \mathbb{Z}(\ell)(n))$ is an injection.

Outline of proof. (See Figure 1.2.) The varieties $X_a$ we use to prove Theorem 1.11 are called Rost varieties for $a$; they are defined in Section 1.3 (see 1.24). Part of the definition is that any Rost variety satisfies condition (a). The proof that a Rost variety exists for every $a$, which is due to Markus Rost, is postponed until Part II of this book, and is given in Chapter 11 (Theorem 11.2).

The proof that Rost varieties satisfy condition (b) of Theorem 1.11 will be given in Chapter 4 below (in Theorem 4.20). The proof requires the motive of the Rost variety to have a special summand called a Rost motive; the definition of Rost motives is given in Section 4.3 (see 4.11).

The remaining difficult step in the proof of Theorem 1.11, due to Voevodsky, is to show that there is always a Rost variety for $a$ which has a Rost motive. We give the proof of this in Chapter 5, using the simplicial scheme $X$ which is defined in 1.32 below. The input to the proof is a cohomology class $\mu \in H^{2h+1,b}(X, \mathbb{Z})$; $\mu$ will be constructed in Chapter 3, starting from $a$; see Corollary 3.16. The class $\mu$ is used to construct a motivic cohomology operation $\phi$ and Chapter 6 is devoted to showing that $\phi$ coincides with the operation $\beta P^b (b = (\ell^{n-1} - 1)/(\ell - 1))$; see Theorem 6.34. The proof requires facts about motivic cohomology operations which are developed in Part III.

The quick proof

Assuming Theorems 1.8, 1.10 and 1.11, we can now prove Theorems A and B of the Introduction. This argument originally appeared on p.97 of [Voe03a].

Theorem 1.12. If $H_{90}(n-1)$ holds, then $H_{90}(n)$ holds. By Theorem 1.8, this implies that for every field $k$ containing $1/\ell$:

a) The norm residue $K^M_n(k)/\ell \rightarrow H^0_{et}(k, \mu^\otimes_n)$ is an isomorphism;

b) For every smooth $X$ over $k$ and all $p \leq n$, the motivic-to-étale map $H^p(X, \mathbb{Z}/\ell(n)) \rightarrow H^p_{et}(X, \mu^\otimes_n)$ is an isomorphism.

Since $H_{90}(1)$ holds, it follows by induction on $n$ that $H_{90}(n)$ holds for every $n$. Note that Theorem A is 1.12(a) and Theorem B is 1.12(b).
Overview

Induction hypothesis: $BL(n - 1)$

Reductions: $k$ is $\ell$-special and of characteristic 0. (Section 1.1)

Norm Principle. (Theorem 11.1)

Norm Varieties exist. (Theorem 10.17)

Rost Varieties exist. (Theorem 11.2)

Rost Motives exist. (Chapters 3 & 5)

Motives over simplicial schemes. (Chapter 6)

Motivic Cohomology Operations. (Chapters 13 - 15)

Degree formulas. (Chapter 8)

Hilbert 90 for $K_{n-1}^M$ (Theorem 3.2)

H90($n$) (Theorem 1.12)

BL($n$) (Theorem 2.38)

Figure 1.2: Dependency chart of Main Theorem 1.11
Overview

Proof of Theorem 1.12. Fix $k$, and an algebraically closed overfield $\Omega$ of infinite transcendence degree $> |k|$ over $k$. We first use transfinite recursion to produce an $\ell$-special field $k'$ ($k \subset k' \subset \Omega$) such that $K_n^M(k')/\ell \to K_n^M(k)/\ell$ is zero and $H^{n+1}_{\text{et}}(k',\mathbb{Z}(\ell)(n))$ embeds into $H^{n+1}_{\text{et}}(k,\mathbb{Z}(\ell)(n))$.

Well-order the symbols in $K_n^M(k)$: $\{a_\lambda\}_{\lambda<\kappa}$. Fix $\lambda < \kappa$; inductively, there is an intermediate field $k_\lambda$ such that $a_\mu$ vanishes in $K_n^M(k_\lambda)/\ell$ for all $\mu < \lambda$ and $H^{n+1}_{\text{et}}(k,\mathbb{Z}(\ell)(n))$ embeds into $H^{n+1}_{\text{et}}(k_\lambda,\mathbb{Z}(\ell)(n))$. If $a_\lambda$ vanishes in $K_n^M(k_\lambda)/\ell$, set $k_{\lambda+1} = k_\lambda$. Otherwise, Theorem 1.11 states that there is a variety $X_\lambda$ over $k_\lambda$ whose function field $K = k_\lambda(X_\lambda)$ splits $a_\lambda$, and such that $H^{n+1}_{\text{et}}(k_\lambda,\mathbb{Z}(\ell)(n))$ embeds into $H^{n+1}_{\text{et}}(K,\mathbb{Z}(\ell)(n))$; set $k_{\lambda+1} = K$. If $\lambda$ is a limit ordinal, set $k_\lambda = \cup_{\mu<\lambda} k_\mu$. Finally, let $k'$ be a maximal prime-to-$\ell$ algebraic extension of $k_\kappa$. Then $H^{n+1}_{\text{et}}(k,\mathbb{Z}(\ell)(n))$ embeds into $H^{n+1}_{\text{et}}(k_\kappa,\mathbb{Z}(\ell)(n))$, which embeds in $H^{n+1}_{\text{et}}(k',\mathbb{Z}(\ell)(n))$ by the usual transfer argument 1.2. By construction, $k'$ splits every symbol in $K_n^M(k)$.

Iterating this construction, we obtain an ascending sequence of field extensions $k^{(m)}$; let $L$ denote the union of the $k^{(m)}$. Then $L$ is $\ell$-special and $K_n^M(L)/\ell = 0$ by construction, so $H^{n+1}_{\text{et}}(L,\mathbb{Z}(\ell)(n)) = 0$ by Theorem 1.10. Since $H^{n+1}_{\text{et}}(k,\mathbb{Z}(\ell)(n))$ embeds into $H^{n+1}_{\text{et}}(L,\mathbb{Z}(\ell)(n))$, we have $H^{n+1}_{\text{et}}(k,\mathbb{Z}(\ell)(n)) = 0$. Since this holds for any $k$, $H^{90}(n)$ holds. 

In the remainder of this chapter, we introduce the ideas and basic tools we will use in the rest of the book.

1.3 Norm varieties and Rost varieties

In this section we give the definition of norm varieties and Rost varieties; see Definitions 1.13 and 1.24. These varieties are the focus of the main theorem 1.11, and will be shown to exist in Chapters 10 and 11 in Part II.

We begin with the notions of a splitting variety and a norm variety for a symbol $a \in K_n^M(k)/\ell$. Norm varieties will be the focus of Chapter 10.

Definition 1.13. Let $a$ be a symbol in $K_n^M(k)/\ell$. A field $F$ over $k$ is said to split $a$, and be a splitting field for $a$, if $a = 0$ in $K_n^M(F)/\ell$. A variety $X$ over $k$ is called a splitting variety for $a$ if its function field splits $a$ (i.e., if $a$ vanishes in $K_n^M(k(X))/\ell$).

A splitting variety $X$ is called an $\ell$-generic splitting variety if any splitting field $F$ has a finite extension $E$ of degree prime to $\ell$ with $X(E) \neq \emptyset$.

A norm variety for a nonzero symbol $a$ in $K_n^M(k)/\ell$ is a smooth projective $\ell$-generic splitting variety of dimension $\ell^{n-1} - 1$.

We will show in Theorem 10.17 that norm varieties always exist for all $n$ when $\text{char}(k) = 0$. When $n = 1$, the 0-dimensional variety $X = \text{Spec} \ k(\sqrt[a]{\ell})$ is a norm variety for $a$ because $K_n^M(k)/\ell = k^\times/k^{\times\ell}$. When $n = 2$, Severi–Brauer varieties are norm varieties by Proposition 1.25.
Remark 1.13.1. (Specialization) Let $Y$ be a reduced subscheme of $X$, not contained in the singular locus of $X$. If $X$ is a splitting variety for $a$ then so is $Y$. When $X$ is a smooth splitting variety, such as a norm variety for $a$, this implies that $a$ is split by every field $E$ with $X(E) \neq \emptyset$.

To see this, pick a closed nonsingular point $x$ lying on $Y$. By specialization [Wei13, III.7.3], there is a map $K_n^M(k(X)) \to K_n^M(k(Y))$ sending the class of $a$ on $k(X)$ to the class of $a$ on $k(Y)$.

Severi–Brauer varieties

Recall that the set of minimal left ideals of the matrix algebra $M_\ell(k)$ correspond to the $k$-points of the projective space $\mathbb{P}^{\ell-1}_k$; if $I$ is a minimal left ideal corresponding to a line $L$ of $k^\ell$ then the rows of matrices in $I$ all lie on $L$.

Now fix a symbol $a = \{a_1, a_2\}$ and a primitive $\ell^{th}$ root of unity in $k, \zeta$. Let $A = A(a)$ denote the central simple algebra $k(x,y)/(x^\ell = a_1, y^\ell = a_2, xy = \zeta yx)$. It is well known that there is a smooth projective variety $X$ of dimension $\ell - 1$, defined over $k$, such that for every field $F$ over $k$, $X(F)$ is the set of (nonzero) minimal ideals of $A \otimes_k F$. $X(F) \neq \emptyset$ if and only if $A \otimes_k F \cong M_\ell(F)$. The variety $X$ is called the Severi–Brauer variety of $A$.

Here is one way to construct the Severi–Brauer variety $X$. If $E = k(\sqrt[\ell]{a_1})$ then $A \otimes_k E \cong M_\ell(E)$; the Galois group of $E/k$ acts on the set of minimal ideals of $A \otimes_k E$ and hence on $\mathbb{P}^{\ell-1}_E$ and $X \times_k E$ is $\mathbb{P}^{\ell-1}_E$ with this Galois action. Now apply Galois descent. This method originated in [Ser63]; see [KMRT98].

Definition 1.14. If $k$ contains a primitive $\ell^{th}$ root of unity, $\zeta$, the Severi–Brauer variety $X$ associated to a symbol $a = \{a_1, a_2\}$ is defined to be the Severi–Brauer variety of $A = A(a)$. (The variety is independent of the choice of $\zeta$.) If $k$ does not contain a primitive $\ell^{th}$ root of unity, we will mean the Severi–Brauer variety for $\{a_1, a_2\}$ defined over $k(\zeta)$.

If $\zeta \in F$, there is a canonical map $K_2^M(F)/\ell \to \text{Br}(k)$, sending $\{a_1, a_2\}$ to its associated central simple algebra $A$. The Merkurjev–Suslin Theorem [MS82] states that this is an isomorphism. Since $A \otimes_k k(X)$ is a matrix algebra by construction, the Merkurjev–Suslin theorem implies that $k(X)$ splits $a$. Here is a more elementary proof.

Lemma 1.15. Every symbol $a = \{a_1, a_2\}$ is split by its Severi–Brauer variety.

Proof. (Merkurjev) Fix $\alpha = \sqrt[\ell]{a_1}$ and set $E = k(\alpha)$. Recall from [Wei82] (or 11.12 below) that the Weil restrictions of $A^1$ along $E$ and $k$ are isomorphic to the affine spaces $A^\ell$ and $A^1$ over $k$, and the Weil restriction of the norm map $N_{E/k}$ is a map $N : A^\ell \to A^1$. Then the Severi–Brauer variety $X$ is birationally equivalent to the subvariety of $A^\ell$ defined by $N(x_0, \ldots, x_{\ell-1}) = a_2$.

In the function field $k(X)$, we set $x_i = X_i/X_0$ and $c = N(1, x_1, \ldots, x_{\ell-1})$, so that $cX_\ell^\ell = a_2$. Then $k(X) = k(x_1, \ldots, x_{\ell-1})(\beta)$, $\beta^\ell = a_2/c$. By construction, the element $y = 1 + \sum x_i \alpha^i$ of $E(X) = E(x_1, \ldots)$ has $Ny = c = a_2/\beta^\ell$ so in $K_2^M(k(X))/\ell$ we have

$$\{a_1, a_2\} = \{a_1, a_2/\beta^\ell\} = \{a_1, Ny\} = N\{\alpha^\ell, y\} = N(0) = 0.$$
Thus the field $k(X)$ splits the symbol $\mathfrak{a}$.

\textbf{Corollary 1.16.} The Severi–Brauer variety $X$ of a symbol $\mathfrak{a} = \{a_1, a_2\}$ is a norm variety for $\mathfrak{a}$.

\textit{Proof.} Since any norm variety for $k(\zeta)$ is also a norm variety for $k$, and a field $F$ splits $\mathfrak{a}$ iff $F(\zeta)$ splits $\mathfrak{a}$, we may assume that $k$ contains a primitive $\ell$th root of unity. Thus $X$ exists and is a smooth projective variety of dimension $\ell - 1$. By Lemma 1.15, $k(X)$ splits the symbol. Finally, suppose that a field $F/k$ splits $\mathfrak{a}$. Then the associated central simple algebra is trivial ($A \otimes_k F \cong M_\ell(F)$) and hence $X(F) \neq \emptyset$. 

\textbf{The characteristic number $s_d(X)$}

The definition of a Rost variety also involves the notion of a $\nu_i$-variety, which is defined using the classical characteristic number $s_d(X)$.

Let $X$ be a smooth projective variety of dimension $d > 0$. Recall from [MS74, §16] that there is a characteristic class $s_d : K_0(X) \to CH^d(X)$ corresponding to the symmetric polynomial $\sum t_j^d$ in the Chern roots $t_j$ of a bundle; the characteristic number is the degree of the characteristic class. We shall write $s_d(X)$ for the characteristic number of the tangent bundle $T_X$, i.e., $s_d(X) = \deg(s_d(T_X))$. When $d = \ell^i - 1$, we know that $s_d(X) \equiv 0 \pmod{\ell^2}$; see [MS74, 16.6 and 16-E] and [Sto68, pp. 128–9] or [Ada74, II.7].

\textbf{Definition 1.17.} A $\nu_i$-variety over a field $k$ is a smooth projective variety $X$ of dimension $d = \ell^i - 1$, with $s_d(X) \not\equiv 0 \pmod{\ell^2}$.

\textit{Remark.} In topology, a smooth complex variety $X$ of dimension $d = \ell^i - 1$ for which $s_d(X) \equiv \pm \ell \pmod{\ell^2}$ is called a Milnor manifold. In complex cobordism theory, the bordism classes of Milnor manifolds in $MU_d$ are among the generators of the complex cobordism ring $MU_*$ of stably complex manifolds.

\textbf{Examples 1.18.} (1) It is well known that $s_2(\mathbb{P}^d) = d + 1$; see [MS74, 16.6]. Setting $d = \ell - 1$, we see that $\mathbb{P}^{\ell - 1}$ (and any form of it) is a $\nu_1$-variety. In particular, the Severi–Brauer variety of a symbol $\{a_1, a_2\}$ is a $\nu_1$-variety, since it is a form of $\mathbb{P}^{\ell - 1}$.

(2) A smooth hypersurface $X$ of degree $\ell$ in $\mathbb{P}^{d+1}$ has $s_d(X) = \ell(d + 2 - \ell^d)$ by [MS74, 16-D], so if $d = \ell^i - 1$ we see that $X$ is a $\nu_i$-variety and $X(\mathbb{C})$ is a Milnor manifold.

(3) We will see in Proposition 10.14 that if char($k$) = 0, any norm variety for a symbol $\{a_1, \ldots, a_n\}$ ($n \geq 2$) is a $\nu_{n-1}$-variety.
Borel–Moore homology

The Borel–Moore homology group $H_{-1}^{BM}(X)$ of a scheme $X$ is defined as $\text{Hom}_{DM}(\mathbb{Z}, M^c(X)(1)[1])$ if $\text{char}(k) = 0$ (resp., $\text{Hom}_{DM}(\mathbb{Z}[1/p], \mathbb{Z}[1/p] \otimes M^c(X)(1)[1])$ if $\text{char}(k) = p > 0$ and $k$ is perfect); see [MVW, 16.20]. Here $M^c(X)$ is the motive of $X$ with compact supports. $H_{-1}^{BM}(X)$ is a co-
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Proposition 1.19. Let $X$ be a smooth variety over a perfect field $k$. Then $H_{-1}^{BM}(X)$ is the group generated by symbols $[x, \alpha]$, where $x$ is a closed point of $X$ and $\alpha \in k(x)^\times$, modulo the relations

(i) $[x, \alpha][x, \alpha'] = [x, \alpha\alpha']$ and

(ii) for every point $y$ of $X$ such that $\dim(\{y\}) = 1$, the image of the tame symbol $K_2(k(y)) \to \bigoplus k(x)^\times$ is zero.

That is, we have an exact sequence

$$\bigoplus_y K_2^M(k(y)) \xrightarrow{\text{tame}} \bigoplus_x k(x)^\times \bigoplus [x, -] \xrightarrow{H_{-1}^{BM}} H_{-1}(X) \to 0.$$  

Proof. Let $A$ denote the abelian group presented in the Proposition, and set $d = \dim(X)$. Note that $A$ is uniquely $p$-divisible when $k$ is a perfect field of characteristic $p > 0$, because each $k(x)^\times$ is uniquely $p$-divisible, and the group $K_2^M(k(y))$ is also uniquely $p$-divisible by Lemma 1.20 below.

We first show that $A$ is isomorphic to $H^{2d+1, d+1}(X, \mathbb{Z})$. To this end, consider the hypercohomology spectral sequence $E^{p,q}_2 = H^p(X, \mathcal{H}^q) \Rightarrow H^{q+d+1}(X, \mathbb{Z})$, where $\mathcal{H}^q$ denotes the Zariski sheaf associated to the presheaf $H^{q+d+1}(\mathbb{Z})$. Since $H^{q,d+1} = 0$ for $q > d + 1$, the terms $E^{p,q}_2$ are zero unless $p \leq d$ and $q \leq d + 1$. From this we deduce that $H^{2d+1, d+1}(X, \mathbb{Z}) \cong H^d(X, \mathcal{H}^{d+1})$.

For each $n$, $\mathcal{H}^n$ is a homotopy invariant Zariski sheaf, by [MVW, 24.1]. Moreover, it has a canonical flat “Gersten” resolution on each smooth $X$, given in [MVW, 24.11]), whose $c^{th}$ term is the coproduct of the skyscraper sheaves $H^{n-c, d+1-c}(k(z))$ for which $z$ has codimension $c$ in $X$. Taking $n = d + 1$, and recalling that $K_2^M \cong H^{n,n}$ on fields, we see that the skyscraper sheaves in the $(d-1)^{st}$ and $d^{th}$ terms take values in $K_2^M(k(y))$ and $K_2^M(k(x))$. Moreover, by [Wei13, V.9.2 and V(6.6.1)], the map $K_2^M(k(y)) \to K_2^M(k(x))$ is the tame symbol if $x \in \{y\}$, and zero otherwise. As $H^d(X, \mathcal{H}^{d+1})$ is obtained by taking global sections of the Gersten resolution and then cohomology, we see that it is isomorphic to $A$.

Now suppose that $\text{char}(k) = 0$. Using motivic duality with $d = \dim(X)$, (see
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Example 1.23. (iii) For any proper variety

Hilbert’s Theorem 90 induces an exact sequence

Lemma 1.20. (Bloch–Kato–Gabber) If \( F \) is a field of transcendence degree 1 over a perfect field \( k \) of characteristic \( p \), \( K_2^M(\mathcal{F}) \) is uniquely \( p \)-divisible.

Proof. For any field \( F \) of characteristic \( p \), the group \( K_2(F) \) has no \( p \)-torsion (see [Wei13, III.6.7]), and the \( d \log \) map \( K_2(F)/p \to \Omega_F^d \) is an injection with image \( \nu(2) \); see [Wei13, III.7.7.2]. Since \( k \) is perfect, \( \Omega_k^1 = 0 \) and \( \Omega_F^p \) is 1–dimensional, so \( \Omega_F^d = 0 \) and hence \( K_2(F)/p = 0 \).

The motivic homology functor \( H_{-1,-1}^{BM}(X) \) has other names in the literature. It is isomorphic to the \( K \)-cohomology groups \( H^d(X, \mathcal{K}_{d+1}) \) [Qui73] and \( H^d(X, \mathcal{K}_{d+1}^M) \), where \( d = \dim(X) \), and to Rost’s Chow group with coefficients \( A_0(X, \mathcal{K}_1) \) [Ros96]. Since we will only be concerned with smooth projective varieties \( X \) and integral coefficients, we will omit the superscript ‘BM’ and the coefficients and just write \( H_{-1,-1}(X) \).

Example 1.21. (i) \( H_{-1,-1}(\text{Spec } E) = E^\times \) for every field \( E \) over \( k \). This is immediate from the presentation in 1.19.

(ii) If \( E \) is a finite extension of \( k \), the proper pushforward from \( E^\times = H_{-1,-1}(\text{Spec } E) \) to \( k^\times = H_{-1,-1}(\text{Spec } k) \) is just the norm map \( N_{E/k} \).

(iii) For any proper variety \( X \) over \( k \), the pushforward map

\[ N_{X/k} : H_{-1,-1}(X) \to H_{-1,-1}(\text{Spec } k) = k^\times \]

is induced by the composites \( \text{Spec } k(x) \to X \to \text{Spec } k, x \in X \). By (ii), we see that \( N_{X/k} \) sends \([x, \alpha]\) to the norm \( N_{k(x)/k}(\alpha) \).

Definition 1.22. When \( X \) is proper, the projections \( X \times X \to X \) are proper and we may define the reduced group \( \overline{H}_{-1,-1}(X) \) to be the coequalizer of \( H_{-1,-1}(X \times X) \rightrightarrows H_{-1,-1}(X) \), i.e., the quotient of \( H_{-1,-1}(X) \) by the difference of the two projections.

Example 1.23. When \( E = k(\sqrt{a}) \) is a cyclic field extension of \( k \), with Galois group generated by \( \sigma \), then \( \overline{H}_{-1,-1}(\text{Spec } E) \) is the cokernel of \( E^\times \overset{1-\sigma}{\longrightarrow} E^\times \), and Hilbert’s Theorem 90 induces an exact sequence

\[ 0 \to \overline{H}_{-1,-1}(\text{Spec } E) \overset{N_{E/k}}{\longrightarrow} k^\times \overset{a\mapsto a\sigma}{\longrightarrow} \text{Br}(E/k) \to 0. \]

Note that \( \text{Br}(E/k) \) is a subgroup of \( K_2^M(k)/\ell \) when \( \mu_\ell \subset k^\times \). We will generalize this in Proposition 7.7 below, using \( K_{n+1}^M(k)/\ell \).
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Rost varieties

Definition 1.24. A Rost variety for a sequence \( \underline{a} = (a_1, \ldots, a_n) \) of units of \( k \) is a \( \nu_{n-1} \)-variety \( X \) satisfying:

(a) \( X \) is a splitting variety for \( \underline{a} \), i.e., \( \underline{a} \) vanishes in \( K^M_n(k(X))/\ell \);

(b) For each integer \( i, 1 \leq i < n \), there is a \( \nu_i \)-variety mapping to \( X \);

(c) The map \( N: \mathcal{H}_{-1,-1}(X) \to k^\times \) is an injection.

When \( n = 1 \), \( \text{Spec}(k(\sqrt{a})) \) is a Rost variety for \( a \). When \( n = 2 \), Proposition 1.25 below shows that Severi–Brauer varieties of dimension \( \ell - 1 \) are Rost varieties. In Chapter 11 we will show that Rost varieties exist over \( \ell \)-special fields for all \( n, \ell \) and \( \underline{a} \), at least when \( \text{char}(k) = 0 \). More specifically, Theorem 11.2 shows that norm varieties for \( \underline{a} \) are Rost varieties for \( \underline{a} \).

Proposition 1.25. The Severi–Brauer variety \( X \) of a symbol \( \underline{a} = \{a_1, a_2\} \) is a Rost variety for \( \underline{a} \).

Proof. By Lemma 1.15, \( X \) splits \( \underline{a} \); by Example 1.18(1), \( X \) is a \( \nu_1 \)-variety. Finally, Quillen proved that \( H_{-1,-1}(X) = H^1(X, \mathbb{C}_2) \) is isomorphic to \( K_1(A) \), and it is classical that \( K_1(A) \) is the image of \( A^\times \to k^\times \); see [Wan50, p. 327]. \( \square \)

1.4 The Beilinson–Lichtenbaum conditions

Our approach to Theorems A and B (for \( n \)) will use their equivalence with a more general condition, which we call the Beilinson–Lichtenbaum condition \( \text{BL}(n) \). In this section, we define \( \text{BL}(n) \) (in 1.28); in Section 2.1 we show that it implies the corresponding condition \( \text{BL}(p) \) for all \( p < n \).

Consider the morphism of sites \( \pi: (\text{Sm}/k)_{\text{et}} \to (\text{Sm}/k)_{\text{zar}} \), where \( \pi_* \) is restriction and \( \pi^* \) sends a Zariski sheaf \( \mathcal{F} \) to its associated étale sheaf \( \mathcal{F}_{\text{et}} \). The total direct image \( R\pi_* \) sends an étale sheaf (or complex of sheaves) \( \mathcal{F} \) to a Zariski complex such that \( H^\text{zar}_{\pi_*}(X, R\pi_* \mathcal{F}) = H^\text{et}_{\pi_*}(X, \mathcal{F}) \). In particular, the Zariski cohomology of \( R\pi_* \mathbbl{\mu}_{\ell^\infty} \) agrees with the étale cohomology of \( \mathbbl{\mu}_{\ell^\infty} \).

Recall [Wei94, 1.2.7] that the good truncation \( \tau^{\leq n} C \) of a cochain complex \( C \) is the universal subcomplex which has the same cohomology as \( C \) in degrees \( \leq n \) but is acyclic in higher degrees. Applying this to \( R\pi_* \mathcal{F} \) leads to the following useful complexes.

Definition 1.26. The cochain complexes of Zariski sheaves \( L(n) \) and \( L/\ell^\nu(n) \) are defined to be

\[
L(n) = \tau^{\leq n} R\pi_* [\mathcal{Z}^{\ell}(n)] \quad \text{and} \quad L/\ell^\nu(n) = \tau^{\leq n} R\pi_* [\mathcal{Z}/\ell^\nu(n)].
\]

We know by [MVW, 10.3] that for each \( n \) (and all \( \nu \)) there is a quasi-isomorphism of complexes of étale sheaves \( \mu_{\ell^\nu}^{\otimes n} \cong \mathbb{Z}/\ell^\nu(n) \). When \( X \) is a Zariski local scheme this implies that \( H^n(X, L(n)) = H^{\nu}(X, \mathbb{Z}(\ell)(n)) \) for \( p \leq n \); and zero for \( p > n \), while \( H^n(X, L/\ell^\nu(n)) = H^{\nu}(X, \mu_{\ell^\nu}^{\otimes n}) \) for \( p \leq n \); and zero for \( p > n \).
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Now $\mathbb{Z}_{(\ell)}(n)$ and the $\mathbb{Z}/\ell^n(\ell)$ are étale sheaves with transfers, so their canonical flasque resolutions $E^\bullet$ are complexes of étale sheaves with transfers by [MVW, 6.20]. The restriction $\pi_*E^\bullet$ to the Zariski site inherits the transfer structure, so the truncations $L(n)$ and $L/\ell^n(\ell)$ are complexes of Zariski sheaves with transfers.

The adjunction $1 \to R\pi_*\pi^*$ gives a natural map of Zariski complexes $\mathbb{Z}/\ell^n(\ell) \to R\pi_*[\mathbb{Z}/\ell^n(\ell)]$. Since the complexes $\mathbb{Z}(n)$ and $\mathbb{Z}/\ell^n(\ell)$ are zero above degree $n$ by construction ([MVW, 3.1]), we may apply $\tau^\leq n$ to obtain morphisms of sheaves on $\text{Sm}/k$:

$$\mathbb{Z}_{(\ell)}(n) \xrightarrow{\alpha} L(n), \quad \mathbb{Z}/\ell^n(\ell) \xrightarrow{\alpha} L/\ell^n(\ell).$$ (1.27)

**Definition 1.28.** We will say that $BL(n)$ holds if the map $\mathbb{Z}/\ell^n(\ell) \xrightarrow{\alpha} L/\ell^n(\ell)$ is a quasi-isomorphism for any field $k$ containing $1/\ell$. This is equivalent to the seemingly stronger but analogous assertion with coefficients $\mathbb{Z}/\ell^n(\ell)$; see 1.29(a).

Beilinson and Lichtenbaum had conjectured that BL(n) holds for all $n$, whence the name; see [Lic84, §3] and [Beï87, 5.10.D].

**Lemma 1.29.** If $BL(n)$ holds then:

(a) $\alpha_n : \mathbb{Z}/\ell^n(\ell) \xrightarrow{\sim} \tau^\leq n R\pi_*\mu_{\ell^n}$ is a quasi-isomorphism for all $\nu \geq 1$;

(b) $\mathbb{Q}/\mathbb{Z}_{(\ell)}(n) \xrightarrow{\sim} \tau^\leq n R\pi_*[\mathbb{Q}/\mathbb{Z}_{(\ell)}(n)]$ is a quasi-isomorphism;

(c) $\bar{\alpha}_n : \mathbb{Z}_{(\ell)}(n) \xrightarrow{\sim} L(n) = \tau^\leq n R\pi_*[\mathbb{Z}_{(\ell)}(n)]$ is also a quasi-isomorphism.

(d) $K^M_n(k)_{(\ell)} \to H^n_{\text{zar}}(k, \mathbb{Z}_{(\ell)}(n))$ is an isomorphism for all $k$ containing $1/\ell$.

**Proof.** The statement for $\mathbb{Z}/\ell^n(\ell)$ coefficients follows by induction on $\nu$ using the morphism of distinguished triangles:

$$\begin{array}{cccccc}
\mathbb{Z}/\ell^n(\ell)[-1] & \to & \mathbb{Z}/\ell^{n-1}(\ell) & \to & \mathbb{Z}/\ell^n(\ell) & \to & \mathbb{Z}/\ell^{n-1}(\ell)[1] \\
\cong & \cong & \cong & \cong & \cong & \\
L/\ell(n)[-1] & \to & L/\ell^{n-1}(\ell) & \to & L/\ell^n(\ell) & \to & L/\ell^{n-1}(\ell)[1].
\end{array}$$

Taking the direct limit over $\nu$ in part (a) yields part (b).

Since $\bar{\alpha}_n$ is also an isomorphism for $\mathbb{Q}$ coefficients by [MVW, 14.23], the coefficient sequence for $0 \to \mathbb{Z}_{(\ell)}(n) \to \mathbb{Q}(n) \to \mathbb{Q}/\mathbb{Z}_{(\ell)}(n) \to 0$ shows that $\mathbb{Z}_{(\ell)}(n) \xrightarrow{\sim} L(n)$ is also a quasi-isomorphism. Part (d) is immediate from (c) and $K^M_n(k)_{(\ell)} \cong H^n_{\text{zar}}(k, \mathbb{Z}_{(\ell)}(n)) = H^n_{\text{zar}}(k, \mathbb{Z}_{(\ell)}(n))$.

The main result in chapter 2 is that BL(n) is equivalent to H90(n) and hence Theorem A, that $K^M_n(k)/\ell \cong H^n_{\text{et}}(k, \mu_{\ell^n})$. The fact that H90(n) implies BL(n) is proven in Theorem 2.38. Here is the easier converse, that BL(n) implies H90(n).

**Lemma 1.30.** If $BL(n)$ holds then $H90(n)$ holds. In addition, if $BL(n)$ holds then for any field $k$ containing $1/\ell$:

(a) $K^M_n(k)/\ell \cong H^n(k, \mathbb{Z}/\ell(n)) \cong H^n_{\text{et}}(k, \mu_{\ell^n})$.

(b) For all $p \leq n$, $H^p(k, \mathbb{Z}/\ell(n)) \cong H^p_{\text{et}}(k, \mu_{\ell^n})$.
Proof. Applying $H^p(k, -)$ to $\alpha_n$ yields (b). Setting $p = n$ in (b) proves (a), because $K^M_n(k)/\ell \cong H^n(k, \mathbb{Z}/\ell(n))$. By Theorem 1.7, (a) implies $H^0(n)$.

**Corollary 1.31.** If $BL(n)$ holds then for every smooth simplicial scheme $X$, the map $H^{p,n}(X, \mathbb{Z}/\ell) \to H^{p,n}_{\text{ét}}(X, \mu_{\ell^n})$ is an isomorphism for all $p \leq n$. It is an injection when $p = n + 1$.

**Proof.** First, suppose that $X$ is a smooth scheme. A comparison of the hypercohomology spectral sequences $H^p(X, H^q) \Rightarrow H^{p+q}(X)$ for coefficient complexes $L/\ell(n)$ and $R\pi_*[\mathbb{Z}/\ell(n)]$ shows that $\alpha_n : H^{p,n}(X, \mathbb{Z}/\ell) \to H^p_{\text{ét}}(X, \mu_{\ell^n})$ is an isomorphism for $p \leq n$ and an injection for $p = n + 1$.

For $X$, the assertion follows from a comparison of the spectral sequences $E^2_{p,q} = H^q(X_p) \Rightarrow H^{p+q}(X)$ for the Zariski and étale topologies, and the result for each smooth scheme $X_p$.

### 1.5 Simplicial schemes

In this section, we construct a certain simplicial scheme $X$ which will play a crucial role in our constructions, and introduce some features of its cohomology.

It is well known that the hypercohomology of a simplicial scheme $X$ agrees with the group of morphisms in the derived category of sheaves of abelian groups, from the representable simplicial sheaf $\mathbb{Z} [X]$ (regarded as a complex of sheaves via the Dold–Kan correspondence) to the coefficient sheaf complex. Applying this to the coefficient complex $A(q)$, we obtain the original definition of the motivic cohomology of $X$: $H^{p,q}(X, A) = H^p_{\text{zar}}(X, A(q))$; see [MVW, 3.4].

For our purposes, it is more useful to work in the triangulated category $\text{DM}$, which is a quotient of the derived category of Nisnevich sheaves with transfers, or its triangulated subcategory $\text{DM}^{\text{eff}}_{\text{nis}}$, where we have

$$H^{p,q}(X, A) \cong \text{Hom}_{\text{DM}^{\text{eff}}_{\text{nis}}}(\mathbb{Z}_{tr}(X), A(q)[p]) = \text{Hom}_{\text{DM}}(\mathbb{Z}_{tr}(X), A(q)[p]).$$

See [MVW, 14.17]. Similarly, the étale motivic cohomology $H^*_\text{ét}(X, A(q))$ is the étale hypercohomology of the étale sheaf $A(q)_\text{ét}$ underlying $A(q)$, and agrees with $\text{Hom}_{\text{DM}^{\text{eff}}_{\text{nis}}}(\mathbb{Z}_{tr}(X), A(q)[p])$; see [MVW, 10.1, 10.7].

We begin with a simplicial set construction. Associated to any nonempty set $S$ there is a contractible simplicial set $\mathcal{C}(S) : n \mapsto S^{n+1}$; the face maps are projections (omit a term) and the degeneracy maps are diagonal maps (duplicate a term). In fact, $\mathcal{C}(S)$ is the 0-coskeleton of $S$; see Lemma 12.6. More generally, for any set $T$, the projection $T \times \mathcal{C}(S) \to T$ is a homotopy equivalence; it is known as the canonical cotriple resolution of $T$ associated to the cotriple $\perp(T) = T \times S$; see [Wei94, 8.6.8].

---

2 Taken from [Voe03a, 6.9]. It is needed for Lemma 3.13.
**Overview**

**Definition 1.32.** Let $X$ be a (nonempty) smooth scheme over $k$. We write $\mathcal{X} = C(X)$ for the simplicial scheme $\mathcal{X}_n = X^{n+1}$, whose face maps are given by projection:

$$X \leftarrow X \times X \leftarrow X^3 \leftarrow X^4 \leftarrow \ldots.$$  

That is, $\mathcal{X}$ is the 0-coskeleton of $X$.

We may regard $\mathcal{X}$ and $\mathcal{X} \times Y$ as simplicial representable presheaves on $\mathbf{Sm}/k$; for any smooth $U$, $\mathcal{X}(U) = C(X(U))$. Thus if $X(Y) = \text{Hom}(Y, X) \neq \emptyset$ then the projection $(\mathcal{X} \times Y)(U) \to Y(U)$ is a homotopy equivalence for all $U$ by the cotriple remarks above. In particular, $\mathcal{X}(k)$ is either contractible or $\emptyset$, according to whether or not $X$ has a $k$-rational point.

**Remark 1.32.1.** A map of simplicial presheaves is called a *global weak equivalence* if its evaluation on each $U$ is a weak equivalence of simplicial sets. It follows that $\mathcal{X} \to \text{Spec}(k)$ is a global weak equivalence if and only if $X$ has a $k$-rational point, and more generally that the projection $\mathcal{X} \times Y \to Y$ is a global weak equivalence if and only if $\text{Hom}(Y, X) \neq \emptyset$.

We will frequently use the following standard fact. We let $R$ denote $\mathbb{Z}$ if $\text{char}(k) = 0$, and $\mathbb{Z}[1/\text{char}(k)]$ if $k$ is a perfect field of positive characteristic.

**Lemma 1.33.** For all smooth $Y$ and $p > q$, $\text{Hom}_{DM}(R, R_{tr}(Y)(q)[p]) = 0$.

**Proof.** By definition [MVW, 3.1], $R_{tr}(Y)(q)[p]$ is a chain complex $C_{\text{tr}}(Y \times G_m^\otimes)$ of sheaves which is zero in positive cohomological degrees. By [MVW, 14.16],

$$\text{Hom}(R, R_{tr}(Y)(q)[p]) \cong H_{\text{zar}}^{p-q}(k; R_{tr}(Y)(q)[p]) = H^{p-q}_{\text{tr}}(Y)(q)[p](k).$$

**Lemma 1.34.** For every smooth $X$, $H_{-1,-1}(\mathcal{X}) \cong \overline{H}_{-1,-1}(X)$.

**Proof.** For all $p$ and $n > 1$, Lemma 1.33 yields $\text{Hom}_{DM}(R, R_{tr}X^p(1)[n]) = 0$. Therefore every row below $q = -1$ in the spectral sequence

$$E_{pq}^1 = \text{Hom}(R[q], R_{tr}X^{p+1}(1)) \Rightarrow \text{Hom}(R, R_{tr}X(1)[p-q]) = H_{q-p-1}(\mathcal{X})$$

is zero. The homology at $(p, q) = (0, -1)$ yields the exact sequence

$$0 \leftarrow H_{-1,-1}(\mathcal{X}) \leftarrow H_{-1,-1}(X) \leftarrow H_{-1,-1}(X \times X).$$

Since $\overline{H}_{-1,-1}(X)$ is the cokernel of the right map, the result follows.

**Lemma 1.35.** For every smooth $X$, $H^{0,0}(\mathcal{X}, R) = R$ and $H^{0,0}(\mathcal{X}, R) = 0$ for $p > 0$; $H^{0,1}(\mathcal{X}, \mathbb{Z}) = H^{1,1}(\mathcal{X}, \mathbb{Z}) = 0$ and $H^{1,1}(\mathcal{X}, \mathbb{Z}) \cong H^{1,1}(\text{Spec} k, \mathbb{Z}) \cong k\times$.

**Proof.** The spectral sequence $E_1^{pq} = H^q(X^{p+1}; R) \Rightarrow H^{p+q,0}(\mathcal{X}; R)$ degenerates at $E_2$ for $X$ smooth, being zero for $q > 0$, and the $R$-module cochain complex of the contractible simplicial set $C(\pi_0(X))$ for $q = 0$.

The spectral sequence $E_1^{pq} = H^q(X^{p+1}; \mathbb{Z}(1)) \Rightarrow H^{p+q,1}(\mathcal{X}; \mathbb{Z})$ degenerates at $E_2$, all rows vanishing except for $q = 1$ and $q = 2$, because $\mathbb{Z}(1) \cong \mathcal{O}^\times[-1]$;
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see [MVW, 4.2]. We compare this with the spectral sequence converging to $H^{p+q}_{\text{et}}(X; \mathbb{G}_m)$; $H^q_{\text{et}}(Y, \mathcal{O}^*) \to H^q_{\text{et}}(Y, \mathbb{G}_m)$ is an isomorphism for $q = 0, 1$ (and an injection for $q = 2$). Hence we have $H^{q,1}(X) = H^{q,1}_{\text{et}}(X)$ for $q \leq 2$, and $H^q_{\text{et}}(X) \cong H^{q,1}_{\text{et}}(k) = H^{q-1}_{\text{et}}(k, \mathbb{G}_m)$ by Lemma 1.37.

Recall that if $f : X \to Y$ is a morphism of simplicial objects in any category with coproducts and a final object, the cone of $f$ is also a simplicial object. It is defined in [Del74, 6.3.1].

**Definition 1.36.** The suspension $\Sigma X_*$ of a simplicial scheme $X_*$ is the cone of $(X_*)_+ \to \text{Spec}(k)_+$. The reduced suspension $\Sigma X_*$ of any simplicial scheme $X_*$ is the pointed pair $(\Sigma X_*, \text{point})$, where ‘point’ is the image of $\text{Spec}(k)$ in $\Sigma X_*$. If $X_*$ is pointed then $H^{p,q}(\Sigma X_*) = H^{p,q}(\Sigma X_*)$, but this makes little sense when $X_*$ has $k$-points. The pointed pair is chosen to avoid this problem. By construction there is a long exact sequence on cohomology:

$$\cdots \to H^{p-1,q}(X_*) \to H^{p,q}(\Sigma X_*) \to H^{p,q}(\text{Spec } k) \to H^{p,q}(X_*) \to \cdots.$$  

In particular, if $X_*$ is pointed then we have the suspension isomorphism $\sigma_* : H^{p-1,q}(X_*) \to H^{p,q}(\Sigma X_*)$. If $p > q$ then $H^{p,q}(X_*) \xrightarrow{\sim} H^{p+1,q}(\Sigma X_*)$, because in this range $H^{p,q}(\text{Spec } k) = 0$.

**Lemma 1.37.** 4 If $X$ has a point $x$ with $[k(x) : k] = e$ then for each $(p, q)$ the group $H^p(\Sigma X, \mathbb{Z}(q))$ has exponent $e$. Hence the kernel and cokernel of each $H^p(k, \mathbb{Z}(q)) \to H^p(X, \mathbb{Z}(q))$ has exponent $e$.

The maps $H^{p,q}_{\text{et}}(k, \mathbb{Z}) \xrightarrow{\sim} H^{p,q}_{\text{et}}(X, \mathbb{Z})$ are isomorphisms for all $(p, q)$. Therefore $H^{*,*}_{\text{et}}(\Sigma X, \mathbb{Z}) = 0$ and $H^{*,*}_{\text{et}}(\Sigma X, \mathbb{Z}/\ell) = 0$.

**Proof.** Set $F(Y) = H^p(\Sigma X \times Y, \mathbb{Z}(q))$; this is a presheaf with transfers which vanishes on $\text{Spec}(k(x))$. As with any presheaf with transfers, the composition $F(k) \to F(k(x)) \to F(k)$ is multiplication by $e$. It follows that $e \cdot F(k) = 0$.

Now any nonempty $X$ has a point $x$ with $k(x)/k$ étale, and $\mathbb{X} = X \times \text{Spec } k$ is an étale cover of $X$. Since the map from $X_*$ to the étale cover $x$ of $\text{Spec } k$ is a global weak equivalence, the second assertion follows from a comparison of the descent spectral sequences for the covers of $X$ and $\text{Spec } k$.

As in topology, the integral Bockstein $\tilde{\beta} : H^{p,q}(Y, \mathbb{Z}/\ell) \to H^{p+1,q}(Y, \mathbb{Z})$ is the boundary map in the cohomology sequence for the coefficient sequence $0 \to \mathbb{Z}(q) \xrightarrow{\ell} \mathbb{Z}(q) \to \mathbb{Z}/\ell(q) \to 0$; the usual Bockstein $\beta : H^{p,q}(Y, \mathbb{Z}/\ell) \to H^{p+1,q}(Y, \mathbb{Z}/\ell)$ is the boundary map for $0 \to \mathbb{Z}(q) \xrightarrow{\ell} \mathbb{Z}/\ell^2(q) \to \mathbb{Z}/\ell(q) \to 0$. Both are natural in $Y$; see 1.42(3) and Section 13.1 below for more information.

**Corollary 1.38.** Suppose that $X$ has a point of degree $\ell$. Then the motivic cohomology groups $H^{*,*}(\Sigma X, \mathbb{Z})$ have exponent $\ell$, and we have exact sequences:

$$0 \to H^{p,q}(\Sigma X, \mathbb{Z}) \to H^{p,q}(\Sigma X, \mathbb{Z}/\ell) \xrightarrow{\tilde{\beta}} H^{p+1,q}(\Sigma X, \mathbb{Z}) \to 0,$$

$$H^{p-1,q}(\Sigma X, \mathbb{Z}/\ell) \xrightarrow{\beta} H^{p,q}(\Sigma X, \mathbb{Z}/\ell) \xrightarrow{\beta} H^{p+1,q}(\Sigma X, \mathbb{Z}/\ell).$$

4Based on Lemmas 9.3 and 7.3 of [Voe03a], respectively.
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Corollary 1.39. If $BL(n-1)$ holds and $X$ is smooth then $H_{\text{et}}^{p,n-1}(\tilde{\Sigma}X, \mathbb{Z}/\ell) = 0$ for all $p \leq n$, and $H_{\text{et}}^{p,q}(\text{Spec } k, \mathbb{Z}/\ell) \xrightarrow{\sim} H^{p,q}(X, \mathbb{Z}/\ell)$ for all $p \leq q < n$.

Proof. As $H_{\text{et}}^{p,n-1}(\tilde{\Sigma}X, \mathbb{Z}/\ell) = 0$ by Lemma 1.37, the first assertion follows from 1.31. The second assertion follows from the cohomology sequence in Definition 1.36, and Lemma 1.30.

Example 1.40. Assume that $BL(n-1)$ holds, and that $X$ has a point of degree $\ell$. Then $H_{\text{et}}^{n,n-1}(\tilde{\Sigma}X, \mathbb{Z}/\ell) = 0$ by 1.39. From the first sequence in 1.38, and naturality of $\tilde{\beta}$, we see that $H_{\text{et}}^{n+1,n-1}(\tilde{\Sigma}X, \mathbb{Z}) = 0$ and hence the integral Bockstein

$$H_{\text{et}}^{n+1,n-1}(\tilde{\Sigma}X, \mathbb{Z}/\ell) \xrightarrow{\tilde{\beta}} H_{\text{et}}^{n+2,n-1}(\tilde{\Sigma}X, \mathbb{Z})$$

is injective. It follows that the integral Bockstein $\tilde{\beta} : H^{n,n-1}(X, \mathbb{Z}/\ell) \to H_{\text{et}}^{n+1,n-1}(X, \mathbb{Z})$ is an injection because, as noted in 1.36, $H_{\text{et}}^{n,n-1}(X, \mathbb{Z}/\ell) \cong H^{n+1,n-1}(\tilde{\Sigma}X, \mathbb{Z}/\ell)$ and $H^{n+1,n-1}(X, \mathbb{Z}) \cong H_{\text{et}}^{n+2,n-1}(\tilde{\Sigma}X, \mathbb{Z})$.

1.6 Motivic cohomology operations

Cohomology operations are another fundamental tool we shall need, both in Section 3.4 (to construct the element $\mu$ of Corollary 3.16), and in chapter 5 (to show that Rost motives exist). We refer the reader to Chapter 13 for more discussion.

Recall that for each coefficient group $A$, and all $p, q \geq 0$, the motivic cohomology groups $H^{p,q}(-, A) = H^p(-, A[q])$ are contravariant functors from the category $\Delta_{\text{op}}^{\text{Sm}}/k$ of smooth simplicial schemes over $k$ to abelian groups. For each set of integers $n, i, p, q$ and every two groups $A$ and $B$, a cohomology operation $\phi$ from $H^{n,i}(-, A)$ to $H^{p,q}(-, B)$ is just a natural transformation. The bidegree of $\phi$ is $(p - n, q - i)$.

There is a twist isomorphism $\sigma_1 : H^{n,i}(X, A) \xrightarrow{\sim} H^{n+1,i+1}(X_+ \wedge \mathbb{G}_m, A)$ of bidegree $(1, 1)$ in motivic cohomology; see [Voe03c, 2.4] or [MVW, 16.25].

Definition 1.41. A family of operations $\phi_{(n,i)} : H^{n,i}(-, A) \to H^{n+p,i+q}(-, B)$ with a fixed bidegree $(p, q)$ is said to be bi-stable if it commutes with the suspension and twist isomorphisms, $\sigma_s$ and $\sigma_t$.

Examples 1.42. There are several kinds of bi-stable operations.

1. Any homomorphism $A \to B$ induces a bi-stable operation of bidegree $(0, 0)$, the change of coefficients map $H^{*,*}(-, A) \to H^{*,*}(-, B)$.

2. If $R$ is a ring and $A$ is an $R$-module then multiplication by $\lambda \in H^{p,q}(k, R)$ is a bi-stable operation of bidegree $(p, q)$ from $H^{*,*}(-, A)$ to itself.

3. The integral Bockstein $\hat{\beta} : H^{n,i}(X, \mathbb{Z}/\ell) \to H^{n+1,i}(X, \mathbb{Z})$ and its reduction modulo $\ell$, the usual Bockstein $\beta : H^{n,i}(X, \mathbb{Z}/\ell) \to H^{n+1,i}(X, \mathbb{Z}/\ell)$ are
both bi-stable operations. They are the boundary maps in the long exact cohomology sequence associated to the coefficient sequences

\[ 0 \to \mathbb{Z}(q) \xrightarrow{\ell} \mathbb{Z}(q) \to \mathbb{Z}/\ell(q) \to 0, \quad \text{and} \]

\[ 0 \to \mathbb{Z}/\ell(q) \xrightarrow{\ell} \mathbb{Z}/\ell^2(q) \to \mathbb{Z}/\ell(q) \to 0. \]

4. In [Voe03c, p. 33], Voevodsky constructed the reduced power operations

\[ P^i : H^{p,q}(X, \mathbb{Z}/\ell) \to H^{p+2i(\ell-1),q+i(\ell-1)}(X, \mathbb{Z}/\ell). \]

and proved that they are bi-stable. If \( \ell = 2 \) it is traditional to write \( Sq^{2i} \) for \( P^i \) and \( Sq^{2i+1} \) for \( \beta P^i \).

We may compose bi-stable operations if the coefficient groups match: \( \phi' \circ \phi \) is a bi-stable operation whose bidegree is \( \text{bidegree}(\phi') + \text{bidegree}(\phi) \). It follows that the stable cohomology operations with \( A = B = R \) form a bigraded ring, and that \( H^{*,*}(k,R) \) is a subring.

**Definition 1.43.** [Milnor Operations] There is a family of motivic operations \( Q_i \) on \( H^{*,*}(X, \mathbb{Z}/\ell) \) constructed in [Voe03c, §13], called the Milnor operations. The bidegree of \( Q_i \) is \( (2\ell^i - 1, \ell^i - 1) \). \( Q_0 \) is the Bockstein \( \beta \), \( Q_1 \) is \( P_1 \beta - \beta P_1 \), and the other \( Q_i \) are defined inductively.

If \( \ell > 2 \) the inductive formula is \( Q_{i+1} = [P^i, Q_i] \). If \( \ell = 2 \) the inductive formula is \( Q_{i+1} = [-1 \in k^\times/k^\times2 \subset H^{1,1}(k, \mathbb{Z}/2), \text{See Section 13.4 in Part III.}] \)

We list a few properties of these operations here, referring the reader to Section 13.4 below for a fuller discussion. The \( Q_i \) satisfy \( Q_i^2 = 0 \) and \( Q_i Q_j = -Q_j Q_i \), are \( K_M^{*,*}(k) \)-linear and generate an exterior algebra under composition.

The following theorem concerns the vanishing of a motivic analogue of the classical Margolis homology; see Section 13.6 in Part III. It was established for \( i = 0 \) in 1.38, and will be proven for all \( i \) in Theorem 13.24. This exact sequence will be used in Propositions 3.15 and 3.17 to show that the \( Q_i \) are injections in an appropriate range.

**Theorem 1.44.** If \( X \) is a Rost variety for \((a_1, ..., a_n)\), the following sequence is exact for all \( i < n \) and all \((p, q)\):

\[ H^{p-2\ell^i+1,q-\ell^i+1}((\overline{\Sigma}X, \mathbb{Z}/\ell) \xrightarrow{Q_i} H^{p,q}((\overline{\Sigma}X, \mathbb{Z}/\ell) \xrightarrow{Q_i} H^{p+2\ell^i-1,q+\ell^i-1}((\overline{\Sigma}X, \mathbb{Z}/\ell) \]

**Remark.** In Theorem 1.44, it suffices that for each \( i < n \) there is a \( \nu_i \)-variety \( X_i \) and a map \( X_i \to X \). This is the formulation given in Theorem 13.24
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1.7 Historical notes

As mentioned in the Introduction, the question of whether the norm residue is always an isomorphism was first raised by Milnor in his 1970 paper [Mil70] defining what we now call “Milnor $K$-theory.” For local and global fields, Tate had already checked that it was true for $n = 2$ (i.e., for $K_2$) and all primes $\ell$ (published in [Tat76]), and Milnor checked in his paper that it was true for all $n > 2$ (where the groups have exponent 2.) Kato verified that the norm residue was an isomorphism for fields arising in higher class field theory, and stated the question as a conjecture in [Kat80]. Bloch also asked about it in [Blo80, p. 5.12].

Originally, norm residue homomorphism referred to the symbol $(a, b)_k$ of a central simple algebra in the group $\mu_\ell(k)$ of a local field, arising in Hilbert’s 9th problem. Later it was realized that the symbol should take values in the Brauer group, or more precisely $\mu_\ell \otimes Br_\ell(k)$, and that this map factored through $K_2(k)/\ell$; see [Mil71, 15.5]. The use of this term for the map from $K^M_*(F)/m$ to $H^2_{et}(F, \mu_\ell \otimes 2)$ seems to have originated in Suslin’s 1986 ICM talk [Sus87, 4.2].

The question was completely settled for $n = 2$ by Merkurjev and Suslin in the 1982 paper [MS82]. Their key geometric idea was the use of Severi–Brauer varieties, which we now recognize as the Rost varieties for $n = 2$. The case $n = 3$ for $\ell = 2$ was settled independently by Rost and Merkurjev–Suslin in the late 1980’s. In 1990, Rost studied Pfister quadrics (Rost varieties for $\ell = 2$) and constructed what we now call its Rost motive; see [Ros90] and [Voe03a, 4.3].

In 1994, Suslin and Voevodsky noticed that this conjecture about the norm residue being an isomorphism would imply a circle of conjectures due to Beilinson [Bei87] and Lichtenbaum [Lic84] regarding the (then hypothetical) complexes of sheaves $\mathbb{Z}(n)$; the preprint was posted in 1995 and an expanded version was eventually published in Suslin’s 1986 ICM talk [Sus87, 4.2].

The combination of Rost’s construction and Voevodsky’s work combines to verify not only the Bloch–Kato conjecture (proving Theorem A) but also proving Theorems B and C, which are stated in the Overview of this book.

The material in Section 1.5 is taken from the Appendix of [Voe03a].
Chapter 2

Relation to Beilinson–Lichtenbaum

Recall from 1.26 that $L/\ell(n)$ is the good truncation complex $\tau^{\leq n} R\pi_* (\mu_\ell^\otimes n)$, where $\pi$ is the change of topology morphism $(\text{Sm}/k)_{et} \to (\text{Sm}/k)_{zar}$. We say that “BL(n) holds” if the map $\alpha_n : \mathbb{Z}/\ell(n) \to L/\ell(n)$ is a quasi-isomorphism for any field $k$ containing $1/\ell$.

In this chapter, we show how the Beilinson–Lichtenbaum condition (that BL(n) holds) is equivalent to the assertion that the norm residue is an isomorphism, and also to the property that H90(n) holds, a fact that is important to make the inductive step in the proofs of Theorems A, B and C work. Most of this material is taken from [SV00a], which assumes resolution of singularities, and from [Sus03], which is based upon [GL01] and removes this assumption. The content of this chapter is captured in the following diagram of implications:

\[
\begin{array}{ccc}
BL(n) & \xrightarrow{1.30} & BK(n) \\
2.9 \downarrow & & 2.12 \downarrow \\
BL(n-1) & \xrightarrow{2.11} & H90(n-1)
\end{array}
\]

Figure 2.1: Scheme of the proof

The preparatory vertical implications are demonstrated in sections 2.1 and 2.2. The crucial ingredient in showing that the left vertical implication holds is an analysis of the contractions of the motivic complex $\mathbb{Z}/\ell(n)$ (see Example 2.4(2)) and the complex $L/\ell(n)$ (see Corollary 2.7)). The middle and right vertical implications are consequences of 2.10, which shows that the Gysin triangle associated to an open subset of $\mathbb{A}^1 - \{0\}$ splits. The implications from left to
right are proved in chapter 1. The remainder of this chapter is taken up with
the proofs of the implications from right to left; the idea is to use a dimension
shift argument relying on an analysis of an appropriately defined cohomology of
the boundary of an algebraic simplex, combined with the vertical implications
proved in the first two sections to set up an inductive proof of BL(n) from its
special cases BK(n) and H90(n).

2.1 BL(n) implies BL(n-1)

In this section, we prove the useful reduction that if the Bloch–Lichtenbaum
condition BL(n) holds then so does BL(n-1); see Theorem 2.9. For the proof,
we will need the following construction.

If $F$ is a homotopy invariant presheaf, we define the presheaf $F_{-1}$ to be
$X \mapsto F(X \times \{A^1\} \setminus \{0\})/F(X)$, as in [MVW]. If $F$ is the presheaf underlying a
homotopy invariant sheaf with transfers $\mathcal{F}$, then $F_{-1}(U) = H^0(U, \mathcal{F}_{-1})$. More
generally, $H^p(U, \mathcal{F}_{-1}) \cong H^p(U, \mathcal{F}_{-1})$; see [MVW, 24.8].

This generalizes to complexes using $\mathcal{RHom}$, the internal Hom complex in
$\text{DM}^{\text{eff}}$ which is constructed in [MVW, 14.12],

**Definition 2.1.** Let $\mathcal{F}$ be a bounded above complex of sheaves with transfers,
with homotopy invariant cohomology. Then $\mathcal{F}_{-1}$ denotes $\mathcal{RHom}(\mathbb{L}, \mathcal{F})[1],$ where
$\mathbb{L} = \mathbb{Z}(1)[2] \cong \mathbb{Z}(1)[2] = \mathbb{Z}(1)[2]/\mathbb{Z}[1] \cong Z_{tr}(\mathbb{P}^1)/\mathbb{Z}$; see [MVW, 15.2]. That is,$\mathcal{F}_{-1}(X)$ is the complex $\mathcal{RHom}(\mathbb{Z}_{tr}(X \times \{A^1\} \setminus \{0\}), \mathcal{F})/\mathbb{RHom}(\mathbb{Z}_{tr}(X), \mathcal{F})$ or,
equivalently, $\mathcal{RHom}(\mathbb{Z}_{tr}(X \times \mathbb{P}^1), \mathcal{F}[1])/\mathbb{RHom}(\mathbb{Z}_{tr}(X), \mathcal{F}[1]).$

**Lemma 2.2.** Let $\mathcal{F}$ be a bounded above complex of homotopy invariant sheaves
with transfers. Then for smooth $X$, $H^p(X, \mathcal{F}_{-1}) \cong H^p(X, \mathcal{F}_{-1}).$

**Proof.** Because $H^p(X \times \{A^1\} \setminus \{0\}), \mathcal{F}) \cong H^p(X, \mathcal{F}) \oplus \mathbb{Hom}(\mathbb{Z}_{tr}(X)[1], \mathcal{F}[p]),$

$$H^p(X, \mathcal{F}_{-1}) \cong \mathbb{Hom}(\mathbb{Z}_{tr}(X)[1], \mathcal{F}[p + 1]) \cong H^{p+1}(X \otimes \mathbb{L}, \mathcal{F})$$
$$\cong \mathbb{Hom}(\mathbb{Z}_{tr}(X), \mathcal{RHom}(\mathbb{L}, \mathcal{F})[p + 1]) \cong H^p(X, \mathcal{F}_{-1}). \quad (2.2.1)$$

Here we have used the adjunction $\mathbb{Hom}(K \otimes M, \mathcal{F}) \cong \mathbb{Hom}(K, \mathcal{RHom}(M, \mathcal{F}))$
of [MVW, 14.12], which is valid for any geometric motive $M$. \qed

**Lemma 2.3.** There is a natural map $\delta : \mathcal{F}[-1] \to \mathcal{F}_{-1}$ in $\text{DM}^{\text{eff}}$. Applying
$\mathbb{Hom}(\mathbb{Z}_{tr}(X)[-p], -)$ yields natural maps $H^{p-1}(X, \mathcal{F}) \to H^p(X, \mathcal{F}_{-1}).$

**Proof.** Since $\mathcal{F}(1)_{-1}[1] = \mathcal{RHom}(\mathbb{L}, \mathcal{F}(1)[2]) = \mathcal{RHom}(\mathbb{L}, \mathcal{F} \otimes \mathbb{L}),$ and $\mathbb{Hom}(\mathcal{F} \otimes \mathbb{L}, \mathbb{G}) \cong \mathbb{Hom}(\mathcal{F}, \mathcal{RHom}(\mathbb{L}, \mathbb{G}))$ [MVW, 14.12] we have a canonical isomorphism:

$$\mathbb{Hom}(\mathcal{F} \otimes \mathbb{L}, \mathcal{F} \otimes \mathbb{L}) \cong \mathbb{Hom}(\mathcal{F}, \mathcal{RHom}(\mathbb{L}, \mathcal{F} \otimes \mathbb{L})) \cong \mathbb{Hom}(\mathcal{F}, \mathcal{F}(1)_{-1}[1]).$$

The natural map $\delta$ is the image of the identity map on $\mathcal{F} \otimes \mathbb{L}$. \qed
Examples 2.4. (1) If $A$ is a constant sheaf, $A_{-1} = 0$: $H^*(X \times \mathbb{P}^1, A) \cong H^*(X, A)$. (2) When $n > 0$, the map $\delta$ of 2.3 induces an isomorphism $\mathbb{Z}(n-1)[-1] \cong \mathbb{Z}(n)_{-1}$, and isomorphisms $H^p(X, \mathbb{Z}(n))_{-1} \cong H^{p-1}(X, \mathbb{Z}(n-1))$: this is a consequence of the Localization Theorem, and is established in [MVW, 23.1]. By the 5-lemma, we also have $\delta : \mathbb{Z}/\ell(n-1)[-1] \cong \mathbb{Z}/\ell(n)_{-1}$. (3) The map $\delta$ induces an isomorphism $R\pi_*(\mu_{\ell}^{\otimes n-1})[-1] \cong R\pi_*(\mu_{\ell}^{\otimes n})_{-1}$, and $H^p_{\text{et}}(X \times \mathbb{P}^1, \mu_{\ell}^{\otimes n}) \cong H^p_{\text{et}}(X, \mu_{\ell}^{\otimes n}) \oplus H^{p-2}_{\text{et}}(X, \mu_{\ell}^{\otimes n-1})$; see [MVW, 23.3]. (4) By iteration, $\mathcal{F}_{-c} = R\text{Hom}(L^c, \mathcal{F})[c]$. Thus from (1) and (2) we get

$$\mathbb{Z}(n)_{-c} \cong \begin{cases} \mathbb{Z}(n-c)[-c], & c \leq n; \\ 0, & c > n. \end{cases}$$

Replacing $\mathbb{Z}$ by $\mathbb{Z}/\ell^r$ yields a parallel formula for $\mathbb{Z}/\ell^r(n)_{-c}$.

Let $\mathcal{H}^p(\mathcal{F})$ denote the $p^{th}$ cohomology sheaf of $\mathcal{F}$.

Lemma 2.5. The $p^{th}$ cohomology sheaf of the complex $\mathcal{F}_{-1}$ is

$$\mathcal{H}^p(\mathcal{F}_{-1})(X) = \mathcal{H}^p(\mathcal{F})(X \times (\mathbb{A}^1 - \{0\}))/\mathcal{H}^p(\mathcal{F})(X).$$

Proof. Set $H = H^p(-, \mathcal{F})$; it is a homotopy invariant presheaf with transfers by [MVW, 13.3, 13.8], with associated sheaf $\mathcal{H} = \mathcal{H}^p(\mathcal{F})$. By Lemma 2.2, $H^p(-, \mathcal{F}_{-1}) \cong H(-, \mathcal{H}_{-1})$, so $\mathcal{H}^p(\mathcal{F}_{-1})$ is the sheafification $(H_{-1})_{\text{nis}}$ of $H_{-1}$. But by [MVW, 23.5], $(H_{-1})_{\text{nis}}$ is the sheaf $\mathcal{H}_{-1}(X) = \mathcal{H}(X \times (\mathbb{A}^1 - \{0\}))/\mathcal{H}(X)$.

Recall that $\tau_{\leq n} \mathcal{F}$ denotes the good truncation of a cochain complex $\mathcal{F}$ at level $n$. By construction, $\mathcal{H}^p(\tau_{\leq n} \mathcal{F})$ is $\mathcal{H}^p(\mathcal{F})$ if $p \leq n$, and 0 otherwise.

Proposition 2.6. $(\tau_{\leq n} \mathcal{F})_{-1} \rightarrow \tau_{\leq n}(\mathcal{F}_{-1})$ is a quasi-isomorphism.

Proof. By Lemma 2.5, the $p^{th}$ cohomology sheaf of $(\tau_{\leq n} \mathcal{F})_{-1}$ is

$$X \mapsto \begin{cases} \mathcal{H}^p(\mathcal{F})(X \times (\mathbb{A}^1 - \{0\}))/\mathcal{H}^p(\mathcal{F})(X), & p \leq n \\ 0, & p > n \end{cases} = \begin{cases} \mathcal{H}^p(\mathcal{F}_{-1})(X), & p \leq n \\ 0, & p > n. \end{cases}$$

Hence the natural map $(\tau_{\leq n} \mathcal{F})_{-1} \rightarrow \mathcal{F}_{-1}$ factors through $\tau_{\leq n}(\mathcal{F}_{-1})$, and $\mathcal{H}^p((\tau_{\leq n} \mathcal{F})_{-1}) \rightarrow \mathcal{H}^p(\tau_{\leq n}(\mathcal{F}_{-1}))$ is an isomorphism for all $p$. 

Corollary 2.7. The map $\delta : L/\ell(n-1)[-1] \rightarrow L/\ell(n)_{-1}$ is an isomorphism. In particular, for smooth $X$ we have

$$H^{p-1}(X, L/\ell(n-1)) \cong H^p(X, L/\ell(n)_{-1}) \cong H^p(X, L/\ell(n))_{-1}.$$ 

Proof. Since $L/\ell(n) = \tau_{\leq n} R\pi_*(\mu_{\ell}^{\otimes n})$, the first assertion is immediate from 2.6 and Example 2.4(3). The second assertion follows from this and Lemma 2.2.
Proposition 2.8. For smooth $X$, we have a commutative diagram

$$
\begin{array}{ccc}
H^{p-1}(X, \mathbb{Z}/\ell(n-1)) & \xrightarrow{\delta} & H^p(X, \mathbb{Z}/\ell(n)) \\
\downarrow \alpha_{n-1} & & \downarrow \alpha_n \\
H^{p-1}(X, L/\ell(n-1)) & \xrightarrow{\delta} & H^p(X, L/\ell(n)) \\
\downarrow & & \downarrow \\
H^{p-1}_{\text{ét}}(X, \mu_{\ell}^{\otimes(n-1)}) & \xrightarrow{\delta} & H^p_{\text{ét}}(X, (\mu_{\ell}^{\otimes n})_{-1}).
\end{array}
$$

Proof. By Lemma 2.3, $H^p(X, \delta) = \text{Hom}(\mathbb{Z}_{tr}(X)[-p], \delta)$ is a natural transformation. Applying it to $\mathbb{Z}/\ell(n) \xrightarrow{\alpha} L/\ell \xrightarrow{R \pi_* \mu_{\ell}^{\otimes n}}$ yields the commutative diagram. The rows are isomorphisms by 2.4(2), 2.7 and 2.4(3). $\Box$

Theorem 2.9. 1 If $BL(n)$ holds then $BL(n-1)$ holds.

Proof. Consider the diagram of Proposition 2.8. If $BL(n)$ holds then for every local $X$ the top right vertical is an isomorphism in the diagram, and hence the top left vertical is an isomorphism, i.e., $\alpha_{n-1}$ is a quasi-isomorphism on the stalks of $X$. It follows that $\alpha_{n-1}$ is a quasi-isomorphism, i.e., $BL(n-1)$ holds. $\Box$

2.2 H90(n) implies H90(n-1)

The fact that H90(n) implies H90(n-1) will be used in Theorem 2.37 to show that $H^{p,n}(k, \mathbb{Z}/\ell) \to H^p_{\text{ét}}(k, \mu_{\ell}^{\otimes n})$ is an isomorphism for all $p \leq n$. Since the proof is elementary, we give it here.

By a motivic complex we shall mean a cochain complex of Zariski sheaves with transfers, having homotopy invariant cohomology. One source of motivic complexes comes from the total direct image $R \pi_*$ associated to the morphism of sites $\pi: (\text{Sm}/k)_{\text{ét}} \to (\text{Sm}/k)_{\text{zar}}$. If $F$ is an étale sheaf with transfers, having homotopy invariant cohomology, then $R \pi_*(F)$ is a motivic complex by [MVW, 6.20], and $H^*_{\text{zar}}(X, R \pi_* F) = H^*_{\text{ét}}(X, F)$.

Lemma 2.10. For all dense open $U \subseteq (\mathbb{A}^1-\{0\})$ the localization triangle

$$
\oplus_{x \notin U} M(x)(1)[1] \to M(U) \to M(\text{Spec } k) \to
$$

is split exact in $\text{DM}$, where the sum is over all closed points of $\mathbb{A}^1$ not in $U$ (see [MVW, 15.15]). Hence for every motivic complex $C$ we have a split exact localization sequence, with the splitting natural in $U$ and $C$:

$$
0 \to H^n(k, C) \to H^n(U, C) \xrightarrow{\partial} \oplus_{x \notin U} H^{n-1}(x, C(-1)) \to 0.
$$

Taking the direct limit over all $U$ yields the split exact sequence

$$
0 \to H^n(k, C) \to H^n(k(t), C) \xrightarrow{\partial} \oplus_{x \in \mathbb{A}^1} H^{n-1}(x, C(-1)) \to 0.
$$

1Theorem 2.9 is used in 2.24 and 3.15
Proof. The group of finite correspondences from $\text{Spec } k$ to $X$ is the same as the group of zero-cycles on $X$; see [MVW, 1.10]. As $U$ is dense in $\mathbb{A}^1$, it contains a zero-cycle of degree 1, yielding a finite correspondence $\text{Spec } k \to U$ of degree 1. Passing to motives via $M(X) = \mathbb{Z}_n(X)$, we get a morphism $M(\text{Spec } k) \to M(U)$ whose composition with $M(U) \to M(\mathbb{A}^1)$ is the canonical isomorphism $M(\text{Spec } k) \cong M(\mathbb{A}^1)$. This splits the map $M(U) \to M(\text{Spec } k)$, as required. □

Remark 2.10.1. There is a notational ambiguity with $H^*(k, A)$, since it could be computed relative to $\text{Sm}_k/k(t)$ or as the direct limit of the $H^*(U, A)$ relative to $\text{Sm}_k/k$, as in Lemma 2.10. Happily, the two coincide by [MVW, 3.9].

Example 2.11. Applying Lemma 2.10 to the motivic complex $C = \mathbb{Z}(n)$ yields the split exact sequence

$$0 \to K^M_n(k) \to K^M_n(k(t)) \overset{\partial}{\to} \bigoplus_{x \in \mathbb{A}^1} K^M_{n-1}(k(x)) \to 0$$

of [Mil70, 2.3]. Applying 2.10 to the motivic complexes $\mathbb{Z}(n)$ and $R\pi_*\mu_\ell^\otimes n$ yields the corresponding sequences for $H^*_\text{et}(k, \mathbb{Z}(n))$ and $H^*_{\text{et}}(k, \mu_\ell^\otimes n)$. Finally, applying 2.10 to $R\pi_*\mathbb{Z}(n)_{\text{et}}$ yields the split exact sequence

$$0 \to H^*_{\text{et}}(k, \mathbb{Z}(n)) \to H^*_{\text{et}}(k(t), \mathbb{Z}(n)) \overset{\partial}{\to} \bigoplus_{x \in \mathbb{A}^1} H^*_{\text{et}}(k(x), \mathbb{Z}(n-1)) \to 0.$$

The next result shows that if $K^M_n(F)/\ell \sim H^*_{\text{et}}(F, \mu_\ell^\otimes n)$ for all fields $F$ over $k$ then $K^M_n(k)/\ell \sim H^*_{\text{et}}(k, \mu_\ell^\otimes n)$. It will be used in Theorem 2.37.

Corollary 2.12. If $H^0(n)$ holds then $H^0(n-1)$ also holds.

If $K^M_n(k(t))/\ell \to H^*_{\text{et}}(F, \mu_\ell^\otimes n)$ is an isomorphism (resp., onto) then so is $K^M_{n-1}(k)/\ell \to H^*_{\text{et}}(k, \mu_\ell^\otimes n-1)$.

Proof. By Example 2.11, $H^*_{\text{et}}(k, \mathbb{Z}(n)_{\text{et}}(n-1))$ is a summand of $H^*_{\text{et}}(k(t), \mathbb{Z}(n))$, whence the first assertion. For the second, we know by Example 2.11 that there is a commutative diagram

$$
\begin{array}{ccc}
K^M_n(k(t))/\ell & \overset{\partial}{\longrightarrow} & K^M_{n-1}(k)/\ell \\
\downarrow \cong & & \downarrow \\
H^*_{\text{et}}(k(t), \mu_\ell^\otimes n) & \overset{\partial}{\longrightarrow} & H^*_{\text{et}}(k, \mu_\ell^\otimes n-1)
\end{array}
$$

By Example 2.11, both horizontal arrows are split surjections, and the splittings are compatible. If we assume the left vertical is an isomorphism (resp., a surjection), then so is the right vertical morphism. □
2.3 Cohomology of singular varieties

Recall that the schemes $\Delta^m = \text{Spec}(k[t_0, \ldots, t_m]/(1 - \sum t_i))$ fit together to form a cosimplicial scheme $\Delta^*$, where the $i^{th}$ coface map $\partial_i : \Delta^{m-1} \to \Delta^m$ is given by setting $t_i = 0$, and codegeneracies are given by sending $t_i$ to $t_i + t_{i+1}$. The $m + 1$ images of the point $\Delta^0$ in $\Delta^m$ are called its vertices.

In order to shift cohomological indices, we shall modify the topologist’s sphere trick, replacing $S^{m-1}$ with $\partial \Delta^m$, the closed subvariety of $\Delta^m$ defined as the union of all of its maximal proper faces $\partial \Delta^{m-1}$. Our first task is to define the cohomology of a singular algebraic variety, such as $\partial \Delta^m$, with coefficients in a sheaf defined only on $\text{Sm}/k$.

**Definition 2.13.** For each scheme $X$ over $k$, let $\mathbb{Z}[X]$ denote the Nisnevich sheaf associated to the presheaf $U \mapsto \mathbb{Z}[-\text{Hom}(\text{Sch}/k(U, X))]$ on $\text{Sch}/k$, and let $\mathbb{Z}_\text{Sm}[X]$ denote the restriction of $\mathbb{Z}[X]$ to $\text{Sm}/k$.

If $X$ is a scheme of finite type over a field $k$, and $\mathcal{F}$ is any complex of Nisnevich sheaves on $\text{Sm}/k$, we define the cohomology groups $H^p(\mathcal{F})$ to be $\text{Hom}_{D^b(\text{Sm}/k)}(\mathbb{Z}_\text{Sm}\mathcal{F}, \mathbb{Z}_\text{Sm}[X])$.

If $X$ is smooth, $\mathbb{Z}_\text{Sm}[X]$ is the free abelian group sheaf generated by a representable sheaf, and our definition agrees with the usual definition of (Nisnevich) sheaf hypercohomology. However, if $X$ is singular and $\mathcal{F}$ is the restriction of a complex $\mathcal{F}'$ defined on all schemes then $H^*(X, \mathcal{F})$ will not in general equal $H^*(X, \mathcal{F}')$. For example, if $\mathcal{O}_\text{Sm}$ is the restriction of $\mathcal{O}$ to $\text{Sm}/k$ and $X$ is the affine cusp then $H^0(X, \mathcal{O}_\text{Sm}) = k[x]$ while $H^0(X, \mathcal{O}) = k[x^2, x^3]$. If $X$ admits resolution of singularities and $\mathcal{F}$ is a homotopy invariant complex of sheaves with transfers, the cohomology $H^p(X, \mathcal{F})$ agrees with the cdh cohomology of $X$ with coefficients in $\mathcal{F}$ by [MVW, 13.27].

Note that $\mathbb{Z}_\text{Sm}[X_{\text{red}}] = \mathbb{Z}_\text{Sm}[X]$, so that $H^*(X, \mathcal{F}) = H^*((X_{\text{red}}), \mathcal{F})$. If $X = X_1 \cup X_2$ is the union of closed subschemes we have an exact sequence of sheaves

$$0 \to \mathbb{Z}_\text{Sm}[X_1 \cap X_2] \to \mathbb{Z}_\text{Sm}[X_1] \times \mathbb{Z}_\text{Sm}[X_2] \to \mathbb{Z}_\text{Sm}[X] \to 0;$$

applying $\mathcal{R} \text{Hom}(-, \mathcal{F})$, it follows that the cohomology groups $H^*(-, \mathcal{F})$ satisfy Mayer–Vietoris for closed covers. The generalization of Mayer–Vietoris to larger closed covers is the Čech spectral sequence.

**Example 2.14.** Suppose we are given a scheme which is the union $X = \cup X_i$ of finitely many closed subschemes $X_i$. Then there is a quasi-isomorphism from the Čech complex

$$\mathbb{Z}_\text{Sm}[\tilde{C}(X_i)] : \quad 0 \to \mathbb{Z}_\text{Sm}[\cap X_i] \to \cdots \to \oplus_{i < j} \mathbb{Z}_\text{Sm}[X_i \cap X_j] \to \oplus_i \mathbb{Z}_\text{Sm}[X_i] \to 0$$

to $\mathbb{Z}_\text{Sm}[\cup X_i]$. Thus $H^*(X, \mathcal{F})$ is the cohomology of $\mathcal{R} \text{Hom}(\mathbb{Z}_\text{Sm}[\tilde{C}(X_i)], \mathcal{F})$ for each complex of sheaves $\mathcal{F}$ on $\text{Sm}/k$, and we can compute it using the associated Čech spectral sequence

$$E_1^{p,q} = \tilde{C}^p(\{X_i\}, H^q(-, \mathcal{F})) = \prod_{i_0 < \cdots < i_p} H^q(\cap X_{i_0, \ldots, i_p}, \mathcal{F}) \Rightarrow H^{p+q}(X, \mathcal{F}).$$
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The rows are the Čech complexes \( \check{C}(\{X_i\}; H) = H(\check{C}\{X_i\}) \) for the presheaves \( H = H^q(-_{Sm}, F) \). Because the spectral sequence is bounded in \( p \), it is convergent even if \( F \) is an unbounded complex. If the \( X_i \) and all intersections \( X_i \) are smooth, then the \( E_1^{p-q} \) terms are the sheaf hypercohomology \( H^p_{nis}(X, F) \).

As an application, we consider \( \partial \Delta^m \), the union of the maximal face subschemes \( X_i = \partial_i \Delta^m \) of \( \Delta^m \). If \( F \) is a complex on \( Sm/k \) with homotopy invariant cohomology then the Čech spectral sequence for \( \partial \Delta^m \) collapses at \( E_2 \), because each \( H^q(\cap X_i, F) \) is \( H^q(k, F) \) when \( \cap X_i \neq \emptyset \), \( E_1^{p-q} = 0 \) for \( p \geq m \), and the rows of \( E_1 \) compute the homology of the \((m-1)\)-sphere with constant coefficients \( H^q(k, F) \). This yields the natural isomorphism\(^2\)

\[
H^p(\partial \Delta^m_{Sm}, F) \xrightarrow{\sim} H^p(k, F) \oplus H^{p+1}(k, F).
\]

(2.15)

We may repeat the above discussion for the étale topology, using the observation that \( Z[X] \) is already an étale sheaf, and writing \( Z_{Sm}[X] \) for the restriction of this étale sheaf to \( (Sm/k)_{et} \) by abuse of notation. As in Example 2.14, we have a quasi-isomorphism \( Z_{Sm}[\check{C}\{X_i\}] \rightarrow Z_{Sm}[\cup X_i] \) of étale sheaves and isomorphisms \( H^p_{et}(\cup X_i)_{Sm}, F_{Sm} \) \( \cong \text{Hom}_{et}(Z_{Sm}[\check{C}\{X_i\}], F_{Sm}[\pi]) \) for every complex \( F_{Sm} \) of étale sheaves on \( Sm/k \). For locally constant torsion complexes \( F \) defined on \( Sch/k \), such as \( \mu^\otimes_q \), the usual étale cohomology of \( F \) is compatible with the cohomology of the restriction \( F_{Sm} \) of \( F \) to \( Sm \) at least in the following sense.

**Lemma 2.16.** Suppose \( X = \cup X_i \) is a finite union of closed subschemes \( X_i \). Let \( F \) be a complex with locally constant torsion étale cohomology sheaves on \( Sch/k \), whose torsion is prime to \( \text{char}(k) \). Then there is a natural quasi-isomorphism:

\[
R \text{Hom}_{Sch_{et}}(Z[X], F) \xrightarrow{\sim} R \text{Hom}_{Sch_{et}}(Z[\check{C}\{X_i\}], F).
\]

**Proof.** It suffices to consider the case \( X = X_1 \cup X_2 \), as the general case follows by induction. Let \( p : X \rightarrow \text{Spec}(k) \) denote the structure map so that \( R\pi_* F = R \text{Hom}_{Sch}(Z[X], F) \). If \( i^! : X_i \rightarrow X \) is the inclusion, \( R\pi_* i^! F = i^!_* F \) by proper base change [Mil80, VI.2.5], and \( R\pi_* R\pi_* F \) is quasi-isomorphic to \( R \text{Hom}(Z[X_i], F) \). Applying \( R\pi_* \) to the triangle \( F \rightarrow \oplus i^!_*(F) \rightarrow i^!_{et}(F) \) yields the triangle

\[
R \text{Hom}_{et}(Z[X], F) \rightarrow \oplus_{i=1}^2 R \text{Hom}_{et}(Z[X_i], F) \rightarrow R \text{Hom}_{et}(Z[X_{12}], F).
\]

Since \( R \text{Hom}_{et}(Z[\check{C}\{X_i\}], F) \) also fits into this triangle, the result follows. \( \square \)

We now consider the change-of-topology morphism \( \pi : Sm_{et} \rightarrow Sm_{nis} \). If \( F \) is a complex of étale sheaves on \( Sch/k \), and \( F_{Sm} \) is its restriction to \( (Sm/k)_{et} \), the total direct image \( R\pi_* F_{Sm} \) is a complex of Nisnevich sheaves on \( (Sm/k)_{nis} \). We can take the cohomology of \( R\pi_* F_{Sm} \) in the sense of Definition 2.13.

**Proposition 2.17.** Suppose \( X = \cup X_i \) is a finite union of smooth closed subschemes \( X_i \), and that all finite intersections of the \( X_i \) are smooth. Let \( F \) be a

\(^2\)The shifting trick (2.15) is based on Lemma 9.2 of [SV00a].
complex with locally constant torsion étale cohomology sheaves on \( \text{Sch}/k \), whose torsion is prime to \( \text{char}(k) \). Then

\[
H^*_{\text{ét}}(X, F) \cong H^*_\text{ét}(X_{\text{Sm}}, F_{\text{Sm}}) \cong H^*_\text{nis}(X_{\text{Sm}}, R\pi_*F_{\text{Sm}})
\]

**Proof.** By Lemma 2.16, \( H^*_\text{ét}(X, F) \) is isomorphic to \( \text{Hom}_{\text{Sch}}(\mathbb{Z}[\hat{C}\{X_i\}], F[p]) \). Since the \( X_i \) and their intersections are smooth, this is the same as

\[
\text{Hom}_{\text{Sm}}(\mathbb{Z}[\hat{C}\{X_i\}], F_{\text{Sm}}[p]) = \text{Hom}_{\text{Sm}}(\mathbb{Z}[\hat{C}\{X_i\}], R\pi_*(F_{\text{Sm}})[p]).
\]

Now \( \mathbb{Z}[\hat{C}\{X_i\}] \cong \mathbb{Z}_{\text{Sm}}[X] \), by Example 2.14. Therefore the left side is \( H^*_\text{ét}(X_{\text{Sm}}, F_{\text{Sm}}) \), and the right side is the same as \( H^*_\text{nis}(X_{\text{Sm}}, R\pi_*F_{\text{Sm}}) = \text{Hom}_{\text{Sm}}(\mathbb{Z}_{\text{Sm}}[X], R\pi_*F_{\text{Sm}}[p]) \).

**Corollary 2.18.** For \( X = \bigcup X_i \) as in Proposition 2.17 and any \( p \leq n \) we have natural isomorphisms

\[
H^p(X_{\text{Sm}}, L/\ell(n)) \cong H^*_\text{ét}(X, \mu_\ell^{\otimes n}).
\]

**Proof.** It is enough to show that \( H^p(X_{\text{Sm}}, \tau^{\leq n} F) \cong H^p(X_{\text{Sm}}, F) \) for every complex \( F \) of Nisnevich sheaves, as the corollary is just the special case \( F = R\pi_*(\mu_\ell^{\otimes n}) \). Without loss of generality, we can replace \( \tau^{> n} F \) by a complex \( E \) of injective sheaves, zero in degrees \( \leq n \), to assume that \( H^p(X_{\text{Sm}}, \tau^{> n} F) = \text{Hom}(\mathbb{Z}_{\text{Sm}}[X], E[p]) \). Since \( E[p] = 0 \) we have \( H^p(X_{\text{Sm}}, \tau^{> n} F) = 0 \) and the result follows.

**Remark 2.18.1.** Results 2.16–2.18 hold more generally for every \( X \) in \( \text{Sch}/k \). In particular, \( H^p(X_{\text{Sm}}, L/\ell(n)) \cong H^p_\text{ét}(X, \mu_\ell^{\otimes n}) \) for every \( X \) in \( \text{Sch}/k \) and every \( p \leq n \). This was proven by Suslin in [Sus03, §7], using alterations and the fact, proven in [SV96, §10], that étale cohomology agrees with cohomology for the \( h \)-topology on \( \text{Sch}/k \).

If \( F \) is a complex of presheaves, we may regard the usual Čech complex \( \hat{C}(\{X_i\}; F) \) as a double complex; by the Čech cohomology \( H^* \hat{C}(\{X_i\}; F) \) we mean the cohomology of the total complex.

**Proposition 2.19.** Suppose that \( W \) is a smooth semilocal scheme, and that \( \{X_i\} \) are smooth closed subschemes of \( W \) with all intersections smooth. If \( F \) is a complex of sheaves with transfers on \( \text{Sm}/k \), having homotopy invariant cohomology, then the canonical map is an isomorphism:

\[
H^q((\cup X_i)_{\text{Sm}}, F) \to H^q \hat{C}(\{X_i\}; F).
\]

**Proof.** If \( \mathcal{F} \to \mathcal{E} \) is a fibrant replacement, \( H^q((\cup X_i)_{\text{Sm}}, F) \) is isomorphic to the cohomology of the total complex of \( \hat{C}(\{X_i\}, \mathcal{E}) \), and the proposition asserts that \( \hat{C}(\{X_i\}; F) \to \hat{C}(\{X_i\}, \mathcal{E}) \) is a quasi-isomorphism. By the comparison theorem for the spectral sequence of a double complex, it suffices to show that \( \mathcal{F}(S) \to \mathcal{E}(S) \) is a quasi-isomorphism for each intersection \( S \) of the \( X_i \).

---

3Proposition 2.19 is based on Proposition 1.11 of [Sus03]
The homotopy invariant presheaf $H^q(-, \mathcal{F})$ on $\text{Sm}/k$ is a presheaf with transfers by [MVW, 13.4]. The associated sheaf $\mathcal{H}^q$ is also homotopy invariant by [MVW, 22.1–2], and has transfers by [MVW, 22.15]. If $S$ is any smooth semilocal scheme then the hypercohomology spectral sequence for $H^*(S, \mathcal{F})$ degenerates: $E_2^{p,q} = H^p(S, \mathcal{H}^q) = 0$ for $p > 0$ by [MVW, 24.5], and $H^0(S, \mathcal{H}^q) = H^q(\mathcal{F}(S))$. Thus $E_2^{0,q} = H^q(\mathcal{F}(S)) \to H^q(S, \mathcal{F})$ is a quasi-isomorphism, as desired. □

2.4 Cohomology with supports

In this section we show that if one assumes BL(n-1) then the cohomology with supports of $\mathcal{Z}$/\ell^\nu(n)$ and $L/\ell^\nu(n)$ agree.

If $Z$ is a closed subspace of a smooth scheme $X$, $\mathbb{Z}[X-Z]$ is a subsheaf of $\mathbb{Z}[X]$ and we set $\mathbb{Z}_Z[X] = \mathbb{Z}[X]/\mathbb{Z}[X-Z]$. The cohomology of $\mathcal{F}$ with supports on $Z$ is $H^p_Z(X, \mathcal{F}) = \text{Hom}_D(\mathbb{Z}_Z[X], \mathcal{F}[p])$. If $Z \subset Y \subset X$ then there is an exact sequence of sheaves,

$$0 \to \mathbb{Z}_{Y-Z}[X-Z] \to \mathbb{Z}_Y[X] \to \mathbb{Z}_Z[X] \to 0, \tag{2.20}$$

and a long exact sequence for the cohomology of $\mathcal{F}$ with supports, natural in $\mathcal{F}$.

Let $D(\text{Cor}/k)$ denote the derived category of sheaves with transfers. Since forgetting transfers is an exact functor to sheaves, it induces a triangulated functor $D(\text{Cor}/k) \to D(\text{Sm}/k)$. Regarding $\text{DM}_{\text{nis}}$ as a full triangulated subcategory of $D(\text{Cor}/k)$ by [MVW, 14.11], every triangle in $\text{DM}_{\text{nis}}$ induces a triangle in $D(\text{Sm}/k)$. Here is an application of this technique.

Lemma 2.21. Let $(X, Z)$ be a smooth pair with codimension $c$, and suppose that $\mathcal{F}$ is a complex of sheaves with transfers, with homotopy invariant cohomology. Then there is a canonical isomorphism

$$H^{p-c}_Z(X, \mathcal{F}_c) \to H^p_Z(X, \mathcal{F}).$$

Proof. We may assume that $\mathcal{F}$ is bounded below, since replacing $\mathcal{F}$ by a truncation $\tau_{\leq N} \mathcal{F}$ for large $N$ does not change the cohomology groups in question. There is a Gysin triangle $C_*Z_{tr}(X-Z) \to C_*Z_{tr}(X) \to C_*Z_{tr}(Z) \otimes_{\text{tr}} \mathbb{L}^c$ in $\text{DM}_{\text{nis}}$; see [MVW, 15.15]. The maps $\mathbb{Z}[X] \to C_*Z_{tr}(X)$ allow us to compare the triangle defining $\mathbb{Z}_Z[X]$ to the induced Gysin triangle in $D = D(\text{Sm}/k)$, yielding a canonical map $\mathbb{Z}_Z[X] \to C_*Z_{tr}(Z) \otimes \mathbb{L}^c$. Applying $\text{Hom}(-, \mathcal{F}[p])$ yields a morphism of long exact sequences. Since

$$\text{Hom}_{\text{DM}_{\text{nis}}}((C_*Z_{tr}(X), \mathcal{F}[p]) \xrightarrow{\sim} \text{Hom}_D(\mathbb{Z}[X], \mathcal{F}[p]) = H^p(X, \mathcal{F})$$

is an isomorphism by [MVW, 13.4 and 13.5], and there is a similar isomorphism for $X-Z$, the 5-lemma shows that the canonical map yields an isomorphism

$$\text{Hom}_{\text{DM}_{\text{nis}}}((C_*Z_{tr}(Z) \otimes \mathbb{L}^c, \mathcal{F}[p]) \xrightarrow{\sim} \text{Hom}_D(Z_Z(X), \mathcal{F}[p]) = H^p_Z(X, \mathcal{F}).$$
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Replacing $F$ by $F_{-c}$, this isomorphism fits into a natural composition

$$
H^p_c(Z, F_{-c}) \cong \operatorname{Hom}_{\text{DM}}^{\text{eff}}(C_* Z_{\text{tr}}(Z), R\operatorname{Hom} (L^c, F)[p]) \\
\cong \operatorname{Hom}_{\text{DM}}^{\text{eff}}(C_* Z_{\text{tr}}(Z) \otimes L^c, F[p]) \xrightarrow{\sim} H^p_Z(X, F).
$$

The first map uses the isomorphism $F_{-c} \cong R\operatorname{Hom} (L^c, F)[c]$ of Example 2.4(4), and the second map is the adjunction.

**Example 2.22.** Combining 2.21 with the formula for $Z/\ell^n(n-c)$ in Example 2.4(4), we have natural isomorphisms:

$$
H^p_Z(X, Z/\ell^n(n)) \cong \begin{cases} H^{p-2c}(Z, Z/\ell^n(n-c)), & c \leq n; \\ 0, & c > n. \end{cases}
$$

Combining 2.21 with Corollary 2.7, we have natural isomorphisms:

$$
H^p_Z(X, L/\ell^n(n)) \cong \begin{cases} H^{p-2c}(Z, L/\ell^n(n-c)), & c \leq n; \\ 0, & c > n. \end{cases}
$$

**Example 2.23.** Combining 2.21 with Example 2.4(3), we obtain the standard result that $H^p_Z(X_{\text{et}}, Z/\ell^n(n))$ is isomorphic to $H^{p-2c}(Z_{\text{et}}, Z/\ell^n(n-c))$ for $n \geq c$, and zero if $n < c$.

We now consider the map $\alpha_n : Z/\ell^n(n) \to L/\ell^n(n)$ of (1.27).

**Theorem 2.24.** Suppose that $BL(n-1)$ holds. If $(X, Z)$ is a smooth pair with $\text{codim}_X Z > 0$ then $\alpha_n$ induces isomorphisms on motivic cohomology with supports:

$$
H^*_Z(X, Z/\ell^n(n)) \xrightarrow{\sim} H^*_Z(X, L/\ell^n(n)).
$$

**Proof.** By 2.22 and 2.23, we can identify the map in the theorem with the map $\alpha_n : H^{p-2c}(Z, Z/\ell^n(n-c)) \to H^{p-2c}(Z, L/\ell^n(n-c))$. But $\alpha_n$ is an isomorphism, because $BL(n-1)$ implies $BL(n-c)$ by Theorem 2.9, $Z$ is smooth, and therefore $Z/\ell^n(n-c) \simeq L/\ell^n(n-c)$ by Lemma 1.29.

Now assume that $X$ is smooth over $k$, but $Z$ is not necessarily smooth.

**Corollary 2.25.** If $X$ is smooth and $BL(n-1)$ holds, then $\alpha_n$ induces an isomorphism for every closed subscheme $Z$ with $\text{codim}_X Z > 0$ and every $\nu$:

$$
H^*_Z(X, Z/\ell^n(n)) \xrightarrow{\sim} H^*_Z(X, L/\ell^n(n)).
$$

**Proof.** Because $\ell$ is prime to the characteristic of $k$, a transfer argument 1.2 shows that we may assume that $k$ is a perfect field. We may also assume that $Z = Z_{\text{red}}$. Thus if $Z'$ denotes the singular locus of $Z$ then $Z-Z'$ is smooth and not empty.
We proceed by induction on \( \dim(Z) \). From (2.20) we see that we have a morphism of long exact sequences for coefficients \( A = \mathbb{Z}/\ell^r(n) \) and \( B = L/\ell^r(n) \):

\[
\begin{array}{cccccc}
& \to & H^2_Z(X,A) & \to & H^2_Z(X,A) & \to & H^2_{Z-Z'}(X-Z',A) & \to & H^2_{Z'}^{+1}(X,A) \\
\cong & \downarrow & \cong & \downarrow & \cong & \downarrow & \cong & \downarrow & \cong \\
& \to & H^2_Z(X,B) & \to & H^2_Z(X,B) & \to & H^2_{Z-Z'}(X-Z',B) & \to & H^2_{Z'}^{+1}(X,B).
\end{array}
\]

The second and fifth verticals are isomorphisms by induction. The first and fourth verticals are isomorphisms by Theorem 2.24, because \((X-Z',Z-Z')\) is a smooth pair. The 5-lemma implies that the third vertical map is an isomorphism.

We can extend Theorem 2.24 to singular \( X \) using the following definition.

**Definition 2.26.** If \( Z \) is a closed subscheme of any scheme \( X, Z_{\text{Sm}}[X-Z] \) is a subsheaf of \( Z_{\text{Sm}}[X] \). We set \( Z_\mathbb{Z}[X] = Z_{\text{Sm}}[X/Z_{\text{Sm}}[X-Z]] \) and define \( H^n_Z(X_{\text{Sm}}, \mathcal{F}) \) to be \( \text{Hom}_{\mathbb{Z}[\text{Sm}]/k}(Z_\mathbb{Z}[X], \mathcal{F}[p]) \). If \( X \) is smooth, then \( H^n_Z(X_{\text{Sm}}, \mathcal{F}) \) is the usual group \( H^n_Z(X, \mathcal{F}) \). By construction, and Definition 2.13, there is a long exact sequence

\[
\partial : H^n_Z(X_{\text{Sm}}, \mathcal{F}) \to H^n((X-Z)_{\text{Sm}}, \mathcal{F}) \to H^{n+1}_Z(X_{\text{Sm}}, \mathcal{F}) \to .
\]

If \( X = X_1 \cup X_2 \) is the union of closed subschemes, and \( Z_i = Z \cap X_i \), there is a long exact sequence \( 0 \to Z_{\mathbb{Z}}[X_1 \cap X_2] \to Z_{\mathbb{Z}}[X_1] \oplus Z_{\mathbb{Z}}[X_2] \to Z_{\mathbb{Z}}[X] \to 0 \). Hence cohomology with supports satisfies Mayer–Vietoris for closed covers.

Recall that \( \partial \Delta^m \) denotes \( \text{Spec}(k[t_0, \ldots, t_m]/(\prod t_i - \sum t_i)) \), the union of all maximal faces \( \partial_i(\Delta^{m-1}) \) of the \( m \)-simplex. The (codimension \( p \)) faces are the intersections \( F = \cap \partial_i \Delta \), \( i_0 < \cdots < i_p \); each face is smooth. The vertices of \( \partial \Delta^m \) are its codimension \( m-1 \) faces; they are the points where one \( t_i \) is 1 and all other \( t_j \) are zero. The next result is taken from [Sus03, 7.8] and [SV00a, 8.5].

**Theorem 2.27.** Let \( Z \) be any closed subscheme of \( \partial \Delta^m \) missing the vertices. If BL(n-1) holds, then

\[
H^2_Z(\partial \Delta^m_{Z/\ell^r(n)}) \xrightarrow{\sim} H^2_Z(\partial \Delta^m_{Z/\ell^r(n)}).
\]

**Proof.** (Suslin) By Mayer–Vietoris, the cohomology with supports of the cover \( \{ \partial_i \Delta^m \} \) fits into Čech spectral sequences for \( \mathcal{F} = \mathbb{Z}/\ell^r(n) \) and \( \mathcal{F} = L/\ell^r(n) \),

\[
E^1_1(\mathcal{F}) = \prod_{\text{faces } F \text{ of codim}(F) = p} H^3_{Z \cap F}(F, \mathcal{F}) \Rightarrow H^p_Z(\partial \Delta^m_{Z/\ell^r(n)}, \mathcal{F}),
\]

and \( E_\infty(\alpha_n) \) is a natural morphism between the spectral sequences. Because \( Z \) misses the vertices of each face, and the faces are smooth, Corollary 2.25 shows that it is an isomorphism on the \( E_1 \)-page: \( E^1_1(\mathbb{Z}/\ell^r(n)) \xrightarrow{\sim} E^1_1(L/\ell^r(n)) \).

Hence \( E_\infty(\alpha_n) \) is an isomorphism on the abutments, as asserted. \( \square \)
2.5 Rationally contractible presheaves

A presheaf $\mathcal{F}$ on $\text{Sm}/k$ is called contractible if there is a presheaf morphism $s : \mathcal{F} \to C_1 \mathcal{F} = \mathcal{F}(- \times \mathbb{A}^1)$ so that $i_0^* s = 0$ and $i_1^* s = \text{id}_\mathcal{F}$, where $i_0, i_1 : X \to X \times \mathbb{A}^1$ send $x$ to $(x,0)$ and $(x,1)$, respectively.

The standard example of a contractible presheaf is $\mathbb{Z}_{\text{Sm}}[\mathbb{A}^m]/\mathbb{Z}_{\text{Sm}}[0]$ (see Definition 2.13); $s$ is induced by $s_X : \mathbb{Z}_{\text{Sm}}[\mathbb{A}^m](X) \to \mathbb{Z}_{\text{Sm}}[\mathbb{A}^m](X \times \mathbb{A}^1)$ sending $f : X \to \mathbb{A}^m$ to the morphism $sf : X \times \mathbb{A}^1 \to \mathbb{A}^m$, $(x,t) \mapsto tf(x)$. In fact, if $v$ is any $k$-point of $\mathbb{A}^m$, then $\mathbb{Z}_{\text{Sm}}[\mathbb{A}^m]/\mathbb{Z}_{\text{Sm}}[v]$ is also contractible; one uses the linear translation $\tau_{sf} : (x,t) \mapsto tf(x)+v(1-t)$.

In a similar fashion, $\mathbb{Z}_v(\mathbb{A}^m)/\mathbb{Z}_v(0)$ is contractible; the contraction $s_X$ sends a finite correspondence $Z$ (from $X$ to $\mathbb{A}^m$) to the finite correspondence $\{ (x,t, tv) : (x,v) \in Z \}$ from $X \times \mathbb{A}^1$ to $\mathbb{A}^m$. As before, the presheaf $\mathbb{Z}_{\text{tr}}(\mathbb{A}^m)/\mathbb{Z}_v(v)$ is also contractible for any $k$-point $v$ of $\mathbb{A}^m$; one uses $\tau_{sf}$.

It is enough for our purposes to have contractions which are only defined “rationally,” i.e., that there is a neighborhood $U$ of $X \times \{0,1\}$ in $X \times \mathbb{A}^1$ and maps $s_X : \mathcal{F}(X) \to \mathcal{F}(U)$ such that $i_0^* s = 0$ and $i_1^* s = \text{id}_\mathcal{F}$. In order to make this functional, we define $\hat{C}_1 \mathcal{F}(X)$ to be the direct limit of the $\mathcal{F}(U)$, taken over all neighborhoods $U$ of $X \times \{0,1\}$ in $X \times \mathbb{A}^1$. This definition is natural in $X$, so $\hat{C}_1 \mathcal{F}$ is a presheaf on $\text{Sm}/k$. By construction, evaluation at $\{0,1\}$ yields presheaf maps $i_0^*, i_1^* : \hat{C}_1 \mathcal{F} \to \mathcal{F}$.

**Definition 2.28.** A presheaf $\mathcal{F}$ on $\text{Sm}/k$ is called rationally contractible if there is a presheaf morphism $s : \mathcal{F} \to \hat{C}_1 \mathcal{F}$ so that $i_0^* s = 0$ and $i_1^* s = \text{id}_\mathcal{F}$.

**Example 2.29.** Any contractible presheaf is rationally contractible. In particular, $\mathbb{Z}_{\text{Sm}}[\mathbb{A}^m]/\mathbb{Z}_{\text{Sm}}[0]$ and $\mathbb{Z}_v(\mathbb{A}^m)/\mathbb{Z}_v(0)$ are rationally contractible, and so are $\mathbb{Z}_{\text{Sm}}[\mathbb{A}^m]/\mathbb{Z}_{\text{Sm}}[v]$ and $\mathbb{Z}_v(\mathbb{A}^m)/\mathbb{Z}_v(v)$ for any $k$-point $v$, by the above remarks.

If $V$ is any open subscheme of $\mathbb{A}^m$ containing the point $v$, the presheaves $\mathbb{Z}_{\text{Sm}}[V]/\mathbb{Z}_{\text{Sm}}[v]$ and $\mathbb{Z}_v(V)/\mathbb{Z}_v(v)$ are also rationally contractible. Indeed, the composition $i f$ of a map (or correspondence) $X \xrightarrow{f} V$ with $V \xrightarrow{i} \mathbb{A}^m$ is a map (or correspondence), and $s_X(i f) : X \times \mathbb{A}^1 \to \mathbb{A}^m$ sends some neighborhood $U$ of $X \times \{0,1\}$ into $V$: $f \mapsto s_X(i f)|_U$ defines the required morphism $\mathcal{F} \to \hat{C}_1 \mathcal{F}$ for these $\mathcal{F}$. (This example is based on [SV00a, 9.6].)

These remarks apply to $V = \mathbb{A}^1 - \{0\}$, $V^m$ and $v_m = (1, \ldots, 1)$ to show that $\mathbb{Z}_v(\mathbb{G}_m) = \mathbb{Z}_v(V)/\mathbb{Z}_v(1)$ and $\mathbb{Z}_v(V^m)/\mathbb{Z}_v(v_m)$ are rationally contractible. Since summands of rationally contractible presheaves are also rationally contractible, they also apply to the smash product $\mathbb{Z}_v(\mathbb{G}^m)$, defined in [MVW, 2.12–13] as a direct summand of $\mathbb{Z}_v(V^m)/\mathbb{Z}_v(v_m)$ complementary to the $m$ coordinate inclusions of $\mathbb{Z}_v(V^{m-1})/\mathbb{Z}_v(v_{m-1})$. It follows that each $\mathbb{Z}_v(\mathbb{G}^m)$ is rationally contractible.

We will need to evaluate rationally contractible sheaves on the following semi-local version of $\Delta^\bullet$. For each $m$, let $\Delta^m_{si}$ denote the semi-local scheme of $\Delta^m$ at its vertices. The coface and codegeneracies of $\Delta^\bullet$ restrict to maps between the semi-local schemes, and make $\Delta^m_{si}$ into a cosimplicial semi-local scheme.
Proposition 2.30. ([Sus03, 2.5]) If \( \mathcal{F} \) is rationally contractible, the chain complex of abelian groups associated to \( \mathcal{F}(\Delta_2^m) \) is acyclic.

Proof. Let \( S \) denote the semilocal scheme of \( \Delta^m \times \Delta^1 \) at the vertices \( v \times 0 \), \( v \times 1 \), where \( v \) runs over the vertices of \( \Delta^m \). Then \( \mathcal{F}(S) = \text{colim} \mathcal{F}(U) \) is \( \check{C}_1 \mathcal{F}(\Delta_2^m) \) by construction so we have a map \( s : \mathcal{F}(\Delta_2^m) \rightarrow \mathcal{F}(S) \). Mimicking the usual simplicial decomposition of \( \Delta^m \times \Delta^1 \), we have \( m+1 \) morphisms \( \psi_i : \Delta^{m+1} \rightarrow \Delta^m \times \Delta^1 \); \( \psi_i \) takes the initial \( i+1 \) vertices \( v \) to \( v \times 0 \) \((0 \leq v \leq i+1)\) and the remaining vertices \( v \) to \( (v-1) \times 1 \). Localizing, these maps induce morphisms \( \Delta_2^{m+1} \rightarrow S \) and homomorphisms \( \psi_i^* : \mathcal{F}(S) \rightarrow \mathcal{F}(\Delta_2^{m+1}) \). Then the chain contraction \( \sigma \) of \( \mathcal{F}(\Delta_2^m) \) is given by the standard formula \( \sigma(u) = \sum (-1)^i \psi_i^*(s(u)) \).

Corollary 2.31. 4 If \( \mathcal{F} \) is rationally contractible, the augmented Čech complex \( \check{C}(\Delta_2^m) \rightarrow \check{C}(\partial \Delta_2^m) \mathcal{F} \) is acyclic, except at \( \mathcal{F}(\Delta_2^m) \).

Of course, the homology at \( \mathcal{F}(\Delta_2^m) \) is the kernel of \( \mathcal{F}(\Delta_2^m) \rightarrow \prod \mathcal{F}(\partial \Delta_2^m) \).

Proof. Reindex the augmented complex so that \( \mathcal{F}(\Delta_2^m) \) is in homological degree \( m \), and \( \prod \mathcal{F}(v) \) is in degree 0. It was proven in [FS02, 1.2] that this augmented complex is canonically quasi-isomorphic to the brutal truncation at homological level \( m \) of the chain complex associated to the simplicial abelian group \( \mathcal{F}(\Delta_2^m) \).

As \( \mathcal{F}(\Delta_2^m) \) is acyclic by Proposition 2.30, its brutal truncation is acyclic except at the truncation degree \( m \).

Recall that \( C_m \mathcal{F} \) denotes the presheaf \( \mathcal{F}(\cdot \times \Delta^m) \).

Lemma 2.32. 4 If \( \mathcal{F} \) is rationally contractible, so is \( C_m \mathcal{F} \).

Proof. We may assume by induction that \( C_{m-1} \mathcal{F} \) is rationally contractible with section \( s^{m-1} \). Using the face \( \partial_0 : \Delta^{m-1} \rightarrow \Delta^m \) and degeneracy \( s_0 \), every element of \( C_m \mathcal{F}(X) \) may be written uniquely as a sum \( s_0^1(f) + z \) for an element \( f \) of \( C_{m-1} \mathcal{F}(X) \) and an element \( z \) such that \( \partial_0^1(z) = 0 \). There is a similar decomposition of \( \check{C}_1 \mathcal{F}(C_m \mathcal{F}) \), so we may view \( h = s^{m-1}(f) \) as an element of \( \check{C}_1 \mathcal{F}(C_m \mathcal{F})(X) \) with \( i_0^1(h) = 0 \) and \( i_1^1(h) = f \). Let \( \mu : \mathbb{A}^m \times \mathbb{A}^1 \rightarrow \mathbb{A}^m \) denote the multiplication \((v,t) \mapsto tv \). Identifying \( \Delta^m \) with \( \mathbb{A}^m = \text{Spec}(k[t_0, ..., t_{m-1}]) \), the map

\[
\mu^* : \mathcal{F}(X \times \Delta^m) \rightarrow \mathcal{F}(X \times \Delta^m \times \mathbb{A}^1) = C_1(C_m \mathcal{F})(X) \rightarrow \check{C}_1(C_m \mathcal{F})(X)
\]

sends \( z \) to an element such that \( \partial_0^1(\mu^*z) = 0 \), \( i_0^1(\mu^*z) = 0 \) and \( i_1^1(\mu^*z) = z \). We define \( s^m : C_m \mathcal{F} \rightarrow \check{C}_1(C_m \mathcal{F}) \) by \((s_0^1f + z) \mapsto s^{m-1}(f) + \mu^*(z) \).

Theorem 2.33. 4 If \( \mathcal{F} \) is a rationally contractible presheaf, the Čech complex \( \check{C}(\Delta_2^m) \mathcal{F} \) is acyclic in positive degrees.
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Proof. The Čech complex is the total complex of a bounded fourth-quadrant double complex whose \(-q^{th}\) row is \(\check{C}(\{\partial_i\Delta^m_i\}; C_q\mathcal{F})\), with \(\prod C_q\mathcal{F}(\partial_i\Delta^m_i)\) in the \((0, -q)\) spot. Since each \(C_q\mathcal{F}\) is rationally contractible by 2.32, the rows are acyclic in degrees \(p > 0\) by 2.31. The result follows from the spectral sequence of a double complex, since \(E^2_{p,q}\) is zero unless \(p = 0\) and \(q \leq 0\). \(\square\)

Proposition 2.34. If \(\mathcal{F}\) is a rationally contractible sheaf with transfers, then

\[
H^p((\partial\Delta^m_i)_{\text{Sm}}, C_*\mathcal{F}) = 0 \quad \text{for } p > 0.
\]

Proof. \(C_*\mathcal{F}\) is a complex of sheaves with homotopy invariant cohomology, so by Proposition 2.19 the map \(H^q((\partial\Delta^m_i)_{\text{Sm}}, C_*\mathcal{F}) \to H^q \check{C}(\{\partial_i\Delta^m_i\}; C_*\mathcal{F})\) is an isomorphism. As the right side vanishes for \(q > 0\) by 2.33, our statement follows. \(\square\)

Corollary 2.35. \(H^p((\partial\Delta^m_i)_{\text{Sm}}, \mathbb{Z}(n)) = H^p((\partial\Delta^m_i)_{\text{Sm}}, \mathbb{Z}/\ell^n(n)) = 0 \text{ for } p > n.\)

Proof. \(\mathbb{Z}_q(\mathbb{G}^m_n)\) is rationally contractible by 2.29, and \(C_*\mathbb{Z}_q(\mathbb{G}^m_n) = \mathbb{Z}(n)[n]\). By 2.34, \(H^p((\partial\Delta^m_i)_{\text{Sm}}, \mathbb{Z}(n)) = H^{p-n}((\partial\Delta^m_i)_{\text{Sm}}, C_*\mathbb{Z}_q(\mathbb{G}^m_n))\) vanishes for \(p > n\). This implies that the second group vanishes by the coefficient sequence. \(\square\)

2.6 Bloch–Kato implies Beilinson–Lichtenbaum

Recall from 1.26 that \(L/\ell(n)\) denotes \(\tau^{\leq n}_\ell R\pi_!\mathbb{Z}/\ell(n)_{\text{et}}\) and that there is a natural morphism \(\alpha_n : \mathbb{Z}/\ell(n) \to L/\ell(n)\). The condition BL(n) is that \(\alpha_n\) is a quasi-isomorphism of sheaves on \(\text{Sm}/k\) for any field \(k\) containing \(1/\ell\), i.e., that \(\alpha_n\) induces isomorphisms \(H^p(S, \mathbb{Z}/\ell(n)) \xrightarrow{\cong} H^p(S, L/\ell(n)) = H^p_{\text{et}}(S, \mu^{\otimes n}_\ell)\) for every smooth local scheme \(S\) over \(k\) and every \(p \leq n\).

One of the fundamental properties of a homotopy invariant presheaf with transfers \(F\) is that \(F(V) \to F(S)\) is an injection for any dense open \(V\) of a smooth semilocal scheme \(S\); see [MVW, 11.1]. This property plays a key role in our next result, which is based on Lemma 7.9 of [Sus03].

Lemma 2.36. Assume that \(H^n(k, \mathbb{Z}/\ell(n)) \to H^n_{\text{et}}(k, L/\ell(n))\) is onto for all fields \(k\) with \(1/\ell \in k\). Then \(\alpha_n^* : H^n(\text{Sm}^\text{sm}, \mathbb{Z}/\ell(n)) \to H^n(\text{Sm}^\text{sm}, L/\ell(n))\) is a surjection for every semilocal scheme \(S\) which is a finite union of smooth semilocal schemes, all of whose finite intersections are smooth.

Proof. Fix \(k\) and let \(C\) denote the presheaf cokernel of \(\alpha_n^*\). By assumption, \(C(\text{Spec } E) = 0\) for every field \(E\) over \(k\). Since \(H^n(-, \mathbb{Z}/\ell(n))\) and \(H^n(-, L/\ell(n))\) are homotopy invariant presheaves with transfers on \(\text{Sm}/k\), so is the cokernel \(C\) of \(\alpha_n^*\). Hence \(C(S) = 0\) for every smooth and semilocal \(S\) by [MVW, 11.1].

If \(S\) is not smooth, we use a trick due to Hoobler. The hypothesis on \(S\) implies that we can write \(S\) as \(\text{Spec}(R/I)\) for a smooth semilocal algebra \(R\); let \(R^h_I\) denote the henselization of \(R\) along \(I\). By Gabber’s rigidity theorem,
onto second row denoting with \(H\) definition of cohomology with supports (2.26), we have a commutative diagram,

\[
\begin{array}{c}
\lim H^n(R', \mathbb{Z}/(\ell(n))) \xrightarrow{\cong} H^n(R^h, \mathbb{Z}/(\ell(n))) \xrightarrow{\partial} H^n(S_{\text{Sm}}, \mathbb{Z}/(\ell(n))) \\
\downarrow \text{onto} \\
\lim H^n(R', \mu_\ell^\otimes(n)) \xrightarrow{\cong} H^n(R^h, \mu_\ell^\otimes(n)) \xrightarrow{\partial} H^n(S, \mu_\ell^\otimes(n)),
\end{array}
\]

using the observation that \(H^n(S_{\text{Sm}}, L/\ell(n)) \cong H^n(S, \mu_\ell^\otimes(n))\) by Corollary 2.18.

\[\square\]

**Remark 2.36.1.** The proof of Lemma 2.36 goes through if the coefficients \(\mathbb{Z}/(\ell(n))\) are replaced by \(\mathbb{Z}/(\ell^r(n))\) or even \(\mathbb{Q}/(\mathbb{Z}/(\ell(n))\).

**Theorem 2.37.** Assume that \(H^n(k, \mathbb{Z}/(\ell(n))) \rightarrow H^a_n(k, \mu_\ell^\otimes(n))\) is onto for all fields \(k\) with \(1/\ell \in k\). Then for every field \(k\) with \(1/\ell \in k\):

(a) BL(n) holds, i.e., \(\alpha_n : \mathbb{Z}/(\ell(n)) \rightarrow L/\ell(n)\) is a quasi-isomorphism of complexes of sheaves on \(\text{Sm}_{/\text{zar}}\).

(b) For all \(p \leq n\), we have an isomorphism:

\[H^p(\alpha_n) : H^p(k, \mathbb{Z}/(\ell(n))) \rightarrow H^p(k, L/\ell(n)) \cong H^p_{\text{et}}(k, \mu_\ell^\otimes(n)).\]

**Proof.** Since the hypothesis holds for \(n - 1\) by Corollary 2.12, we may use induction on \(n\) to prove that (a) and (b) hold. Recall that \(\partial\Delta^m\) is obtained from \(\partial\Delta^m\) by removing \(Z\), the union of all closed subschemes \(Z\) missing the vertices of \(\partial\Delta^m\). Write \(H^m_2(\partial\Delta^m)\) for the direct limit of the \(H^m_{Z_m}(\partial\Delta^m_{\text{Sm}})\). By the definition of cohomology with supports (2.26), we have a commutative diagram, with \(H^{p,n}(X)\) in the first row denoting \(H^p(X_{\text{Sm}}, \mathbb{Z}/(\ell(n)))\) and \(H^{p,n}_{\text{et}}(X)\) in the second row denoting \(H^p(X_{\text{Sm}}, L/\ell(n))\).

\[
\begin{array}{ccccccc}
H^{n,n}_Z(\partial\Delta^m) & \rightarrow & H^{n,n}(\partial\Delta^m) & \rightarrow & H^{n,n}(\partial\Delta^m_{\text{et}}) & \rightarrow & H^{n+1,n}(\partial\Delta^m) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
H^{n,n}_{Z,L}(\partial\Delta^m) & \rightarrow & H^{n,n}(\partial\Delta^m) & \rightarrow & H^{n,n}(\partial\Delta^m_{\text{et}}) & \rightarrow & H^{n+1,n}(\partial\Delta^m).
\end{array}
\]

The first and fourth vertical maps are isomorphisms by Theorem 2.27, because BL(n-1) holds by induction. The third vertical is a surjection by Lemma 2.36 applied to \(S = \partial\Delta^m\). It follows that the second vertical is a surjection. Taking \(m = n + 1 - p\), it follows from (2.15) that \(H^p(k, \mathbb{Z}/(\ell(n))) \rightarrow H^p(k, L/\ell(n))\) is also a surjection.

By 2.35, we have \(H^{n+1}((\partial\Delta^m)_{\text{Sm}}; \mathbb{Z}/(\ell(n))) = 0\), so the final top horizontal map is onto. A diagram chase shows that the final vertical is an injection. Taking \(m = n + 2 - p\), it follows from (2.15) that \(H^p(k, \mathbb{Z}/(\ell(n))) \rightarrow H^p(k, L/\ell(n))\) is also an injection. This establishes (b).

For (a), we note that: (i) the cohomology presheaves \(H^p_{\text{zar}}(-, \mathbb{Z}/(\ell(n)))\), \(H^p(-, R\pi_*\mathbb{Z}/(\ell(n)))\) and hence \(H_{\text{zar}}(-, L/\ell(n))\) are homotopy invariant by
and [MVW, 9.24, 9.33], respectively; and (ii) $\alpha_n$ induces isomorphisms on cohomology $H^p(E, \mathbb{Z}/\ell(n)) \cong H^p(E, L/\ell(n))$ for every field $E$ over $k$, by (b). Proposition 13.7 of [MVW] says that, because (i) and (ii) hold, $\alpha_n$ is a quasi-isomorphism.

2.7 Condition H90(n) implies BL(n)

In this section, we prove that H90(n) implies BL(n), and hence the conclusion of Theorems A and B, as promised in Theorem 1.8 and Lemma 1.30. Recall from Definition 1.5 that “H90(n) holds” means that $H^{n+1}_{\text{ét}}(k, \mathbb{Z}/\ell(n)) = 0$ for all fields $k$ with $1/\ell \in k$.

By Lemma 1.6 there is an exact sequence

$$K^M_n(k) \otimes \mathbb{Q}/\mathbb{Z}(\ell) \overset{\alpha_n}{\rightarrow} H^*_n(k, \mathbb{Q}/\mathbb{Z}(\ell)(n)) \rightarrow H^{n+1}_{\text{ét}}(k, \mathbb{Z}/\ell(n)) \rightarrow 0.$$  

Thus $H^{n+1}_{\text{ét}}(k, \mathbb{Z}/\ell(n)) = 0$ holds if and only if the map $H^n(k, \mathbb{Q}/\mathbb{Z}(\ell)(n)) \rightarrow H^n_{\text{ét}}(k, \mathbb{Z}/\ell(n))$ is onto.

**Theorem 2.38.** Assume that H90(n) holds. Then BL(n) holds. In particular, for every field $k$ with $1/\ell \in k$, and all $p \leq n$, the map $H^p(\alpha_n)$ is an isomorphism.

$$H^p(\alpha_n) : H^p(k, \mathbb{Z}/\ell(n)) \rightarrow H^p(k, L/\ell(n)) \cong H^p_{\text{ét}}(k, \mu_{\ell^n})$$

**Proof.** The assertion that $H^p(\alpha_n)$ is an isomorphism for all fields implies BL(n), that $\alpha_n$ is a quasi-isomorphism of sheaves, by [MVW, 13.7], because $\mathbb{Z}/\ell(n)$ and $L/\ell(n)$ have homotopy invariant cohomology presheaves.

Write $L/\ell^\infty(n)$ for the truncation $\tau_{\leq n} R\pi_* \mathbb{Q}/\mathbb{Z}(\ell)(n)_{\text{ét}}$. Then for every semilocal scheme $S$ which is a finite union of smooth semilocal schemes, the map $H^n(S, \mathbb{Q}/\mathbb{Z}(\ell)(n)) \overset{\alpha_n}{\rightarrow} H^n(S, L/\ell^\infty(n))$ is a surjection by 2.36.1. Therefore the proof of Theorem 2.37(b) goes through with coefficients $\mathbb{Q}/\mathbb{Z}(\ell)(n)$ to prove that

$$H^p(\alpha_n) : H^p(k, \mathbb{Q}/\mathbb{Z}(\ell)(n)) \rightarrow H^p(k, L/\ell^\infty(n))$$

(2.38.1)

is an isomorphism for every field $k$ with $1/\ell \in k$, and all $p \leq n$. The theorem now follows from the 5-lemma applied to the long exact cohomology sequence for the coefficients $0 \rightarrow \mathbb{Z}/\ell(n) \rightarrow \mathbb{Q}/\mathbb{Z}(\ell)(n) \overset{\ell}{\rightarrow} \mathbb{Q}/\mathbb{Z}(\ell)(n) \rightarrow 0$. 

We conclude this section with a proof of Theorem 1.8, that H90(n) implies the Beilinson–Lichtenbaum conjecture for $n$. We will also need the following definition in Section 4.4.

**Definition 2.39.** Let $T(n)$ denote the truncation $\tau_{\leq n+1} R\pi_* (\mathbb{Z}(\ell)(n)_{\text{ét}})$ of the Nisnevich cochain complex representing étale motivic cohomology. We define $K(n)$ to be the cone of the canonical map $\mathbb{Z}(\ell)(n) \rightarrow T(n)$, so that

$$\mathbb{Z}(\ell)(n) \rightarrow T(n) \rightarrow K(n) \rightarrow$$
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is a triangle. From the remarks before 2.10, $K(n)$ and $T(n)$ are motivic complexes.

We have $H_{n+1}^n(Y_\ast, T(n)) \cong H_{n+1}^n(Y_\ast, Z_{(t)}(n))$ for every smooth simplicial $Y_\ast$, because $H^p(Y_\ast, \tau_{>n+1} C) = 0$ for $p \leq n + 1$ and any complex $C$.

**Lemma 2.40.** If $H_{90}(n)$ holds, the Zariski sheaf associated to $H_{n+1}^n(-, Z_{(t)}(n))$ is zero.

**Proof.** $H_{n+1}^n(-, Z_{(t)}(n))$ is a presheaf with transfers by [MVW, 6.21]. It is homotopy invariant by the 5-lemma, because the presheaves $H_{n+1}^n(-, \mathbb{Q}/Z_{(t)}(n))$ and $H_{n+1}^n(-, \mathbb{Q}(n))$ are homotopy invariant for all $p$; see [MVW, 9.24, 9.33, 14.26]. By [MVW, 11.2], it suffices to show that $H_{n+1}^n(E, Z_{(t)}(n)) = 0$ for every field $E$; this is exactly the assumption that $H_{90}(n)$ holds. \hfill \Box

**Theorem 2.41.** Assume that $H_{90}(n)$ holds. Then $Z_{(t)}(n) \to T(n)$ is a quasi-isomorphism.

**Proof.** It suffices to show that the cohomology sheaves are isomorphic, i.e., that $H^p(X, Z_{(t)}(n)) \to H^p(X, T(n))$ is an isomorphism for every $p$ and every smooth hensel local $X$; this is trivial for $p > n + 1$. For $p = n + 1$, it holds because both terms are zero by Lemma 2.40. For $p \leq n$, we need to show that $H^p(X, Z_{(t)}(n)) \to H^p(X, T(n)) \cong H_{n+1}^n(X, Z_{(t)}(n))$ is an isomorphism. The cohomology sequence

\[
\begin{array}{cccc}
H^p(X, Z_{(t)}(n)) & \to & H^p(X, \mathbb{Q}(n)) & \to & H^p(X, \mathbb{Q}/Z_{(t)}(n)) & \to & H^{p+1}(X, Z_{(t)}(n)) \\
\downarrow & & \downarrow & & \downarrow BL(n) & & \downarrow \\
H^p_{et}(X, Z_{(t)}(n)) & \to & H^p_{et}(X, \mathbb{Q}(n)) & \to & H^p_{et}(X, \mathbb{Q}/Z_{(t)}(n)) & \to & H^{p+1}_{et}(X, Z_{(t)}(n))
\end{array}
\]

shows that it suffices to show that $H^p(X, \mathbb{Q}/Z_{(t)}(n)) \to H^p_{et}(X, \mathbb{Q}/Z_{(t)}(n))$ is an isomorphism for all $p \leq n$. This is just equation (2.38.1). \hfill \Box

**Corollary 2.42.** Assume that $H_{90}(n)$ holds. Then for any simplicial scheme $X$ we have $H^p(X, \mathbb{Z}/\ell^n(q)) \to H^p_{et}(X, \mathbb{Z}/\ell^n(q))$ is an isomorphism for $p \leq q \leq n$.

That is, property $H_{90}(n)$ implies Theorem B in the Introduction. Corollary 2.42 is the converse of Theorem 1.7.

**Proof.** Recall from 1.26 and 2.39 that $L(n)$ and $T(n)$ denote the Nisnevich complexes $\tau^{\leq n} R\pi_* Z_{(t)}(n)_{et}$ and $\tau^{\leq n+1} R\pi_* Z_{(t)}(n)_{et}$, respectively. Tensoring the quasi-isomorphism $Z_{(t)}(n) \xrightarrow{\sim} T(n)$ with $\mathbb{Z}/\ell^n$ yields a quasi-isomorphism

\[
\mathbb{Z}/\ell^n(n) \xrightarrow{\sim} \tau^{\leq n}(T(n) \otimes \mathbb{Z}/\ell^n) \xrightarrow{\sim} L(n) \otimes \mathbb{Z}/\ell^n = L/\ell^n(n).
\]

$^5$Theorem 2.41 and Cor. 2.42 are Theorem 6.6 and Cor. 6.9 of [Voe03a], using Cor. 1.31.
2.8 Historical notes

In the early 1980’s, S. Lichtenbaum [Lic84, §3] and A. Beilinson [Be˘ı87, 5.10.D] formulated a set of conjectures describing the then-hypothetical complexes of sheaves $\mathbb{Z}(n)$ and properties they should enjoy. Among these properties are the assertions 1.5 and 1.28 that $\text{BL}(n)$ and $H^{90}(n)$ hold.

The idea that the Beilinson–Lichtenbaum conjectures are closely related to the Bloch–Kato conjecture was worked out by Suslin and Voevodsky in July 1994, during a conference in Villa Madruzzo in Trento, Italy. The equivalence of $\text{BL}(n)$ with the Bloch–Kato conjecture first appeared in preprint form in 1995; the published version [SV00a] is a greatly expanded version. This result, together with the fact that $H^{90}(n)$ implies the Bloch–Kato conjecture, was used in Voevodsky’s 1996 preprint [Voe96] to prove Milnor’s conjecture; a reworked version of this proof appeared in print as [Voe03a].

The original Suslin–Voevodsky proof that $\text{BL}(n)$ was equivalent to the Bloch–Kato conjecture required resolution of singularities. Subsequent modifications due to Geisser–Levine [GL01, 1.1] and Suslin [Sus03] have allowed us to remove this assumption. A key role is played by the notion of a rationally contractible presheaf; although this briefly appeared in [SV00a, 9.5], our presentation follows Suslin’s treatment in [Sus03]. Our Section 2.6 is based on Section 7 of [SV00a]. What appears in this chapter is an even further streamlined version, using the construction of $\mathcal{F}_{-1}$ (2.1) and the Cancellation Theorem (in the proof of Lemma 2.21).
Chapter 3

Hilbert 90 for $K^n_M$

In this chapter, we formulate a norm-trace relation for the Milnor $K$-theory and étale cohomology of a cyclic Galois extension, which we call *Hilbert 90 for $K^n_M$*. In Theorem 3.2, we prove that it follows from the condition BL(n).

In section 3.2, condition BL(n) is used to establish a related exact sequence in Galois cohomology (Theorem 3.6). Section 3.3 proves Theorem 3.11 (stated as Theorem 1.10 in Chapter 1), establishing that condition BL(n-1) implies the particular case of condition H90(n) for $\ell$-special fields $k$ such that $K^n_M(k)$ is $\ell$-divisible. This case constitutes the first part of the inductive step in the proof of Theorem A; the remainder of this monograph explains how to reduce the general case to this particular one.

Section 3.4 uses Theorem 3.2 (for $K^{M-1}_{n-1}$) to construct nonzero cohomology elements $\delta \in H^{n,n-1}(X,\mathbb{Z}/\ell)$ and $\mu \in H^{2b+1,b}(X,\mathbb{Z}/\ell)$, where $b = d/(\ell - 1)$ and $X$ is the simplicial scheme associated to a Rost variety $X$ of dimension $d = \ell^{n-1} - 1$ associated to an $n$-symbol. This will be used in section 5.4 to show that Rost motives exist.

### 3.1 Hilbert 90 for $K^n_M$

Let $E/k$ be a cyclic Galois extension of degree $\ell$ and Galois group $G = \langle \sigma \rangle$. The classical Hilbert Theorem 90 says that $H^1(G,E^\times) = 0$, i.e., that the sequence $E^\times \xrightarrow{1-\sigma} E^\times \xrightarrow{N_{E/k}} k^\times$ is exact; see [Wei94, 6.4.8]. Here is the generalization from $K^n_1(k)$ to $K^n_M(k)$.

**Definition 3.1.** We say that a field $k$ satisfies *Hilbert 90 for $K^n_M$* if for every Galois extension $E/k$ of degree $\ell$ and Galois group $G = \langle \sigma \rangle$, the sequence $K^n_1(E) \xrightarrow{1-\sigma} K^n_1(E) \xrightarrow{N_{E/k}} k^\times$ is exact.

This sequence is always exact modulo $\ell$-torsion, and the cokernel of $N_{E/k}$ is $\ell$-torsion. This is because (a) the usual transfer argument 1.2 implies that the map $K^n_1(k) \rightarrow K^n_1(E)^G$ is an isomorphism modulo $\ell$-torsion, split by $N_{E/k}$, and (b) $A^G \rightarrow A_G$ is also an isomorphism modulo $\ell$-torsion for any $G$-module $A$. 
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Recall from 1.28 that BL(n) holds if \( \mathbb{Z}/\ell(n) \xrightarrow{\alpha} L/\ell(n) \) is a quasi-isomorphism for any field \( k \) containing \( 1/\ell \).

**Theorem 3.2.** If BL(n) holds, then any field \( k \) of characteristic \( \neq \ell \) satisfies Hilbert 90 for \( K_n^M \). That is, for every Galois extension \( E/k \) of degree \( \ell \), with cyclic Galois group \( G = \langle \sigma \rangle \), the following sequence is exact:

\[
K_n^M(E) \xrightarrow{1 - \sigma} K_n^M(E) \xrightarrow{N_{E/k}} K_n^M(k).
\]

**Proof.** (Merkurjev) Since the sequence is exact up to \( \ell \)-torsion, we may localize at \( \ell \). Since BL(n) implies that \( K_n^M(k)_{(\ell)} \cong H_{\text{et}}^n(k, \mathbb{Z}(\ell)) \) by Lemma 1.29(d), we are reduced to establishing exactness of the corresponding cohomology sequence.

Writing \( \mathbb{Z}(\ell)[G](n) \) for the induced representation \( \mathbb{Z}[G] \otimes \mathbb{Z}(\ell)(n) \), Shapiro’s Lemma [Wei94, 6.3.2, 6.3.4] implies that \( H_{\text{et}}^n(E, \mathbb{Z}(\ell)(n)) \cong H_{\text{et}}^n(k, \mathbb{Z}(\ell)[G](n)) \), and that the composition with the augmentation map \( H_{\text{et}}^n(k, \mathbb{Z}(\ell)[G](n)) \to H_{\text{et}}^n(k, \mathbb{Z}(\ell)(n)) \) is the transfer map. Let \( \mathcal{I} \) denote the augmentation ideal of the group ring \( \mathbb{Z}[G] \); it is generated by \( 1 - \sigma \) and fits into an exact sequence \( 0 \to \mathbb{Z} \xrightarrow{N} \mathbb{Z}[G] \xrightarrow{1 - \sigma} \mathcal{I} \to 0 \). Tensoring with \( \mathbb{Z}(\ell)(n) \) and taking cohomology, we have an exact sequence

\[
H_{\text{et}}^n(k, \mathbb{Z}(\ell)[G](n)) \xrightarrow{1 - \sigma} H_{\text{et}}^n(k, \mathcal{I}(\ell)(n)) \to H_{\text{et}}^{n+1}(k, \mathbb{Z}(\ell)(n)).
\]

Since BL(n) holds, so does H90(n), by Lemma 1.30. That is, the term on the right vanishes, and therefore the left map is onto.

Tensoring \( 0 \to \mathcal{I} \to \mathbb{Z}[G] \to \mathbb{Z} \to 0 \) with \( \mathbb{Z}(\ell)(n) \) and taking cohomology, we have the exact sequence forming the bottom row of the commutative diagram:

\[
\begin{array}{ccc}
K_n^M(E)_{(\ell)} & \xrightarrow{1 - \sigma} & K_n^M(E)_{(\ell)} \\
\cong & & \cong \\
H_{\text{et}}^n(k, \mathbb{Z}(\ell)[G](n)) & \xrightarrow{1 - \sigma} & H_{\text{et}}^n(k, \mathcal{I}(\ell)(n)) \\
onto & \cong & \xrightarrow{\text{tr}} \\
onto & & \cong \\
onto & & \cong \\
H_{\text{et}}^n(k, \mathbb{Z}(\ell)(n)) & \xrightarrow{\text{tr}} & H_{\text{et}}^n(k, \mathbb{Z}(\ell)(n)).
\end{array}
\]

The theorem now follows from a diagram chase.

Recall (1.9) that a field \( k \) is called \( \ell \)-special if \( 1/\ell \in k \) and \( k \) has no finite field extensions of degree prime to \( \ell \). The next result will be used in Theorem 3.11.

**Proposition 3.3.** ([Voe03a, 5.6]) Suppose that \( k \) is \( \ell \)-special and that every finite extension of \( k \) satisfies Hilbert 90 for \( K_{n-1}^M \). Then for every degree \( \ell \) field extension \( E/k \) such that \( N_{E/k} : K_{n-1}^M(E) \to K_{n-1}^M(k) \) is onto, the Hilbert 90 sequence for \( K_n^M \) is also exact:

\[
K_n^M(E) \xrightarrow{1 - \sigma} K_n^M(E) \xrightarrow{N_{E/k}} K_n^M(k) \to 0.
\]
Proof. Given \( a = \{a_2, \ldots, a_n\} \in K^M_n(k) \), choose \( b \in K^M_{n-1}(E) \) with \( N_{E/k}(b) = a \). Since \( N_{E/k}(\{a_1, b\}) = \{a_1, N(b)\} = \{a_1, \ldots, a_n\} \), it follows that the norm \( N_{E/k} : K^M(E) \to K^M_n(k) \) is onto.

Define \( \phi(a_1, a) \) to be the chosen element \( \{a_1, b\} \) of \( K^M_n(E) \). By Hilbert 90 for \( K^M_{n-1} \), a different choice of \( b \) differs by an element \( (1 - \sigma)c \), and alters \( \phi(a_1, a) \) by \( (1 - \sigma)\{a_1, c\} \). Thus \( \phi \) and \( N_{E/k} \) determine well-defined maps

\[
(k^\times) \otimes K^M_{n-1}(k) \xrightarrow{\phi} K^M_n(E)/(1 - \sigma) \xrightarrow{N_{E/k}} K^M_n(k)
\]

with \( \bar{N}_{E/k} \phi(a_1 \otimes a) = \{a_1, a\} \). By Lemma 3.4, \( K^M_n(E) \) is generated by symbols \( \{a_1, b\} \) with \( a_1 \in k^\times \) and \( b \in K^M_{n-1}(E) \). Since \( \{a_1, b\} = \phi(a_1 \otimes N(b)) \), \( \phi \) is onto.

We claim that \( \phi \) factors through \( K^M_n(k) \), which is the quotient of \( k^\times \otimes K^M_{n-1}(k) \) by the subgroup \( J \) generated by symbols \( \eta = a_1 \otimes 2 \) with \( a_1 = 1 - a_2 \) and \( a = \{a_2, \ldots, a_n\} \). Since \( \bar{N}_{E/k} \phi \) is the identity on \( K^M_n(k) \), and \( \bar{\phi} \) is a surjection, it will follow that \( \bar{N}_{E/k} \) is an injection, as desired.

Fix \( \eta \) in \( J \) and set \( \alpha = \sqrt{\alpha_1} \). If \( \alpha \in E \) then \( N_{E/k}(1 - \alpha) = a_2 \) and \( \phi(\eta) = \{\alpha^2, 1 - \alpha, a_3, \ldots\} = 0 \). Otherwise, we pick \( b \in K^M_{n-1}(E) \) with \( N_{E/k}(b) = a \) and note that the image \( \bar{b}_{E(\alpha)} \) of \( b \) in \( K^M_{n-1}(E(\alpha)) \) satisfies

\[
N_{E(\alpha)/E}(\{\alpha, b\}) = N_{E/k}(\bar{b})|_{k(\alpha)} = a|_{k(\alpha)} = N_{E(\alpha)/k(\alpha)}(\{1 - \alpha, a_3, \ldots\}).
\]

Because the extension \( E(\alpha)/k(\alpha) \) satisfies Hilbert 90 for \( K^M_{n-1} \), we have \( b|_{E(\alpha)} = \{1 - \alpha, a_3, \ldots\} + (1 - \sigma)c \) in \( K^M_{n-1}(E(\alpha)) \) for some \( c \). Thus \( \phi(\eta) = \{a_1, b\} \) equals

\[
N_{E(\alpha)/E}(\{\alpha, b\}) = N_{E(\alpha)/E}(\{\alpha, a_3, \ldots\}) + (1 - \sigma)N_{E(\alpha)/E}(\alpha, c),
\]

which is zero in \( K^M_n(E)/(1 - \sigma) \), as claimed. \( \square \)

Lemma 3.4. If \( k \) is \( \ell \)-special and \( [E : k] = \ell \), then \( K^M_n(E) \) is generated by symbols of the form \( \{x, a_2, \ldots, a_n\} \) with \( x \in E^\times \) and the \( a_i \in k^\times \).

Proof. (Tate) By induction, we may assume that \( n = 2 \). If \( E = k(u) \) then every element of \( E \) is a polynomial in a of degree \( < \ell \), and is a product of linear terms since \( k \) is \( \ell \)-special. Terms \( \{x, y\} \) in which one factor is in \( k^\times \) have the desired form, so it suffices to consider the linear symbols \( \{x, y\} \), where \( x = u - a_1 \) and \( y = u - a_2 \). Since \( \{x, x\} = \{-1, x\} \) we may assume that \( a = a_2 - a_1 \) is nonzero. Since \( 1 = (a/x) + (y/x) \) we have

\[
0 = \{(a/x), (y/x)\} = \{a, (y/x)\} - \{x, (y/x)\} = \{a, y\} - \{a, x\} - \{x, y\} + \{-1, x\},
\]

which shows that \( \{x, y\} \) has the desired form. \( \square \)

We conclude this section with the analogue of Hilbert 90 for \( K^M_n/\ell \). Suppose that \( k \) satisfies Hilbert 90 for \( K^M_n \) (3.1). Then we have an exact sequence

\[
K^M_n(k)/\ell \oplus K^M_n(E)/\ell \xrightarrow{(\text{inclusion}, 1 - \sigma)} K^M_n(E)/\ell \xrightarrow{N_{E/k}} K^M_n(k)/\ell.
\]
To see this, consider the image $\bar{x} \in K_n^M(E)/\ell$ of some $x \in K_n^M(E)$. If $N_{E/k}(x) = 0$ in $K_n^M(k)/\ell$, then $N_{E/k}(x) = \ell y$ for some $y \in K_n^M(k)$; then by Hilbert 90, $x - y = (1 - \sigma)z$ for some $z \in K_n^M(E)$.

Provided that BL(n) holds, this yields an exact sequence in Galois cohomology:

$$H^1_{\text{ét}}(k, \mu_{\ell^n}) \longrightarrow H^1_{\text{ét}}(E, \mu_{\ell^n})/(1 - \sigma) \longrightarrow H^0_{\text{ét}}(k, \mu_{\ell^n}). \quad (3.5)$$

### 3.2 A Galois cohomology sequence

Recall that the nonzero elements of $H^1_{\text{ét}}(k, \mathbb{Z}/\ell) = \text{Hom}(\text{Gal}(k/k), \mathbb{Z}/\ell)$ classify the Galois extensions $E/k$ with $[E:k] = \ell$. If $k$ contains the $\ell$th roots of unity then $E = k(\sqrt[n]{a})$ for some $a$ and $[E] \in H^1_{\text{ét}}(k, \mathbb{Z}/\ell)$ corresponds to $[a]$ under the Kummer isomorphism $H^1_{\text{ét}}(k, \mathbb{Z}/\ell) \cong k^*/k^{\times\ell}$.

**Theorem 3.6.** Assume that BL(n) holds, and that $k$ contains the $\ell$th roots of unity. If $E/k$ is a cyclic Galois field extension of degree $\ell$ then the cup product with $[E] \in H^1_{\text{ét}}(k, \mathbb{Z}/\ell)$ fits into an exact sequence

$$H^1_{\text{ét}}(E, \mathbb{Z}/\ell) \longrightarrow H^1_{\text{ét}}(k, \mathbb{Z}/\ell) \longrightarrow H^{n+1}_{\text{ét}}(E, \mathbb{Z}/\ell).$$

**Example 3.7.** When $\ell = 2$, the exact sequence of Theorem 3.6 is part of the cohomology long exact sequence associated to $0 \to \mathbb{Z}/2 \to \mathbb{Z}/2[G] \to \mathbb{Z}/2$:

$$H^1_{\text{ét}}(E, \mathbb{Z}/2) \longrightarrow H^1_{\text{ét}}(k, \mathbb{Z}/2) \longrightarrow H^{n+1}_{\text{ét}}(E, \mathbb{Z}/2).$$

Indeed, an elementary cochain calculation shows that the map $\partial_1$ is the cup product with $[E]$. Thus we can and shall assume that $\ell > 2$.

When $\ell > 2$, the sequence of 3.6 does not extend to the left, even for $n = 1$.

The proof of Theorem 3.6 will be given at the end of this section. For the proof, it is convenient to introduce the following notation. Let $F_\ell = \mathbb{Z}/\ell[G]$, with $G = \text{Gal}(E/k)$ and hence $\text{Gal}(k/k)$ acting via the coinduced structure: $F_\ell = \text{coind}^G_\ell(\mathbb{Z}/\ell)$. By Shapiro’s Lemma, the Galois cohomology $H^1_{\text{ét}}(k, F_\ell)$ is $H^1_{\text{ét}}(E, \mathbb{Z}/\ell)$ and the map $N : H^1_{\text{ét}}(E, \mathbb{Z}/\ell) \to H^1_{\text{ét}}(k, \mathbb{Z}/\ell)$ is induced by the quotient map $F_\ell \to \mathbb{Z}/\ell$.

There is a $G$-module filtration $0 \subset \mathbb{Z}/\ell = F_1 \subset F_2 \subset \cdots \subset F_{\ell-1} \subset F_\ell$, where $F_i$ is the kernel of $(1 - \sigma)^i : F_\ell \to F_\ell$ and $F_i/F_{i-1} \cong \mathbb{Z}/\ell$. For $i > j$ there is a canonical surjection $F_i \to F_j$ sending $c$ to $(1 - \sigma)^{i-j}c$, with kernel $F_{i-j}$. For each $i \leq \ell$ we write $\gamma_i$ for the exact sequence $\gamma_i : 0 \to F_{i-1} \to F_i \to \mathbb{Z}/\ell \to 0$. We will write $\eta$ for the exact sequence $0 \to \mathbb{Z}/\ell \to F_\ell \to F_{\ell-1} \to 0$.

Since the cohomology $H^1(G, -)$ is defined to be $\text{Ext}^1_{\mathbb{Z}[G]}(\mathbb{Z}/\ell, -)$, the $G$-module extensions $\gamma_i$ define elements $[\gamma_i]$ of $H^1(G, F_{\ell-1})$. The restriction map $\text{res} : H^1(G, F_{\ell-1}) \to H^1_{\text{ét}}(k, F_{\ell-1})$ sends $[\gamma_i]$ to an element $[\gamma_i]_{\text{ét}}$ of $H^1_{\text{ét}}(k, F_{\ell-1})$. Using $i : \mathbb{Z}/\ell = F_1 \to F_{\ell-1}$, we can compare $[\gamma_i]_{\text{ét}}$ to a multiple of $i_*[\gamma_2]_{\text{ét}}$.

---

1When $k$ is $\ell$-special, this is proven in [Voe03a, 5.2]
Lemma 3.8. For some $c \in \mathbb{Z}/\ell$, the element $[\gamma \ell] \cdot c[\zeta]_{et}$ is in the image of the canonical map $H^1_{et}(k, F_\ell) \rightarrow H^1_{et}(k, F_{\ell-1})$, induced by $s : F_\ell \rightarrow F_{\ell-1}$.

Proof. The boundary map $\partial_\ell : H^1(G, \mathbb{Z}/\ell) \rightarrow H^2(G, \mathbb{Z}/\ell)$ associated to the sequence $\eta : 0 \rightarrow \mathbb{Z}/\ell \rightarrow F_\ell \xrightarrow{s} F_{\ell-1} \rightarrow 0$, $[\gamma \ell]$ maps to the class $\alpha$ of the extension

$$\alpha : \quad 0 \rightarrow \mathbb{Z}/\ell \rightarrow F_\ell \xrightarrow{\sigma^{-1}} F_\ell \rightarrow \mathbb{Z}/\ell \rightarrow 0.$$

Since $H^*(G, \mathbb{Z}/\ell) \cong \mathbb{Z}/\ell[u, v]/(u^2)$ with Bockstein $\beta(u) = v$, and both $[\gamma \ell]$ and $\alpha$ are nonzero, it follows that

$$\partial_\ell([\gamma \ell]) = \alpha = c\beta([\gamma \ell]) \quad \text{for a nonzero } c \in \mathbb{Z}/\ell. \quad (3.8a)$$

The morphism $\gamma_2 \rightarrow \eta$ of exact sequences yields the commutative diagram:

$$\begin{align*}
H^1_{et}(k, \mathbb{Z}/\ell) & \xrightarrow{\partial_\gamma} H^2_{et}(k, \mathbb{Z}/\ell) \\
\downarrow i_* & \quad \downarrow \\
H^1_{et}(k, F_\ell) & \xrightarrow{s} H^1_{et}(k, F_{\ell-1}) \xrightarrow{\partial_\eta} H^2_{et}(k, \mathbb{Z}/\ell)
\end{align*} \quad (3.8b)$$

we see that for every $u \in H^1_{et}(k, \mathbb{Z}/\ell)$,

$$\partial_\ell(i_* u) = \partial_\ell(u) = [\gamma_2]_{et} \cup u. \quad (3.8c)$$

Similarly, the choice of a root of unity $\zeta$ determines an isomorphism $\mathbb{Z}/\ell \cong \mu_\ell$, and the Bockstein $\beta : H^n_{et}(k, \mathbb{Z}/\ell) \rightarrow H^{n+1}_{et}(k, \mathbb{Z}/\ell)$ (the boundary map associated to $1 \rightarrow \mu_\ell \rightarrow \mu_\ell \rightarrow \mu_\ell \rightarrow 1$) is the cup product with $\beta(1) = [\zeta]_{et}$. In particular,

$$\beta([\gamma_2]_{et}) = [\gamma_2]_{et} \cup [\zeta]_{et}. \quad (3.8d)$$

Combining (3.8a) and (3.8d) yields $\partial_\ell([\gamma_2]_{et}) = c[\gamma_2]_{et} \cup [\zeta]_{et}$. By (3.8c) with $u = [\zeta]_{et}$, we have $\partial_\ell(c i_* [\zeta]_{et}) = c[\gamma_2]_{et} \cup [\zeta]_{et}$. It follows from (3.8b) that $[\gamma_2]_{et} - c i_* [\zeta]_{et}$ comes from an element of $H^1_{et}(k, F_\ell)$.

Lemma 3.9. Assume that $BL(n)$ holds, and $k$ contains $\mu_\ell$. Then the canonical map $(i, s) : \mathbb{Z}/\ell \oplus F_\ell \rightarrow F_{\ell-1}$, $(y, z) \mapsto y + (1 - \sigma)z$, induces a surjection

$$H^n_{et}(k, \mathbb{Z}/\ell) \oplus H^n_{et}(k, F_\ell) \rightarrow H^n_{et}(k, F_{\ell-1}).$$

Proof. By (3.5), we see that if $x \in H^n_{et}(E, \mathbb{Z}/\ell) = H^n_{et}(k, F_\ell)$ has $N(x) = 0$ then $x = y_E + (1 - \sigma)z$ for some $z \in H^n_{et}(k, F_\ell)$ and some image $y_E$ of a $y \in H^n_{et}(k, \mathbb{Z}/\ell)$. Now the composite $F_\ell \rightarrow F_{\ell-1} \rightarrow F_\ell$ is the cup product with $1 - \sigma$, so from the exact cohomology sequence of $\gamma_\ell$,

$$H^{n-1}_{et}(k, \mathbb{Z}/\ell) \xrightarrow{\partial} H^n_{et}(k, F_{\ell-1}) \rightarrow H^n_{et}(k, F_\ell) \xrightarrow{N} H^n_{et}(k, \mathbb{Z}/\ell),$$
we see that every element of $H^n_{\text{ét}}(k, F_{i-1})$ is equivalent modulo the image of $H^n_{\text{ét}}(k, \mathbb{Z}/\ell) \oplus H^n_{\text{ét}}(k, F_i)$ to an element $\partial(t)$ for some $t \in H^{n-1}(k, \mathbb{Z}/\ell)$. Since $\partial(t)$ is the cup product $\sigma$ with the canonical element $[\gamma]_{\text{ét}}$ in the image of $H^0(k, \mathbb{Z}/\ell) \to H^1(k, F_{i-1})$, it suffices to observe that, according to Lemma 3.8, $[\gamma]_{\text{ét}}$ is a multiple of $t_1 \sigma$ plus the image of an element in $H^1_{\text{ét}}(k, F_{\ell})$.

**Proposition 3.10.** Suppose that $\text{BL}(n)$ holds, $\mu_\ell \subset k^\times$ and that $1 < i \leq \ell$. Then the canonical maps $\mathbb{Z}/\ell \oplus F_i \to F_{i-1}$ induce a surjection

$$H^n_{\text{ét}}(k, \mathbb{Z}/\ell) \oplus H^n_{\text{ét}}(k, F_i) \to H^n_{\text{ét}}(k, F_{i-1}).$$

**Proof.** The case $i = \ell$ is established in Lemma 3.9, so we may suppose that $i < \ell$. Consider the diagram with exact rows, induced by $\gamma_{i+1} \to \gamma_i$:

$$
\begin{array}{cccccc}
H^{n+1}_{\text{ét}}(k, \mathbb{Z}/\ell) & \longrightarrow & H^n_{\text{ét}}(k, F_i) & \longrightarrow & H^n(k, F_{i+1}) \\
\| & & \| & & \| \\
H^{n+1}_{\text{ét}}(k, \mathbb{Z}/\ell) & \delta & H^n_{\text{ét}}(k, F_{i-1}) & \longrightarrow & H^n_{\text{ét}}(k, F_i) & \xrightarrow{N} & H^n_{\text{ét}}(k, \mathbb{Z}/\ell). \\
& & & & \uparrow \\
& & & & H^n_{\text{ét}}(k, \mathbb{Z}/\ell) & \\
\end{array}
$$

A diagram chase shows that the conclusion of Proposition 3.10 for $i < \ell$ is equivalent to the assertion that the following sequence is exact:

$$H^n_{\text{ét}}(k, \mathbb{Z}/\ell) \to H^n_{\text{ét}}(k, F_i)/(1 - \sigma) \xrightarrow{N} H^n_{\text{ét}}(k, \mathbb{Z}/\ell). \quad (3.10a)$$

We will prove that (3.10a) is exact by downward induction on $i$. It is exact when $i = \ell$, because it agrees with (3.5), which we saw is exact when $\text{BL}(n)$ holds. Thus we may assume that $i < \ell$ and that (3.10a) is exact for $i + 1$, or equivalently, that Proposition 3.10 holds for $i + 1$.

Hence we can write any element of $H^n_{\text{ét}}(k, F_i)$ as $x_i + \tilde{y}$ for $x \in H^n_{\text{ét}}(k, \mathbb{Z}/\ell)$ and $y \in H^n_{\text{ét}}(k, F_{i+1})$, where $x_i$ and $\tilde{y}$ represent the images of $x$ and $y$ in $H^n_{\text{ét}}(k, F_i)$. To check that (3.10a) is exact, we suppose that $N(x_i + \tilde{y}) = 0$ in $H^n_{\text{ét}}(k, \mathbb{Z}/\ell)$. Because $i > 1$, the composition $\mathbb{Z}/\ell \to F_i \to \mathbb{Z}/\ell$ is zero; since $N$ is induced by the natural map $F_i \to F_{i+1}$, we have $N(x_i) = 0$, so $y \in H^n_{\text{ét}}(k, F_{i+1})$ maps to zero in $H^n_{\text{ét}}(k, \mathbb{Z}/\ell)$. By exactness of (3.10a) for $i + 1$ we can write $y = (1 - \sigma)t + x'$ for $x'$ in the image of $H^n_{\text{ét}}(k, \mathbb{Z}/\ell)$ and $t \in H^n_{\text{ét}}(k, F_{i+1})$. Since $\mathbb{Z}/\ell \to F_{i+1} \to F_i$ is zero, $\tilde{y}$ is the image of $(1 - \sigma)t$ in $H^n_{\text{ét}}(k, F_i)$. Since the $G$-module map $F_{i+1} \to F_i$ induces a $G$-map on cohomology, we see that $\tilde{y} = (1 - \sigma)t$. This proves exactness of (3.10a) for $i$, which implies that Proposition 3.10 holds for $i$.

**Proof of Theorem 3.6.** Recall from Example 3.7 that we may assume that $\ell > 2$. Let $\eta$ denote the exact sequence $0 \to \mathbb{Z}/\ell \to F_i \xrightarrow{1 - \sigma} F_{i-1} \to 0$. The morphisms

---

2Taken from [Voe03a, 5.4b]
$\gamma_i \to \gamma_2 \to \eta$ yield a commutative diagram with exact rows for each $i \leq \ell$:

$$
\begin{array}{c}
H^n_{\text{ét}}(k, F_{i-1}) \xrightarrow{N} H^n_{\text{ét}}(k, F_i) \xrightarrow{\delta} H^n_{\text{ét}}(k, \mathbb{Z}/\ell)
\end{array}
$$

In the two squares marked ‘3.10’, the lower right group is the sum of the images of the indicated maps, by Proposition 3.10. A chase on the above diagram shows that we have an exact sequence for each $i$:

$$
H^n_{\text{ét}}(k, F_i) \xrightarrow{N} H^n_{\text{ét}}(k, \mathbb{Z}/\ell) \xrightarrow{\cup [E]} H^{n+1}_{\text{ét}}(k, \mathbb{Z}/\ell) \to H^{n+1}_{\text{ét}}(k, F_i).
$$

Exactness of this sequence for $i = \ell$ is the desired conclusion of Theorem 3.6.

### 3.3 Hilbert 90 for $\ell$-special fields

By Theorem 3.2, BL(n-1) implies that every field of characteristic $\neq \ell$ satisfies Hilbert 90 for $K^{M-1}_n$. Our next theorem was used in section 1.2 (as Theorem 1.10) to prove that the norm residue map is an isomorphism.

**Theorem 3.11.** Suppose that $k$ is $\ell$-special, $K^{M}_n(k)/\ell = 0$ and BL(n-1) holds.

(a) $H^n_{\text{ét}}(k, \mathbb{Z}/\ell) = 0$, and

(b) $H^{n+1}_{\text{ét}}(k, \mathbb{Z}/\ell(n)) = 0$.

In addition, for every finite field extension $E/k$:

(c) $K^{M-1}_n(E) \xrightarrow{N} K^{M-1}_n(k)$ is onto;

(d) $K^M_n(E)/\ell = 0$.

**Proof.** We first prove (c) and (d). Since $k$ is $\ell$-special, we may assume that $[E : k] = \ell$. In this case, $E = k(\sqrt[n]{a})$ for some $a \in k$. Consider the commutative diagram

$$
\begin{array}{ccc}
K^{M-1}_n(E) & \xrightarrow{N} & K^{M-1}_n(k) & \xrightarrow{\cup [a]} & K^M_n(k)/\ell \\
\text{onto} \downarrow & & \text{onto} \downarrow & & \downarrow \\
H^{n-1}_{\text{ét}}(E, \mathbb{Z}/\ell) & \xrightarrow{N} & H^{n-1}_{\text{ét}}(k, \mathbb{Z}/\ell) & \xrightarrow{\cup [a]} & H^n_{\text{ét}}(k, \mathbb{Z}/\ell).
\end{array}
$$

Since BL(n-1) holds, Theorem 3.6 implies that the bottom row is exact; the left two vertical maps are onto by Lemma 1.30. The upper right term vanishes by assumption, and the kernel $\ell K^{M-1}_n(k)$ of the middle vertical map is contained in the image of $K^{M-1}_n(E)$, so a diagram chase shows that (c) holds.

---

3Parts (c) and (d) are taken from [Voe03a, 5.7 and 5.8]
By (c), the hypotheses of Proposition 3.3 are satisfied, yielding a right exact sequence

\[ K_n^M(E) \xrightarrow{1-\sigma} K_n^M(E) \xrightarrow{N} K_n^M(k). \]

Reducing it modulo \( \ell \) shows that \((1-\sigma)\) is a surjection from \( K_n^M(E)/\ell \) onto itself. But \((1-\sigma)^{\ell}\) is zero on any \( \text{Gal}(E/k) \)-module of exponent \( \ell \), so \( K_n^M(E)/\ell \) must be zero. Thus (d) holds.

For (a), suppose that \( x \in H_n^\ell(k, \mathbb{Z}/\ell) \) is nonzero. Since \( x \) vanishes over the algebraic closure \( \bar{k} \) of \( k \), it vanishes over some finite field extension \( E \); pick \( E \) minimal so that \( x_E = 0 \) in \( H_n^\ell(E, \mathbb{Z}/\ell) \). Because \( \text{Gal}(E/k) \) is a finite \( \ell \)-group, it has a subgroup \( H \) of order \( \ell \), corresponding to an intermediate subfield \( k' \) with \( [E : k'] = \ell \). By the minimality of \( E \), \( x \) remains nonzero in \( H_n^\ell(k', \mathbb{Z}/\ell) \).

Since \( E = k'(\sqrt[n]{a}) \) is a cyclic Galois extension of \( k' \), Theorem 3.6 yields the exact sequence

\[ H_n^{\ell - 1}(k', \mathbb{Z}/\ell) \xrightarrow{[a]} H_n^\ell(k', \mathbb{Z}/\ell) \rightarrow H_n^\ell(E, \mathbb{Z}/\ell), \]

Since BL(n-1) implies that \( K_n^M(k')/\ell \cong H_n^{\ell - 1}(k', \mathbb{Z}/\ell) \), and \( x \) vanishes in \( H_n^\ell(E, \mathbb{Z}/\ell) \), there is an element \( y \) of \( K_n^M(k') \) such that the norm residue \( K_n^M(k')/\ell \rightarrow H_n^\ell(k', \mathbb{Z}/\ell) \) sends \( \{y, a\} \) to \( x \). Since \( K_n^M(k')/\ell = 0 \) by (d), it follows that \( \{y, a\} = 0 \), contradicting the assumption that \( x \neq 0 \) in \( H_n^\ell(k', \mathbb{Z}/\ell) \).

(b) We observed in Lemma 1.6 that \( H_n^{\ell + 1}(k, \mathbb{Z}(\ell)(n)) \) is an \( \ell \)-torsion group.

The coefficient sequence for \( \mathbb{Z}(\ell)(n) \rightarrow \mathbb{Z}(\ell)(n) \) shows that (a) implies (b). \( \square \)

### 3.4 Cohomology elements

Using the cohomology operations \( Q_* \), we will show that any nonzero element \( a = \{a_1, \ldots, a_n\} \) of \( K_n^M(k)/\ell \) gives rise to nonzero elements \( \delta \in H^{n,n-1}(\mathcal{X}, \mathbb{Z}/\ell) \) and \( \mu \in H^{2b+1,b}(\mathcal{X}, \mathbb{Z}) \), where \( \mathcal{X} \) is the simplicial scheme associated to a Rost variety \( X \) (see 1.24), and \( b = (\ell^{n-1} - 1)/(\ell - 1) \).

We first show that the norm residue map is non-zero on symbols. To prove this, we will use the étale cohomology calculation contained in Theorem 3.6.

**Lemma 3.12.** Suppose that BL(n-1) holds, and that \( k \) satisfies Hilbert 90 for \( K_{n-1}^M \). If \( \{a_1, \ldots, a_n\} \) is a nonzero symbol in \( K_n^M(k)/\ell \), its image in \( H_n^\ell(k, \mu^{\otimes n}) \) is nonzero.

**Proof.** By the standard transfer argument 1.2, we may assume \( k \) has no prime-to-\( \ell \) extensions. For \( E = k(\gamma) \), \( \gamma = \sqrt[n]{a_n} \), we have a commutative diagram

\[
\begin{array}{ccc}
K_{n-1}^M(E)/\ell & \xrightarrow{\text{norm}} & K_{n-1}^M(k)/\ell \\
\downarrow \cong & & \downarrow \cong \\
H_{\text{ét}}^{n-1}(E, \mathbb{Z}/\ell) & \xrightarrow{\text{norm}} & H_{\text{ét}}^{n-1}(k, \mathbb{Z}/\ell) \\
& \xrightarrow{[a_n]} & \xrightarrow{[a_n]} \\
& H_{\text{ét}}^n(k, \mathbb{Z}/\ell) & \longrightarrow H_{\text{ét}}^n(E, \mathbb{Z}/\ell)
\end{array}
\]
Lemma 3.13. Assume that BL(n-1) holds. If a smooth variety \( X \) splits a nonzero \( a \in K_n^M(k) / \ell \), then \( a \) lifts to a unique nonzero \( \delta \) in \( H^n(\mathbb{X}, \mathbb{Z} / \ell(n-1)) \).

Proof. (See [Voe11, 6.5].) Set \( A = \mathbb{Z} / \ell(n-1) \), so \( A_{\acute{e}t} \cong \mu_{\ell^n-1} \). By the standard transfer argument 1.2, we may assume that \( k \) contains \( \mu_\ell \), so that \( A_{\acute{e}t} \cong \mu_{\ell^n} \) as well. Write \( C \) for the cone of \( A \to R\pi_*(A_{\acute{e}t}) \).

Now the hypercohomology spectral sequence for any smooth simplicial scheme \( S_* \) is \( H^n_{n_{\text{nis}}}((S_*, \mathcal{H}^q) \Rightarrow H^n_{\text{nis}}((S_*, C)) \), where \( \mathcal{H}^q \) denotes the Nisnevich sheaf associated to \( H^n_{n_{\text{nis}}}(-, C) \). By BL(n-1) we have \( C \cong \tau^{\geq q} R\pi_*(A_{\acute{e}t}) \), so \( H^n \) is 0 for \( q < n \), and the Nisnevich sheaf associated to \( H^n_{\acute{e}t}(-, C) \) if \( q \geq n \). Hence the spectral sequence degenerates to yield \( H^n_{n_{\text{nis}}}^{-1}(S_*, C) = 0 \) and \( H^n_{n_{\text{nis}}}(S_*, C) \hookrightarrow H^n(\mathbb{X}, \mathbb{H}^n) \). Thus for \( S_* = \mathbb{X} \) we have the exact sequence forming the top row of the diagram:

\[
\begin{align*}
0 = H^n_{\text{nis}}^{-1}(\mathbb{X}, C) &\twoheadrightarrow H^n_{\text{nis}}(\mathbb{X}, A) \twoheadrightarrow H^n_{\acute{e}t}(\mathbb{X}, A) \twoheadrightarrow H^n_{\text{nis}}(\mathbb{X}, \mathbb{H}^n) \\
&\cong \begin{array}{c}
1.37 \\
\hline
\end{array} \rightarrow H^n_{\acute{e}t}(k(X), A).
\end{align*}
\]

We claim that the right vertical is an injection. It is defined as the composition \( H^0(\mathbb{X}, \mathbb{H}^n) \to H^0(\mathbb{X}, \mathbb{H}^n) \to H^0(k(X), \mathbb{H}^n) = H^n_{\acute{e}t}(k(X), A) \). The first of these maps is an injection because for any simplicial scheme \( S_* \) and any sheaf \( F \), \( H^0(S_*, F) \) embeds in \( H^0(S_0, F) \). Since the sheaf \( F = \mathbb{H}^n \) is a homotopy invariant Nisnevich sheaf with transfers by [MVW, 6.17 and 22.3], \( H^0(\mathbb{X}, \mathbb{H}^n) \) embeds in \( H^n_{\acute{e}t}(k(X), A) \) by [MVW, 11.1]. This establishes the claim.

The image of \( a \) in \( H^n_{\acute{e}t}(k, \mu_{\ell^n}) \) is nonzero by Lemma 3.12 (and 3.2), and vanishes in \( H^n_{\acute{e}t}(k(X), \mu_{\ell^n}) \) by hypothesis. It follows that \( a \) lifts to a nonzero \( \delta \) in \( H^n_{\text{nis}}(\mathbb{X}, A) \); \( \delta \) is unique because \( H^n_{\text{nis}}^{-1}(\mathbb{X}, C) = 0 \).

Lemma 3.14. Suppose for some \( i \geq 1 \) that \( (a, b) \) and \( (c, d) \) in \( \mathbb{Z}^2 \) satisfy

\[(a, b) + 2(2\ell^i - 1, \ell^i - 1) = (c, d) + (2\ell^i - 1, \ell^i - 1).
\]

If \( (a, b) \) is in the plane region \( \Omega = \{(x, y) : x - 1 \leq y < n\} \) then so is \( (c, d) \).

Proof. For \( \ell = 2 \) we have \( (c - a, d - a) = (-1, -1) \). As a function of \( \ell \), \( d - b \) is decreasing for \( \ell \geq 2i/(i + 1) \), and \( c - a = 2(d - b) + 1 \).

Recall from Definition 1.36 and Corollary 1.38 that the group \( H^{p,q}(\mathbb{X}, \mathbb{Z}) \) has exponent \( \ell \) when \( p > q \), and hence injects into \( H^{p,q}(\mathbb{X}, \mathbb{Z}/\ell) \). In fact, \( H^{p,q}(\mathbb{X}, \mathbb{Z}/\ell) \)}
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is the kernel of the Bockstein $\beta : H^{p,q}(\mathfrak{X}, \mathbb{Z}/\ell) \to H^{p+1,q}(\mathfrak{X}, \mathbb{Z}/\ell)$. Now $\beta Q_i = -Q_i \beta$ by Lemmas 13.11 and 13.13, so each operation $Q_i$ on $H^{p,q}(\mathfrak{X}, \mathbb{Z}/\ell)$ sends $H^{p,q}(\mathfrak{X}, \mathbb{Z})$ to the subgroup $H^{r,s}(\mathfrak{X}, \mathbb{Z}/\ell)$ of $H^{r,s}(\mathfrak{X}, \mathbb{Z}/\ell)$, where $r = p + 2\ell^i - 1$ and $s = q + \ell^i - 1$.

**Proposition 3.15.** Assume that $BL(n-1)$ holds, and $X$ is a Rost variety. The cohomology operations $Q_0 = \beta$, $Q = Q_{n-2} \cdots Q_0$ and $Q_{n-1}Q$ are injections on $H^{n,n-1}(\mathfrak{X}, \mathbb{Z}/\ell)$.

The maps $Q_{n-2} \cdots Q_1$ and $Q_{n-1} \cdots Q_1$ restrict to injections

$H^{n+1,n-1}(\mathfrak{X}, \mathbb{Z}) \xrightarrow{Q_{n-2} \cdots Q_1} H^{2b+1,b}(\mathfrak{X}, \mathbb{Z}/\ell) \xrightarrow{Q_{n-1}} H^{2b+2,b}(\mathfrak{X}, \mathbb{Z}/\ell).$

where $b = (\ell^{n-1} - 1)/(\ell - 1) = 1 + \ell + \cdots + \ell^{n-2}$.

**Proof.** We use the isomorphism $H^{p,q}(\mathfrak{X}, \mathbb{Z}/\ell) \cong H^{p+1,q}(\tilde{\mathfrak{X}}, \mathbb{Z}/\ell) = 0$ for $p > q$, where $\tilde{\mathfrak{X}}$ is the reduced suspension of $\mathfrak{X}$, pointed out in Definition 1.36. By 1.38, the integral groups have exponent $\ell$, and each $Q_i$ sends them to integral groups, so it suffices to show that each $Q_i \cdots Q_1$ is injective on the group $H^{n+1,n-1}(\mathfrak{X}, \mathbb{Z}/\ell) \cong H^{n+2,n-1}(\tilde{\mathfrak{X}}, \mathbb{Z}/\ell)$.

We proceed by induction on $i$; the case $Q_0$ was established in 1.40, so assume $i > 0$. Figure 3.1 shows the case $i = 2$. Because $BL(n-1)$ implies $BL(q)$ for all $q < n$ by Theorem 2.9, Corollary 1.39 implies that

$H^{p,q}(\tilde{\mathfrak{X}}, \mathbb{Z}/\ell) = 0$ when $(p, q)$ is in the region $\Omega = \{(p, q) : p - 1 \leq q < n\}.$
Define \((p, q)\) so that \(Q_{i-1} \cdots Q_1\) takes \(H^{n+2,n-1}(\Sigma X, \mathbb{Z}/\ell)\) to \(H^{p,q}(\Sigma X, \mathbb{Z}/\ell)\). Since \(X\) is a Rost variety, there is a \(n\)-variety \(X_i\) and a map \(X_i \to X\). By Theorem 1.44 (proven in Part III as Theorem 13.24) we have exact sequences

\[
\begin{align*}
H^{a,b}(\Sigma X, \mathbb{Z}/\ell) & \xrightarrow{Q_{i-1}} H^{n,n-1}(\Sigma X, \mathbb{Z}/\ell) \xrightarrow{Q_{i-1}} H^{p,q}(\Sigma X, \mathbb{Z}/\ell) \\
H^{c,d}(\Sigma X, \mathbb{Z}/\ell) & \xrightarrow{Q_{i-1}} H^{p,q}(\Sigma X, \mathbb{Z}/\ell) \xrightarrow{Q_{i-1}} H^{r,s}(\Sigma X, \mathbb{Z}/\ell).
\end{align*}
(3.15a)
\]

By induction, \((a, b)\) is in the region \(\Omega\); by Lemma 3.14, so is \((c, d)\) — and therefore \(H^{c,d}(\Sigma X) = 0\). This implies that \(Q_i\) is injective on \(H^{p,q}(\Sigma X, \mathbb{Z}/\ell)\).

Recall from Lemma 3.13 that the symbol \(\delta\) determines a nonzero element \(\xi\) in \(H^{n,n-1}(X, \mathbb{Z}/\ell)\). Applying the cohomology operation \(Q = Q_{n-2} \cdots Q_0\) of 3.15 yields an element \(\mu\) of \(H^{2b+1,b}(X, \mathbb{Z})\). We will use the element \(\mu\) in Chapter 5 to construct a Rost motive (defined in 4.11).

**Corollary 3.16.** Both \(\mu = Q(\delta) \in H^{2b+1,b}(X, \mathbb{Z})\) and \(Q_{n-1}(\mu)\) are nonzero.

**Proof.** The operations \(Q : H^{n,n-1}(X, \mathbb{Z}/\ell) \to H^{2b+1,b}(X, \mathbb{Z})\) and \(Q_{n-1}Q\) are injective by Proposition 3.15.

**Proposition 3.17.** Assume that \(BL(n-1)\) holds, and \(X\) is a Rost variety. Then \(Q_{n-1} \cdots Q_1\) is an injection from \(H^{n+1,n}(X, \mathbb{Z})\) to \(H^{2b+2,b+1}(X, \mathbb{Z})\).

**Proof.** This is similar to the proof of Proposition 3.15, using the vanishing of \(H^{a,b}(\Sigma X, \mathbb{Z}/\ell)\) in the region \(\Omega\) granted by \(BL(n-1)\) and Corollary 1.39. We omit the coefficients \(\mathbb{Z}/\ell\) for clarity. For \(Q_1\) we have the exact sequence

\[
H^{a,b}(\Sigma X) \xrightarrow{Q_{i}} H^{n+2,n}(\Sigma X) \xrightarrow{Q_{i}} H^{p,q}(\Sigma X)
\]

with \((a, b) = (n+3-2\ell, n+1-\ell)\) in the region \(\Omega\). It follows that \(Q_1\) is injective on \(H^{n+1,n}(\Sigma X) \cong H^{n+2,n}(\Sigma X)\). Inductively, if \(Q_{i-1} \cdots Q_1\) takes \(H^{n+2,n}(\Sigma X)\) to \(H^{p,q}(\Sigma X)\) then from Lemma 3.14 applied to \((a, b)\) and \((c, d)\) in the exact sequences (3.15a), we see that \((c, d) \in \Omega\); this implies that \(H^{c,d}(\Sigma X) = 0\) and hence that \(Q_i\) is injective on \(H^{p,q}(\Sigma X)\). It follows that \(Q_1 \cdots Q_1\) is injective on \(H^{n+1,n}(\Sigma X) \cong H^{n+2,n}(\Sigma X)\) for all \(i = 1, \ldots, n-1\).

### 3.5 Historical notes

The Hilbert 90 condition for \(K^M_n\) takes its name from the fact that the case \(n = 1\) is essentially Hilbert’s original Theorem 90. For \(n = 2\), it was proven in 1982 by Merkurjev–Suslin [MS82]. For \(n = 3\) (and \(\ell = 2\)), it was proven in 1990 by Merkurjev–Suslin in [Me90]. The central role of the Hilbert 90 condition for \(K^M_n\) was recognized in the 1996 preprint [Voe96]; the material in this section is based upon Sections 5 and 6 of the 2003 paper [Voe03a].
Chapter 4

Rost motives and H90

In this chapter we introduce the notion of a Rost motive, which is a summand of the motive of a Rost variety $X$ (see 4.11); the proof that Rost motives exist is deferred to chapter 5. The highlight of this chapter is Theorem 4.20: assuming that Rost motives exist and H90(n-1) holds, then $H_{et}^{n+1}(k,\mathbb{Z}(n))$ injects into $H_{et}^{n+1}(k(X),\mathbb{Z}(n))$. By Theorem 1.12, this implies that H90(n) holds and — as we saw in Theorem 1.11 — this will imply the Bloch–Kato conjecture for $n$.

While there may be many Rost varieties associated to a given symbol, there is essentially only one Rost motive (for a proof, see [KM13, Theorem 4.1]). The Rost motive captures the part of the cohomology of a Rost variety $X$ which is essential for the proof of Theorem 4.20.

Since a Rost motive is a special kind of symmetric Chow motive, we begin by recalling what this means in section 4.1. The next section, 4.2, introduces the notion of $\mathcal{X}$-duality. This duality plays an important role in the axioms defining Rost motives, which are introduced in section 4.3, as well as a role in the construction of the Rost motive in chapter 5. Finally, in section 4.4, we assume that Rost motives exist and prove the key Theorem 4.20, which we mentioned above.

4.1 Chow motives

In this section, we briefly recall the construction of Grothendieck’s (contravariant) category of Chow motives over $k$, following [Man68]. Recall that $CH^j(X)$ denotes the group of algebraic cycles of codimension $j$ on a variety $X$, modulo rational equivalence.

We first form the category $\mathcal{M}$ of Chow correspondences (of degree 0). The objects of $\mathcal{M}$ are smooth projective varieties over $k$; morphisms from $X$ to $Y$ are elements of $CH^{\dim X}(X \times Y)$ and are referred to as correspondences. Composition of correspondences $f \in \text{Hom}(X_1,X_2)$ and $g \in \text{Hom}(X_2,X_3)$ is defined using pullback, intersection and pushforward of cycles: if $p_{i3}$ denotes the projection from $X_1 \times X_2 \times X_3$ onto $X_i \times X_j$ then $f \circ g = p_{i3}^*(p_{12}^*f \cdot p_{23}^*g)$.
The category of smooth projective varieties over \( k \) (and morphisms of varieties) embeds contravariantly into \( \mathcal{M} \), once we identify a morphism of varieties \( f: Y \to X \) with the class of its graph \( \Gamma_f \) in \( \text{CH}^{\dim X}(X \times Y) = \text{Hom}_\mathcal{M}(X,Y) \).

The category \( \mathcal{M} \) is additive, with \( \oplus \) being disjoint union, and has an internal tensor product: on objects, \( X \otimes Y \) is the product \( X \times Y \) of varieties \( X \) and \( Y \).

One defect of the category \( \mathcal{M} \) is that the composition of the structure map \( X \to \text{Spec}(k) \) and the inclusion of a \( k \)-point in \( X \) is a correspondence \( e \) on \( X \) which is idempotent, meaning that \( e^2 = e \), yet there is no corresponding factor \( e(X) \) of \( X \) in \( \mathcal{M} \). For example, the endomorphisms of the projective line in \( \mathcal{M} \) form the semisimple algebra \( \text{Hom}_\mathcal{M}(\mathbb{P}^1, \mathbb{P}^1) \cong \mathbb{Z} \times \mathbb{Z} \), yet \( \mathbb{P}^1 \) is irreducible. To fix this defect, we pass to the idempotent completion \( \widehat{\mathcal{M}} \) of \( \mathcal{M} \).

Given any category \( \mathcal{C} \), the idempotent completion \( \widehat{\mathcal{C}} \) is defined as follows. The objects of \( \widehat{\mathcal{C}} \) are pairs \((C,e)\) consisting of an object \( C \) of \( \mathcal{C} \) and an idempotent endomorphism \( e \); morphisms from \((C,e)\) to \((C',e')\) are just maps \( \phi : C \to C' \) in \( \mathcal{C} \) with \( e' \phi = \phi e \). It is easy to see that \( \mathcal{C} \) is a full subcategory of \( \widehat{\mathcal{C}} \), and that every idempotent map in \( \widehat{\mathcal{C}} \) factors as a projection and an inclusion. When \( \mathcal{C} \) is additive, so is \( \widehat{\mathcal{C}} \) and \((C,e) \times (C,1-e) = (C,1) = C\); when \( \mathcal{C} \) has an internal tensor product, so does \( \widehat{\mathcal{C}} \).

Objects in the category \( \widehat{\mathcal{M}} \) are called effective Chow motives. We define the Lefschetz motive \( \mathbb{L} \) to be the unique factor of \( \mathbb{P}^1 \) in \( \widehat{\mathcal{M}} \) so that \( e \) gives a direct sum decomposition \( \mathbb{P}^1 = \text{Spec}(k) \oplus \mathbb{L} \) in \( \widehat{\mathcal{M}} \). In \( \widehat{\mathcal{M}} \) we also have a decomposition \( \mathbb{P}^n \cong \text{Spec}(k) \oplus \mathbb{L} \oplus \mathbb{L}^2 \oplus \cdots \oplus \mathbb{L}^n \), where \( \mathbb{L}^i \) denotes \( \mathbb{L} \otimes \cdots \otimes \mathbb{L} \) (\( i \) times). This category contains the other graded pieces of the ring \( \text{CH}^*(X) \), because \( \text{CH}^i(X) \cong \text{Hom}_{\widehat{\mathcal{M}}}^{\mathbb{L}^i}(\mathbb{L}^i, X) \). There is a natural isomorphism

\[
\text{CH}^{\dim X + i - j}(X \times Y) \cong \text{Hom}_\mathcal{M}(X \otimes \mathbb{L}^i, Y \otimes \mathbb{L}^j).
\]

Finally, Grothendieck’s category \( \text{Chow} \) of Chow motives is obtained from the category \( \widehat{\mathcal{M}} \) of effective Chow motives by formally inverting the Lefschetz motive \( \mathbb{L} \) with respect to \( \otimes \). That is, we add objects \( M \otimes \mathbb{L}^i \) for negative values of \( i \), for each effective motive \( M \), so that every object of \( \text{Chow} \) has the form \( (X,e) \otimes \mathbb{L}^i \) for some smooth projective variety \( X \) over \( k \), some idempotent element \( e \) of \( \text{CH}^{\dim X}(X, X) \), and some integer \( i \). It is traditional to write \((X,e,i)\) for \((X,e) \otimes \mathbb{L}^i \). Morphisms from \((X,e,i)\) to \((Y,f,j)\) are elements of the subgroup \( f \cdot e \cdot f \) of the group \( A = \text{CH}^{\dim(X)+i-j}(X \times Y) \).

**Definition 4.1.** Given any cycle \( \phi \) in \( X \times Y \), its transpose is the cycle \( \phi^t \) in \( Y \times X \) obtained by interchanging the two factors \( X \) and \( Y \). The formula for composition of correspondences shows that \( (\phi_1 \circ \phi_2)^t = \phi_2^t \circ \phi_1^t \).

The transpose \( M^t \) of an effective Chow motive \((X,e)\) is defined to be \((X,e^t)\). This makes sense because if \( e \) is an idempotent element of \( \text{CH}^{\dim(X)}(X \times X) \), then so is its transpose \( e^t \). We will say that a Chow motive \((X,e)\) is symmetric if it is isomorphic to its transpose \((X,e^t)\) by the canonical inclusion-projection map \((X,e) \to X \to (X,e^t)\).

The category \( \text{Chow} \) is a rigid tensor category, with dual \( X^* = X \otimes \mathbb{L}^{-d_X} \) (where \( d_X = \dim X \)) and \( \mathbb{L}^* = \mathbb{L}^{-1} \); \( \text{Hom}(X,Y) = X^* \otimes Y \) is the internal Hom.
The dual $\phi^*$ of a Chow morphism $\phi : X \to Y$ is the transpose cycle $\phi^t$, regarded as a morphism $\phi^* : Y \otimes L^{-d_Y} \to X \otimes L^{-d_X}$ via the identification
\[ \text{Hom}_{\text{Chow}}(Y \otimes L^{-d_Y}, X \otimes L^{-d_X}) = CH^{\dim(X)}(Y \times X). \]

If $\phi$ is a Chow morphism from $X \otimes L^i$ to $Y \otimes L^j$, so that the codimension of $\phi$ is $\dim(X) + i - j$, then we shall commonly regard the transpose $\phi^t$ as a Chow morphism from $Y \otimes L^{\delta-j}$ to $X \otimes L^{-i}$ where $\delta = \dim(X) - \dim(Y)$. Formally, we have $\phi^t = \phi^* \otimes L^{\dim(X)}$.

**Example 4.2.** As a special case, if $\dim(X) = d$ and $M = (X, e)$ is a Chow motive with projection $X \xrightarrow{p} M$, then the map $p^t : M^t \to X$ defining the transpose is the composition
\[ M^t = M^* \otimes L^d \xrightarrow{p^* \otimes L^d} X^* \otimes L^d \cong X. \]

By [MVW, 20.1], $\text{Hom}_{\text{Chow}}(X, Y) \cong \text{Hom}_{DM}(M(Y), M(X))$, and this gives a fully faithful contravariant embedding of Chow into $DM_{gm}$. The Lefschetz motive $L$ is identified with $L = \mathbb{Z}(1)[2]$ under this embedding.

In the motivic category $DM_{gm}$, where $M(X)^* \otimes L^{\dim(X)} \cong M(X)$, the dual of $\phi : M(Y) \to M(X)$ is the map $\phi^* : M(X)^* \to M(Y)^*$, and the above remarks show that $\phi^t = \phi^* \otimes L^{\dim(X)}$ as a map from $M(X)$ to $M(Y) \otimes L^\delta$.

### 4.2 $\mathfrak{X}$-Duality

Fix a scheme $X$ and a commutative ring $R$. Forming the simplicial scheme $\mathfrak{X} = C(X)$ as in Definition 1.32, the remarks there show that there is a simplicial weak equivalence $\mathfrak{X} \times \mathfrak{X} \simeq \mathfrak{X}$. Hence $R_{tr}(\mathfrak{X}) \otimes R_{tr}(\mathfrak{X}) \cong R_{tr}(\mathfrak{X})$ in the triangulated category $DM$ of motives with coefficients in $R$; see [MVW, 14.1].

It is useful to introduce the notation $\varepsilon$ for the motive of $R_{tr}(\mathfrak{X})$, so we have $\varepsilon \otimes \varepsilon \cong \varepsilon$ in $DM$. For any motive $M$, we write $\varepsilon M$ for the motive $R_{tr}(\mathfrak{X}) \otimes M$, and let $DM_{gm}^{\varepsilon}$ denote the full triangulated subcategory of $DM$ generated by the objects $\varepsilon M$ with $M$ in $DM_{gm}$. The objects of $DM_{gm}^{\varepsilon}$ may be thought of as geometric motives over the simplicial scheme $\mathfrak{X}$, by Proposition 6.23 below. In this section we show that $DM_{gm}^{\varepsilon}$ is a rigid tensor category, and refer to its notion of duality as $\mathfrak{X}$-duality.

**Example 4.3.** We noted after Definition 1.32 that $\mathfrak{X} \times \mathfrak{X} \simeq \mathfrak{X}$, so $R_{tr}(\mathfrak{X}) \cong R_{tr}(\mathfrak{X})$, and $\varepsilon M \cong M$ for Chow motives of the form $M = (X, e)$. More generally, whenever $\text{Hom}(Y, X) \neq \emptyset$ we have $\mathfrak{X} \times Y \simeq Y$ and hence $\varepsilon R_{tr}(Y) \cong R_{tr}(Y)$.

If $X$ has a $k$-rational point, $\mathfrak{X} \to \text{Spec}(k)$ is a global weak equivalence and hence the augmentation $R_{tr}(\mathfrak{X}) \to R = R_{tr}(\text{Spec} k)$ is an isomorphism in $DM$; see Remark 1.32.1. In this case $\varepsilon \cong R$ in $DM$, and $DM_{gm}^{\varepsilon} \cong DM_{gm}$.

Since $\varepsilon(\varepsilon M) \cong \varepsilon M$ for all $M$ in $DM$, the triangulated functor $M \mapsto \varepsilon M$ is idempotent up to isomorphism. Hence the full subcategories $\varepsilon DM_{gm}^{\varepsilon}$, $\varepsilon DM$ and $DM_{gm}^{\varepsilon}$ on the objects $\varepsilon M$ are all tensor triangulated subcategories.
Lemma 4.4. For any effective motives $L, N$ the natural map $\varepsilon N \to N$ induces isomorphisms $\text{Hom}(\varepsilon L, \varepsilon N) \cong \text{Hom}(\varepsilon L, N)$.

Proof. Recall from 1.36 that there is a triangle $R_{\text{tr}}(X) \to R \to R_{\text{tr}}(\Sigma X)$, where $\Sigma X$ is the suspension of $X$. Applying $\varepsilon$, we have $\varepsilon R_{\text{tr}}(\Sigma X) = 0$. For every $f : \varepsilon L \to R_{\text{tr}}(\Sigma X) \otimes N$, the commutative diagram

\[
\begin{array}{ccc}
\varepsilon(\varepsilon L) & \xrightarrow{\varepsilon(f)} & \varepsilon R_{\text{tr}}(\Sigma X) \otimes N = 0 \\
\varepsilon L & \xrightarrow{f} & R_{\text{tr}}(\Sigma X) \otimes N.
\end{array}
\]

shows that $f = 0$. Hence $\text{Hom}(\varepsilon L, R_{\text{tr}}(\Sigma X) \otimes N) = 0$. Applying $\text{Hom}(\varepsilon L, \cdot)$ to the triangle $\varepsilon N \to N \to R_{\text{tr}}(\Sigma X) \otimes N$ yields the result. \qed

Corollary 4.5. We have $\text{End}_{DM}(R_{\text{tr}}(X)) = R$. For all $p, q$

\[
\text{Hom}_{DM}(R_{\text{tr}}(X), \varepsilon R(q)[p]) \cong H^{p,q}(X, R).
\]

Proof. By Lemma 4.4, $\text{End}(R_{\text{tr}}(X)) = \text{Hom}(R_{\text{tr}}(X), \varepsilon R) = \text{Hom}(R_{\text{tr}}(X), R)$, and $H^{0,0}(X, R) = R$ by Lemma 1.35. Similarly, $\text{Hom}(R_{\text{tr}}(X), \varepsilon R(q)[p]) = \text{Hom}(R_{\text{tr}}(X), R(q)[p]) = H^{p,q}(X, R)$. \qed

For any geometric motive $M$, the functor $\varepsilon N \mapsto \varepsilon R\text{Hom}(M, \varepsilon N)$ from $\varepsilon\text{DM}^e_{\text{rig}}$ to itself is right adjoint to $\varepsilon L \mapsto \varepsilon L \otimes M \cong \varepsilon L \otimes \varepsilon M$; see [MVW, 14.12]. It follows that whenever $\varepsilon M \cong \varepsilon M'$ we have $\varepsilon R\text{Hom}(M, \varepsilon N) \cong \varepsilon R\text{Hom}(M', \varepsilon N)$, and that the object $\varepsilon M$ of $\text{DM}^e_{\text{gm}}$ determines a well-defined functor $R\text{Hom}_{\varepsilon}(\varepsilon M, \cdot)$ on $\text{DM}^e_{\text{rig}}$ sending $\varepsilon N$ to $\varepsilon R\text{Hom}(M, \varepsilon N)$.

Lemma 4.6. For effective motives $L, M, N$ with $M$ geometric, the natural map $\varepsilon N \to N$ induces isomorphisms

\[
\text{Hom}(\varepsilon L, \varepsilon R\text{Hom}(M, \varepsilon N)) \cong \text{Hom}(\varepsilon L, \varepsilon R\text{Hom}(M, N)).
\]

Thus $\varepsilon R\text{Hom}(M, \varepsilon N) \cong \varepsilon R\text{Hom}(M, N)$. If $N$ is geometric this is in $\text{DM}^e_{\text{gm}}$.

Proof. Replacing $\varepsilon L = \varepsilon \otimes L$ by $\varepsilon L \otimes M \cong \varepsilon \otimes (L \otimes M)$, Lemma 4.4 implies that the natural map from $\text{Hom}(\varepsilon L \otimes M, \varepsilon N) \cong \text{Hom}(\varepsilon L, R\text{Hom}(M, \varepsilon N))$ to $\text{Hom}(\varepsilon L \otimes M, N) \cong \text{Hom}(\varepsilon L, R\text{Hom}(M, N))$ is an isomorphism. The second assertion follows from this in a standard way, taking $L$ to be $R\text{Hom}(M, \varepsilon N)$ and $R\text{Hom}(M, N)$. The final assertion follows from the observation in [MVW, 20.3] that $R\text{Hom}(M, N)$ is a geometric motive. \qed

If $M = R_{\text{tr}}(Y)$ is the motive of a smooth $Y$ and $d = \dim(Y)$ we define

\[
(\varepsilon M)^! = R\text{Hom}_{\varepsilon}(\varepsilon M, \varepsilon L^d) \otimes L^{-d} = \varepsilon R\text{Hom}(M, \varepsilon L^d) \otimes L^{-d}.
\]

By Lemma 4.4 and [MVW, 20.6], this is isomorphic to $\varepsilon(M^*)$. We may now mimick the development of [MVW, §20] to prove the following proposition.
Proposition 4.7. The tensor category $\text{DM}^e_{\text{gm}}$ is rigid. More precisely:

1. For every $M$ in $\text{DM}^e_{\text{gm}}$, $(\varepsilon M)^\dagger \cong \varepsilon (M^\ast)$, and hence $(\varepsilon M)^\dagger$ is in $\text{DM}^e_{\text{gm}}$.
   In particular, $\varepsilon^\dagger \cong \varepsilon$, because $R^\ast \cong R$.

2. $(-)^\dagger$ extends to a contravariant triangulated endo-functor on $\text{DM}^e_{\text{gm}}$. We call $M^\dagger$ the $\mathcal{X}$-dual of $M$.

3. There is a natural isomorphism $M \cong (M^\dagger)^\dagger$ in $\text{DM}^e_{\text{gm}}$.

4. There are natural isomorphisms (for $L, M, N$ in $\text{DM}^e_{\text{gm}}$)
   $\text{Hom}(L \otimes M, N) \cong \text{Hom}(L, M^\dagger \otimes N)$.

5. The internal Hom functor on $\text{DM}^e_{\text{gm}}$ is $\text{Hom}_e(M, N) = M^\dagger \otimes N$.

Not every object of $\text{DM}^e_{\text{gm}}$ will be of the form $\varepsilon L$ for some geometric motive $L$, such as the motive $A$ as the following example shows.

Example 4.8. Suppose that $A \rightarrow \varepsilon M \rightarrow \varepsilon N \rightarrow$ is a triangle in $\text{DM}^e_{\text{gm}}$ with $M, N$ geometric motives. By Proposition 4.7(2), there is an object $A^\dagger$ in $\text{DM}^e_{\text{gm}}$ fitting into a triangle:

$$\varepsilon N^\ast \xrightarrow{\mu} \varepsilon M^\ast \rightarrow A^\dagger \rightarrow \varepsilon N^\ast[1].$$

If $M$ and $N$ are invertible in $\text{DM}^e_{\text{gm}}$, it is easy to see that $\mu$ is self-dual in the sense that it equals the composite

$$\varepsilon M \cong \varepsilon M \otimes \varepsilon N^\ast \otimes \varepsilon N \xrightarrow{1_M \otimes \mu \otimes 1_N} \varepsilon M \otimes \varepsilon M^\ast \otimes \varepsilon N \cong \varepsilon N.$$

It follows that $A$ satisfies a twisted duality: $A \cong \varepsilon M \otimes A^\dagger \otimes \varepsilon N[-1]$. A special case, which will arise in Chapter 5, is a triangle $A \rightarrow R_{\text{et}}(X) \rightarrow R_{\text{tr}}(X)(q)[p] \rightarrow$ associated to an element $\mu$ of $H^{p,q}(X)$. In this case we have $A \cong A^1(q)[p-1]$.

When $\mu$ is not in the image of $\text{Hom}_e(M, N)$, $A$ cannot have the form $\varepsilon L$ for any geometric motive $L$. For example, suppose that $M = N = R = \text{Spec}(k)$, so that $\varepsilon R = \varepsilon$; if $E/k$ is a Galois field extension with group $G$ and $X = \text{Spec} E$ then $\text{Hom}_e(X, X) = R[G]$ by [MVW, 1.11], so we may take $\mu$ to be any element of $R[G]$ not in $R$.

Remark 4.9. (Tate objects) Following [Voe10b], we let $DT^e$ denote the smallest thick subcategory of $\text{DM}^e_{\text{eff}}$ generated by the objects $\varepsilon R(q)$, $q \geq 0$. This category has “slice filtrations;” $DT^e_{\geq n}$ is the thick subcategory generated by the $\varepsilon R(q)$ with $q \geq n$, and $s_{\geq n}(M) = \text{RHom}(L^n, M) \otimes L^n$ is a triangulated reflection functor from $DT^e$ to $DT^e_{\leq n}$. This will be used in Section 5.2. We refer the reader to Section 6.4 for a fuller discussion of the slice filtration. ¹

Similarly, the thick subcategory $DT^e_{\leq n}$ generated by the $\varepsilon R(q)$ with $q \leq n$ has a reflection functor $s_{\leq n}$, and the slice functor $s_n = s_{\geq n} s_{\leq n}$ takes values in

¹The notation $s_n$, used here for the slice filtration, is not related to the notation $s_n(X)$ for the characteristic numbers of $X$ in Definition 1.17 and Chapter 8.
\[ DT^*_n = DT^*_n \cap DT^*_m. \] Each \( DT^*_n \) is equivalent to \( DT^*_0 \) by the functor \( \otimes \mathbb{L}^n \), and \( DT^*_0 \) may be characterized as the abelian category of locally constant presheaves with transfers on \( \text{Sm}/X \).

Finally, the direct sum \( \oplus s_n : DT^c \to \oplus DT^c \) is a conservative functor which is multiplicative in the sense that \( s_n(M \otimes N) = \oplus_{p+q=n} s_p(M) \otimes s_q(N) \); this is proven in a more general context in Lemmas 6.17 and 6.18.

### 4.3 Rost motives

We now return to the category \( \text{DM} \). Fix a subring \( R \) of \( \mathbb{Q} \) containing \( 1/(\ell - 1)! \), such as the local ring \( \mathbb{Z}_\ell \). Let \( X \) be a Rost variety, and form \( X \) as in Definition 1.32 so that we have a canonical map \( Rtr(X) \to Rtr(X) \). Let \( M = (X,e) \) be a Chow motive with coefficients in \( \mathcal{R} \) (see Section 4.4); \( M \) is a summand of \( Rtr(X) \), and we write \( y \) or \( y_M \) for the structure map \( y : M \to Rtr(X) \). Note that the composition \( \varepsilon_y : M \to R \) is the universal map, and that \( \varepsilon M \cong M \) by 4.3.

By Proposition 4.7, \( M^1 \cong M^* \) and the \( X \)-dual of \( y \) is \( y^! = Rtr(X) \otimes (\varepsilon y)^* \) (see 4.7). Recall from Example 4.8 that \( M^\ell \cong M^* \otimes \mathbb{L}^d \), where \( d = \dim X \). We define the twisted dual \( y^D \) of \( y \) to be the composite

\[
Rtr(X) \otimes \mathbb{L}^d \xrightarrow{y^! \otimes 1_{\mathbb{L}^d}} M^1 \otimes \mathbb{L}^d \cong M^* \otimes \mathbb{L}^d \cong M^\ell. \tag{4.10}
\]

**Definition 4.11.** A **Rost motive** for \( \mathcal{R} \) (with coefficients \( R \)) is a motive \( M \), arising as a direct summand of the motive of a Rost variety \( X \) for \( \mathcal{R} \), which satisfies:

1. \( M = (X,e) \) is a symmetric Chow motive;
2. The projection \( X \to R \) factors \( X \to (X,e) \to R \), i.e., is zero on \( (X,1-e) \);
3. There is a motive \( D \) related to the structure map \( y : M \to Rtr(X) \) and its twisted dual \( y^D \) by two distinguished triangles

\[
\begin{align*}
D \otimes \mathbb{L}^b & \to M \xrightarrow{y} Rtr(X) \to, \tag{4.11a} \\
Rtr(X) \otimes \mathbb{L}^d \xrightarrow{y^D} M & \to D \to. \tag{4.11b}
\end{align*}
\]

(Recall that \( b = d/(\ell - 1) = 1 + \ell + \cdots + \ell^{n-2} \).

**Remark 4.11.1.** By Example 4.3, \( \varepsilon M \cong M \) and \( \varepsilon D \cong D \). By (4.11a), \( D \) must be isomorphic to \( Rtr(X) \otimes \tilde{M} \otimes \mathbb{L}^{-b} \), where \( \tilde{M} \) is the geometric motive defined as the fiber of the structure map \( M \to R \). Note that \( D^! = Rtr(X) \otimes \tilde{M}^* \otimes \mathbb{L}^b \).

Triangle (4.11b) is equivalent to the \( X \)-duality assertion that \( D^! \otimes \mathbb{L}^{d-b} \cong D \).

To see this, observe that by Example 4.2 and 4.4(1), the \( X \)-dual of (4.11a) is

\[
Rtr(X) \otimes \mathbb{L}^d \xrightarrow{y^D} M \to D^! \otimes \mathbb{L}^{d-b} \to.
\]
Remark 4.11.2. Markus Rost has proposed a construction of $M$ in [Ros06]. He shows that the element $\mu$ of Corollary 3.16 determines an equivalence class of symmetric Chow motives $M = (X, e)$ for any Rost variety $X$. We do not know if Rost’s $M$ satisfies the triangle condition (4.11b).

In Chapter 5, we will prove the following theorem, with coefficient ring $R$ either $\mathbb{Z}[1/(\ell - 1)!]$ or $\mathbb{Z}((\ell))$.

**Theorem 4.12.** For every Rost variety $X$ there is a Rost motive $(X, e)$.

**Examples 4.13.** (a) If $n = 2$, the Rost variety itself is a Rost motive: $M = X$ since $b = 1$ we have $D = R_o(\mathfrak{X}) \otimes \tilde{M}$. The condition (4.11b) is that $D^1 \otimes \mathcal{L} \cong D$, and is implicit in [MS82].

(b) If $n = 2$, and $X$ is a Pfister quadric, Rost showed in [Ros90] that there is a symmetric Chow motive $(X, e)$ such that over any field $F$ which has a point $x \in X(F)$ the motive $(X, e)$ is given by the correspondence $X \times_x x \times X$. This is property 4.11(i); the proof that $(X, e)$ also satisfies property 4.11(ii) is given in [Ros98]. Property 4.11(iii) is proven in [Voe03a].

**Lemma 4.14.** When $n \geq 2$, the structure map $H_{-1, -1}(M) \to H_{-1, -1}(k) \cong k^\times$ is injective for every Rost motive $M$.

**Proof.** By definition 1.24, the map $\overline{\text{Hom}}_{-1, -1}(X) \xrightarrow{\mathcal{N}} k^\times$ is an injection for any Rost variety, and $X \to \mathfrak{X}$ induces $H_{-1, -1}(\mathfrak{X}) \cong \overline{H}_{-1, -1}(X)$ by Lemma 1.34. Thus it suffices to show that the structure map $y : H_{-1, -1}(M) \to H_{-1, -1}(\mathfrak{X})$ is an injection. By triangle (4.11a), we have an exact sequence

\[
H_{-1, -1}(D \otimes \mathcal{L}^b) \to H_{-1, -1}(M) \to H_{-1, -1}(\mathfrak{X}),
\]

so it suffices to observe that $H_{-1, -1}(D \otimes \mathcal{L}^b) = \text{Hom}(R, D \otimes \mathcal{L}^b(1)[1])$ vanishes. This follows from triangle (4.11b) and the vanishing (granted by Lemma 1.33) of both $\text{Hom}(R, M(b + 1)[2b + 1])$ and $\text{Hom}(R, R_u(\mathfrak{X}) \otimes \mathcal{L}^{b+1}[1])$.

**Lemma 4.15.** When $n \geq 2$, $H^{2d+1, d+1}(D, R) = 0$.

**Proof.** Set $(p, q) = (2d + 1, d + 1)$, so that $H^{p-1, q}(\mathfrak{X} \otimes \mathcal{L}^d, R) \cong H^{0, 1}(\mathfrak{X}, R)$. From (4.11b) we get an exact sequence

\[
H^{0, 1}(\mathfrak{X}, R) \to H^{p, q}(D, R) \to H^{p, q}(M, R) \xrightarrow{y_D} H^{p, q}(\mathfrak{X} \otimes \mathcal{L}^d, R).
\]

The first group is zero by Lemma 1.35. Hence $H^{p, q}(D, R)$ is the kernel of $y_D$. Since $H^{p, q}(M, R) = \text{Hom}(M^* \otimes \mathcal{L}^d, \mathcal{L}^d(1)[1]) \cong \text{Hom}(M^*, R(1)[1])$, every element of $H^{p, q}(M, R)$ is $u^* \otimes \mathcal{L}^d$ for the dual $u^*$ of a map $u : R(-1)[-1] \to M$. We may regard $u$ as an element of $H_{-1, -1}(M) = \text{Hom}(R, M(1)[1])$. Since the given structural map $H_{-1, -1}(M) \xrightarrow{u} H_{-1, -1}(\mathfrak{X}) \subseteq H_{-1, -1}(k)$ is an injection by 4.14, $yu \neq 0$ whenever $u^* \neq 0$. The $\mathfrak{X}$-dual of $yu$ is the composition $u^*y_1$:
\[ R_{\pi_1}(X) \to M^* \to R_{\pi_1}(X)(1)[1] \to R(1)[1]. \] Tensoring with \( L^d \) yields a nonzero element of \( H^{p,q}(X \otimes L^d, R) \); by the definition of \( y^D \) it is represented by:

\[
\begin{align*}
X \otimes L^d & \xrightarrow{y^D} M' \xrightarrow{u^* \otimes L^d} R(1)[1] \otimes L^d = R(d+1)[2d+1].
\end{align*}
\]

Thus \((u^* \otimes L^d) \circ y^D\) is nonzero whenever \( u^* \neq 0 \), as desired. \( \square \)

### 4.4 Rost motives imply Hilbert 90

In this section, we will assume that a Rost variety \( X \) and a Rost motive \( M = (X, e) \) exists for \( a \), and that BL(n-1) holds. Given this, we will show that the map \( H^{n+1}_{\text{et}}(k, \mathbb{Z}(\ell)(n)) \to H^{n+1}_{\text{et}}(k(X), \mathbb{Z}(\ell)(n)) \) is an injection (see Theorem 4.20). For this, we need Propositions 3.15 and 3.17 about the Margolis homology of cohomology operations \( Q_\ell \) — which in turn depend upon Theorem 1.44, which will be established in Part III.

We will assume in this section that \( n \geq 2 \). Recall that \( b = (\ell^{n-1} - 1)/(\ell - 1) \).

**Lemma 4.16.** The map \( H^{p-2bq-b}(D, A) \cong H^{p,q}(D \otimes L^b, A) \xrightarrow{s} H^{p+1,q}(X, A) \) of triangle (4.11a) is an isomorphism if \( p > q + d \), for any \( \mathbb{Z}(\ell) \)-module \( A \).

**Proof.** The map \( s \) is from the cohomology sequence arising from triangle (4.11a):

\[ H^{p,q}(M, A) \to H^{p,q}(D \otimes L^b, A) \xrightarrow{s} H^{p+1,q}(X, A) \xrightarrow{\beta} H^{p+1,q}(M, A). \]

The second term is isomorphic to \( H^{p-2bq-b}(D, A) \) by Cancellation (see [Voe10a]). Whenever \( p > q + d \), \( H^{p,q}(X, A) \) is zero by the Vanishing Theorem [MVW, 3.6]. Since \( H^{p,q}(M, A) \) is a summand of \( H^{p,q}(X, A) \), it also vanishes in this range. \( \square \)

**Corollary 4.17.** \( H^{2b+2, b+1}(X, \mathbb{Z}(\ell)) = 0. \)

**Proof.** Since \( b\ell = b + d \), \( H^{2b+2, b+1}(X, \mathbb{Z}(\ell)) \cong H^{2d+1, d+1}(D, \mathbb{Z}(\ell)) \) by Lemma 4.16. This group vanishes by Lemma 4.15. \( \square \)

**Proposition 4.18.** Assume that BL(n-1) holds. Then \( H^{n+1,n}(X, \mathbb{Z}(\ell)) = 0. \)

**Proof.** By Proposition 3.17, which requires BL(n-1), the cohomology operation \( Q_{n-1} \cdots Q_1 \) is an injection from \( H^{n+1,n}(X, \mathbb{Z}(\ell)) \) into \( H^{2b+2, b+1}(X, \mathbb{Z}(\ell)) \). The latter group is zero by Corollary 4.17. \( \square \)

If \( F \) is any homotopy invariant presheaf with transfers, the contraction \( F_{-1} \) was defined in 2.1 so that \( F(X \times (\mathbb{A}^1 - \{0\})) = F(Y) \oplus F_{-1}(Y) \) for all \( Y \). Recall from Definition 2.39 that \( T(n) \) denotes \( \tau^{\leq n+1} \mathbb{R} \pi_*(\mathbb{Z}(\ell)n_{\alpha}) \) and \( K(n) \) denotes the cone of the canonical map \( \mathbb{Z}(\ell)n_{\alpha} \to T(n) \).

**Lemma 4.19.** If BL(n-1) holds, then for every smooth \( Y \) and every integer \( q \):

\[ H^q(Y \times (\mathbb{A}^1 - \{0\}), K(n)) \cong H^q(Y, K(n)), \text{ and } H^q(Y \otimes \mathbb{L}, K(n)) = 0. \]
Proof. (See [Voe03a, 6.12]) We have to show that \( H^*(Y, K(n))_{-1} = 0 \); see (2.2.1). By the definition of \( K(n) \), this is equivalent to showing that the map \( H^*(Y, \mathbb{Z}(n)(-1)) \to H^*(Y, T(n))_{-1} \) is an isomorphism. By Lemma 2.2, \( H^*(-, F)_{-1} \cong H^*(-, F(-1)) \) for \( F \) either \( \mathbb{Z}(\ell)(n) \) or \( T(n) \), and \( \mathbb{Z}(\ell)(n)_{-1} \cong \mathbb{Z}(\ell)(n-1)[-1] \) by Example 2.4(4). By functoriality,

\[
\pi^* \mathbb{Z}(\ell)(n-1) \cong \pi^* \mathbb{Z}(\ell)(n-1)[-1].
\]

Applying \( \tau^{\leq n+1} \mathbb{R} \pi_* \) yields \( T(n)_{-1} \cong T(n-1)[-1] \). We are reduced to seeing that the map \( \mathbb{Z}(\ell)(n-1) \to T(n-1) \) is a quasi-isomorphism. By [MVW, 13.7], it suffices to show it is a quasi-isomorphism at every field \( E \) over \( k \), i.e., that

\[
H^p(E, \mathbb{Z}(\ell)(n-1)) \to H^p(E, T(n-1)) = \begin{cases} H^p_{\text{ét}}(E, \mathbb{Z}(\ell)(n-1)), & p \leq n \\ 0, & p > n. \end{cases}
\]

is an isomorphism for all \( p \). This is trivial for \( p > n \). The assumption that \( \text{BL}(n-1) \) implies the case \( p = n \) (that \( H^0(\text{H}(n-1)) \) holds) by Lemma 1.30, and the case \( p < n \), by Lemma 1.29(c).

Remark 4.19.1. It follows from Lemma 4.19 that \( H^*(Y, K(n)) \) is a birational invariant. Voevodsky proves this in [Voe03a, Lemma 6.13].

Theorem 4.20. Assume that \( X \) is a Rost variety over \( k \) and that a Rost motive \( (X, e) \) exists. If \( \text{BL}(n-1) \) holds, then \( H^{n+1}_{\text{ét}}(k, \mathbb{Z}(\ell)(n)) \to H^{n+1}_{\text{ét}}(k(X), \mathbb{Z}(\ell)(n)) \) is an injection.

Proof. Set \( E = k(X) \), and recall that \( K(n) \) is the cone of \( \mathbb{Z}(\ell)(n) \to T(n) \). Since \( X \to \text{Spec}(k) \) factors through \( \mathfrak{X} \), \( \text{Spec}(E) \to \text{Spec}(k) \) factors through a map \( \text{Spec}(E) \to \mathfrak{X} \). This map induces a commutative diagram with exact rows, in which the lower left group \( H^{n+1}_{\text{ét}}(E, \mathbb{Z}(\ell)(n)) \) vanishes by [MVW, 3.6]:

\[
\begin{array}{ccc}
0 \leftarrow H^{n+1}_{\text{nis}}(\mathfrak{X}, \mathbb{Z}(\ell)(n)) & \to & H^{n+1}_{\text{nis}}(\mathfrak{X}, T(n)) \to H^{n+1}_{\text{nis}}(\mathfrak{X}, K(n)) \\
\downarrow & & \downarrow \\
0 = H^{n+1}_{\text{nis}}(E, \mathbb{Z}(\ell)(n)) & \to & H^{n+1}_{\text{nis}}(E, T(n)) \to H^{n+1}_{\text{nis}}(E, K(n)).
\end{array}
\]

Since \( H^{n+1}(E, T(n)) \cong H^{n+1}_{\text{ét}}(E, \mathbb{Z}(\ell)(n)) \) and (using Lemma 1.37)

\[
H^{n+1}(\mathfrak{X}, T(n)) \cong H^{n+1}_{\text{ét}}(\mathfrak{X}, \mathbb{Z}(\ell)(n)) \cong H^{n+1}_{\text{ét}}(k, \mathbb{Z}(\ell)(n)),
\]

we may identify the map \( H^{n+1}_{\text{ét}}(k, \mathbb{Z}(\ell)(n)) \to H^{n+1}_{\text{ét}}(k(X), \mathbb{Z}(\ell)(n)) \) with the middle vertical arrow. To prove that it is an injection, we will show that the right vertical is an injection. The right vertical factors as

\[
H^{n+1}(\mathfrak{X}, K(n)) \overset{\gamma}{\to} H^{n+1}(\mathfrak{X}, K(n)) \subset H^{n+1}(X, K(n)) \overset{\delta}{\to} H^{n+1}(E, K(n)).
\]

In this factorization, \( H^{n+1}(M, K(n)) \) is a summand of \( H^{n+1}(X, K(n)) \), and we argue that \( H^q(X, K(n)) \to H^q(E, K(n)) \) is an isomorphism for all \( q \). By [MVW,
13.8], the presheaves $H^q = H^q(-, K(n))$ are homotopy invariant, so by [MVW, 22.1, 22.15] the associated Zariski sheaves $\mathcal{H}^q$ are homotopy invariant presheaves with transfers. By Lemma 4.19, we have $\mathcal{H}^q_{-1} = 0$. Then [MVW, 24.11] says that each $\mathcal{H}^q$ is a constant Zariski sheaf on $X$. Therefore $H^0(X, K(n)) = H^0(X, \mathcal{H}^q)$ equals $H^q(E, K(n))$ for all integers $q$.

It suffices to show that the map $y^* : H^{n+1}(\xi, K(n)) \to H^{n+1}(M, K(n))$, induced by $y : M \to \xi$ is an injection. By (4.11a) it suffices to show that $H^n(D \otimes L^b, K(n))$ vanishes. By (4.11b) we have an exact sequence

$$H^{n-1}((X \otimes L^{b+d}, K(n)) \to H^n(D \otimes L^b, K(n)) \to H^n(M \otimes L^b, K(n)). \quad (4.20.1)$$

We are reduced to showing the outside terms vanish in (4.20.1). By Lemma 4.19, $H^n(X \otimes L^b, K(n)) = 0$; as $M$ is a summand of $X$ by 4.11(i), $H^n(M \otimes L^b, K(n)) = 0$ in (4.20.1). Lemma 4.19 also implies that (for any $m > 1$) the spectral sequence $E_1^{pq} = H^q(X \otimes L^m, K(n)) \Rightarrow H^{p+1}(\xi \otimes L^m, K(n))$ collapses, yielding $H^{n-1}(\xi \otimes L^m, K(n)) = 0$. Thus the left term in (4.20.1) also vanishes.

## 4.5 Historical notes

The proof of the Norm Residue Isomorphism Theorem for $\ell = 2$ (the Milnor Conjecture) invoked a theorem of Rost that the Pfister quadric $Q_\alpha$ had a direct summand $M = (Q_\alpha, e)$ with maps $\psi^* : L^d \to M$ related to the structure map $\psi_* : M \to \mathbb{Z}$ (see [Voe03a, 4.3]). Voevodsky showed in [Voe03a, 4.4] that this data fits into a triangle

$$M(\xi) \otimes L^d \to M \to M(\xi) \to .$$

This is the triangle (4.11a) with $D = M(\xi)$; triangle (4.11b) holds by $\xi$-duality 4.7. Note that $M$ is a twisted form of $\mathbb{Z} \otimes L^d$, because the triangle splits with $\xi_E \cong \mathbb{Z}_E$ over any extension field $E$ for which $Q_\alpha(E) \neq \emptyset$; see [Voe03a, 4.3].

This material was further developed in Voevodsky’s 2003 preprint [Voe03b]. Rost observed in [Ros06] that the existence of these triangles could be used to give another proof of [Voe03b, Lemma 6.13] (see [Voe11, (5.3–5)] for the published version). This led to the axiomatic approach to the notion of a Rost motive, developed in [Wei08]. Most of the material in this chapter is taken from [Wei08].
Chapter 5

Existence of Rost motives

In this chapter, we fix a Rost variety \( X \) for a sequence \( a \) of \( n \) units in a field \( k \) with \( 1/\ell \in k \). Under the inductive assumption that BL(n-1) holds, we will construct a Rost motive \( M = (X, e) \) with coefficients \( \mathbb{Z}/\ell \); see Theorem 5.18. Later on, in Chapter 11, we will show that a Rost variety always exists when \( k \) is \( \ell \)-special of characteristic 0. As we saw in Theorem 4.20, the existence of \( X \) and \( M \) suffices to prove Theorem 1.11, which in turn proves Theorem 1.12 and hence Theorems A and B, the main theorems of this book.

Recall that \( b = d/(\ell-1) = 1 + \ell + \cdots + \ell^{n-2} \) and that \( \mathfrak{X} \) denotes the simplicial \( \check{\text{C}}ech \) variety (or 0-coskeleton) associated to \( X \) in Definition 1.32. According to Definition 4.11, a motive \( M \) is a Rost motive associated to \( X \) if there is a map \( \lambda : R_{tr}(X) \to M \) such that the following three axioms are satisfied:

(i) \( \lambda \) expresses \( M \) as a symmetric Chow motive of the form \( (X, e) \).

(ii) The projection \( R_{tr}(X) \to R \) factors through \( \lambda \).

(iii) there is a motive \( D \), related to the structure map \( M \to R_{tr}(\mathfrak{X}) \) and the twisted dual \( y^D \) of (4.10) by two distinguished triangles:

\[
D \otimes L^b \to M \to R_{tr}(\mathfrak{X}) \to \cdots \quad R_{tr}(\mathfrak{X}) \otimes L^d \to y^D \to M \to D \to .
\]

Given any cohomology class \( z \) of \( H^{2b+1, b}(X, \mathbb{Z}/\ell) \), it is not hard to construct a motive \( M \) satisfying axioms (ii) and (iii); see Propositions 5.7 and 5.9. In order to establish axiom (i), making \( M \) a Rost motive, we need to assume that \( z \) is suitable in the sense of Definition 5.13. As pointed out in Example 5.13.1, the element \( \mu = Q(\delta) \) of Corollary 3.16 is suitable in this sense. The assumption that BL(n-1) holds is used to show that \( \delta \) exists and that \( \mu \) is nonzero. This proves that Rost motives exist whenever Rost varieties exist.

The proof that axiom (i) holds requires one result which we have postponed to Chapter 6: the proof that the function \( \phi^V \) defined in 5.10 agrees with the cohomology operation \( \beta P^b \) (Proposition 5.16 uses Corollary 6.34). This uses a recognition criterion for the cohomology operation \( \beta P^b \) which we have placed in Part III (in Theorem 15.38) because its proof requires advanced motivic
By Example 4.8, we have \( \text{triangle } z \) the morphism \( R^b \) to a morphism \( \lambda \in \text{tr} \mathcal{X} \rightarrow \text{tr} \mathcal{X} \otimes \mathbb{L}^b[1] \). Up to a non-canonical isomorphism, the morphism \( z \) determines a motive \( A \) and maps \( x, y \) in \( \text{DM}_{gm} \), fitting into a triangle

\[
R_{tr}(\mathcal{X}) \otimes \mathbb{L}^b \xrightarrow{z} A \xrightarrow{y} R_{tr}(\mathcal{X}) \xrightarrow{z} R_{tr}(\mathcal{X}) \otimes \mathbb{L}^b[1]. \tag{5.1}
\]

By Example 4.8, we have \( A \cong A^\dagger \otimes \mathbb{L}^b \). Setting \( y^D = y^\dagger \otimes \mathbb{L}^b \), the tensor product of the \( \mathcal{X} \)-dual of (5.1) with \( \mathbb{L}^b \) is the triangle:

\[
R_{tr}(\mathcal{X}) \otimes \mathbb{L}^b \xrightarrow{y^D} A^\dagger \otimes \mathbb{L}^b \xrightarrow{y^\dagger \otimes \mathbb{L}^b} R_{tr}(\mathcal{X}) \xrightarrow{z^1[1]} R_{tr}(\mathcal{X}) \otimes \mathbb{L}^b. \tag{5.2}
\]

**Lemma 5.3.** There is a map \( \lambda_1 : R_{tr}(\mathcal{X}) \rightarrow A \) such that the structure map \( \iota : R_{tr}(\mathcal{X}) \rightarrow R_{tr}(\mathcal{X}) \) factors in \( \text{DM} \) as:

\[
R_{tr}(\mathcal{X}) \xrightarrow{\lambda_1} A \xrightarrow{y} R_{tr}(\mathcal{X}).
\]

**Proof.** The group \( \text{Hom}(R_{tr}(\mathcal{X}), \mathbb{L}^b[1]) \cong H^{2b+1,b}(X, R) \) is zero by the Vanishing Theorem [MVW, 19.3]. Applying \( \text{Hom}_{\text{DM}}(R_{tr}(\mathcal{X}), -) \) to (5.1) yields the exact sequence

\[
\text{Hom}(R_{tr}(\mathcal{X}), A) \xrightarrow{y} \text{Hom}(R_{tr}(\mathcal{X}), R_{tr}(\mathcal{X})) \xrightarrow{z} \text{Hom}(R_{tr}(\mathcal{X}), \mathbb{L}^b[1]) = 0.
\]

Hence \( \iota \in \text{Hom}(R_{tr}(\mathcal{X}), R_{tr}(\mathcal{X})) \) is \( y \circ \lambda_1 \) for some \( \lambda_1 \in \text{Hom}(R_{tr}(\mathcal{X}), A) \). \( \square \)

We now present our candidates for Rost motives.

**Example 5.4.** When \( \ell = 2 \) and \( X \) is a Rost variety for \( \mathfrak{g} \), \( M = A \) is a Rost motive for \( \mathfrak{g} \) (with \( R = \mathbb{Z}(2) \)), where \( \lambda \) is the map \( \lambda_1 : R_{tr}(X) \rightarrow A \) of Lemma 5.3. To see this, note that axiom (ii) is satisfied by Lemma 5.3, and axiom (iii) is satisfied by the triangles (5.1) and (5.2), since \( b = d \). The hard part to verify is axiom (i), that \( \lambda_1 \) expresses \( A \) as a symmetric Chow motive \( (X, e) \). This will follow from Theorem 5.18, where we prove that the composition \( A \xrightarrow{\lambda_1^\dagger} R_{tr}(X) \xrightarrow{\lambda_1} A \) is an isomorphism. Here \( \lambda_1^\dagger = \lambda_1^\dagger \otimes \mathbb{L}^d \) is the twisted dual of \( \lambda_1 \) in the sense of (4.10).

For \( \ell > 2 \), when \( b \neq d \), we will show that the \((\ell-1)^{st}\) symmetric power of \( A \), \( S^{\ell-1}(A) \), is a Rost motive for \( \mathfrak{g} \) with coefficients \( R = \mathbb{Z}(\ell) \).

Recall that the symmetric power \( S^i(N) \) of a motive \( N \) is defined whenever \( i! \) is invertible in the coefficient ring \( R \). Indeed, the group ring \( R[\Sigma_n] \) of the
symmetric group $\Sigma_i$ contains the symmetrizing idempotent $e_i = \sum_{\sigma \in \Sigma_i} \sigma / i!$ and we define $S^i(N)$ to be the summand $e_i(N^\otimes i)$ of $N^\otimes i$, where $R[\Sigma_i]$ acts on $N^\otimes i$ in the evident way.

**Definition 5.5.** Given a nonzero $z \in H^{2b+1,b}(\mathcal{X}, \mathbb{Z}_{(\ell)})$, we define $M = S^{\ell-1}(A)$ and $D = S^{\ell-2}(A)$, where $A = A(z)$ is given by (5.1).

The goal of the rest of this chapter is to prove that $M$ is a Rost motive for suitable $z$. Axioms (ii) and (iii) of 4.11 are verified for $\ell > 2$ in the next section (Propositions 5.7 and 5.9), and axiom (i) is verified in Section 5.4.

## 5.2 Axioms (ii) and (iii)

Fix a ring $R$ containing $1/(\ell - 1)!$ and a smooth scheme $X$. In this section, we show that the motive $M = S^{\ell-1}(A)$ of Definition 5.5 satisfies axioms (ii) and (iii) of 4.11. It is useful to work in slightly greater generality in this section, so we fix an element $z \in H^{2p+1,q}(\mathcal{X}, R)$, where $p, q \geq 0$ are arbitrary integers. Axioms (ii) and (iii) will follow from Propositions 5.9 and 5.7 in the special case $p = q = b$.

For axiom (iii), recall that $\mathcal{X}$ denotes the simplicial scheme associated to $X$, as defined in 1.32. Setting $T = R(q)[2p]$, we may interpret an element $z \in H^{2p+1,q}(\mathcal{X}, R)$ as a morphism $R_{tr}(\mathcal{X}) \to T[1]$ in $\text{DM}_{rig}^\text{eff}$. Since $R_{tr}(\mathcal{X}) \simeq R_{tr}(\mathcal{X}) \otimes R_{tr}(\mathcal{X})$, it follows from Lemma 4.4 that $z$ lifts to a morphism $R_{tr}(\mathcal{X}) \to R_{tr}(\mathcal{X}) \otimes T[1]$. As in (5.1), $z$ determines a motive $A$ (well-defined up to non-canonical isomorphism) and maps $x, y$ which fit into a triangle

$$R_{tr}(\mathcal{X}) \otimes T \xrightarrow{x} A \xrightarrow{y} R_{tr}(\mathcal{X}) \xrightarrow{z} R_{tr}(\mathcal{X}) \otimes T[1]. \quad (5.6)$$

**Remark 5.6.1.** From equation (5.6), we can read off the slice filtration on $A$, as described in Remark 4.9. There are only two layers: the top slice, $s_0(A) = R_{tr}(\mathcal{X})$, and the bottom slice, $s_1(A) = R_{tr}(\mathcal{X}) \otimes T$.

As in Definition 5.5, our hypothesis that $(\ell - 1)!$ is invertible in $R$ implies that $S^i A = e_i(A^\otimes i)$ is defined for $i < \ell$. The inclusion $\Sigma_{i-1} \subset \Sigma_i$ allows us to talk about the idempotent $e_{i-1} \otimes 1$ of $R[\Sigma_i]$, and $(e_{i-1} \otimes 1)A^\otimes i = S^{i-1}(A) \otimes A$. Since $e_i(e_{i-1} \otimes 1) = e_i$, there is a corestriction map $S^{i-1}(A) \otimes A \to S^i(A)$. There is also a transfer map $tr: S^i(A) \to S^{i-1}(A) \otimes A$, induced by the endomorphism

$$a_1 \otimes \cdots \otimes a_i \mapsto \sum_j (\cdots \otimes \hat{a}_j \otimes \cdots) \otimes a_i$$

of $A^\otimes i$. Now $S^i(A) \cong R_{tr}(\mathcal{X}) \otimes S^i(A)$. Composing $tr$ with $1 \otimes y$, and $1 \otimes x$ with corestriction yields maps

$$u = (1 \otimes y) \circ tr: S^i(A) \to S^{i-1}(A)$$

and

$$v = \text{cores}_x(1 \otimes x): S^{i-1}(A) \otimes T \to S^i(A).$$

Since the $i^{th}$ symmetric power of $T = R(q)[2p]$ is $T^i$ (see [MVW, 15.7]), we have $S^i(R_{tr}(\mathcal{X}) \otimes T) \cong R_{tr}(\mathcal{X}) \otimes S^i(T) \cong R_{tr}(\mathcal{X}) \otimes T^i$. Thus $S^i x$ maps $R_{tr}(\mathcal{X}) \otimes T^i$ to $S^i A$. 
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Proposition 5.7. If $0 < i < \ell$ and $1/(\ell-1)! \in R$, then there exist unique morphisms $r$ and $s$ so that $(S^ix, u, r)$ and $(v, S^iy, s)$ are distinguished triangles:

(a) $R_{tr}(X) \otimes T \xrightarrow{S^i} S^i(A) \xrightarrow{u} S^{i-1}(A) \xrightarrow{r} R_{tr}(X) \otimes T[1]$.
(b) $S^{i-1}(A) \otimes T \xrightarrow{v} S^i(A) \xrightarrow{S^i y} R_{tr}(X) \xrightarrow{s} S^{i-1}(A) \otimes T[1]$.

Moreover, $u$ identifies $S^i(A)$ with the slice quotient $s_{< q i}(S^iA)$, $v$ identifies $S^i(A) \otimes T$ with the slice filtration $s_{\geq 0}(S^iA)$ and $S^iy$ identifies $R_{tr}(X)$ with $s_0(S^iA)$.

Proof. (Cf. [Voe11, 3.1].) By multiplicativity (4.9), the slice $s_n(A^\otimes i)$ of $A^\otimes i$ is the sum of the $s_n(A) \otimes \cdots \otimes s_n(A)$ with $\sum n_i = n$. Since the symmetric group acts on everything here, the slice $s_n(S^iA)$ is the symmetric part of this, viz., $R(qj)[2pj]$ if $n = qj$ for $0 \leq j \leq i$ and zero otherwise. The same is true for the slices of $S^{i-1}A$, except that $s_q S^{i-1}A = 0$. Since $R_{tr}(X) \otimes T$ is concentrated in slice filtration $q_i$, we see that $S^ix$ is an isomorphism onto $s_{qj}(S^iA)$.

By inspection of the formula for the transfer, and hence for the map $u$, we see that the morphism $s_{qj}(u)$ is multiplication by $i - j$; this is an isomorphism for $j < i$. The existence and uniqueness of $r$ now follows from Lemma 5.8 below.

Similarly, $S^iy$ is an isomorphism of $s_0(A)$ onto $R_{tr}(X)$, and $s_{qj}(v)$ is an isomorphism for $j > 0$ because by multiplicativity (4.9):

$$s_{qj}(S^{i-1}(A) \otimes R(q)[2p]) = s_{q(j-1)}(S^{i-1}A) \otimes R(q)[2p]$$

The existence and uniqueness of $s$ now follows from Lemma 5.8 below. 

The following result is due to Voevodsky [Voe10b, Lem. 5.18].

Lemma 5.8. Let $A \xrightarrow{a} B \xrightarrow{b} C$ be a sequence in $DT^c$ and $n \geq 0$ such that $A \in DT_{\geq n}$ and $C \in DT_{< n}$. If $s_i(a)$ is an isomorphism for all $i \geq n$ and $s_i(b)$ is an isomorphism for all $i < n$, then there is a unique morphism $c : C \rightarrow A[1]$ such that $A \xrightarrow{a} B \xrightarrow{b} C \xrightarrow{c} A[1]$ is a distinguished triangle, and identifies $A$ and $C$ with $s_{\geq n} B$ and $s_{< n} B$, respectively.

Proof. Choose a distinguished triangle $A \xrightarrow{a} B \xrightarrow{b} C' \xrightarrow{c} A[1]$. The composition $ba$ is zero for weight reasons. Hence $b$ factors through a morphism $\phi : C' \rightarrow C$. The hypotheses imply that $s_i(\phi)$ is an isomorphism for all $i$; as the slice functor is conservative (Remark 4.9), this implies that $\phi$ is an isomorphism. Letting $c$ be the composite of $\phi^{-1}$ and $C' \rightarrow A[1]$ yields the triangle $(a, b, c)$.

If $(a, b, c')$ is a second triangle on $(A, B, C)$ then there is an $f : C \rightarrow C$ so that $(1, 1, f)$ is a morphism from the first to the second triangle. Since $s_{< n}(b)$ is an isomorphism, it follows that $f = s_{< n}(f)$ is the identity of $C$ and hence that $c = c'$. The final assertion follows since $s_{\geq n} C = 0$ and $s_{< n} A = 0$ by conservativity of the slice functors (see 4.9).

Now set $p = q = b$. For any $z$, the distinguished triangles of axiom (iii) exist with $D = S^i-2A$, by Proposition 5.7. Next, we show that $M = S^{\ell-1}A$ also satisfies axiom (ii).
Proposition 5.9. If $1/(\ell-1)! \in R$, there are maps $\lambda : R_{tr}(X) \to S^{\ell-1}(A)$ such that the inclusion $\iota : R_{tr}(X) \to R_{tr}(X)$ factors in $\text{DM}$ as:

$$R_{tr}(X) \xrightarrow{\lambda} S^{\ell-1}(A) \xrightarrow{\delta} R_{tr}(X).$$

In fact, $\iota$ factors as $R_{tr}(X) \xrightarrow{\lambda} S^{\ell-1}(A) \xrightarrow{\iota} A \xrightarrow{\iota} R_{tr}(X)$.

Proof. We saw in Lemma 5.3 that $\iota$ factors through a map $\lambda_1 : R_{tr}(X) \to A$. By induction on $i < \ell$, $\iota$ factors through a map $\lambda_{i-1} : R_{tr}(X) \to S^{i-1}(A)$. Applying $\text{Hom}_{DM}(R_{tr}(X),-)$ to the triangle 5.7(a) yields exact sequences

$$\text{Hom}(R_{tr}(X), S^i(A)) \xrightarrow{\iota} \text{Hom}(R_{tr}(X), S^{i-1}(A)) \xrightarrow{\lambda} \text{Hom}(R_{tr}(X), X \otimes T^i[1]).$$

The group on the right is $H^{2p+1,q_i}(X, \mathbb{Z})$, which is zero for $p = q$ (see [MVW, 19.3]), so $\lambda_{i-1}$ lifts to a map $\lambda_i : R_{tr}(X) \to S^i(A)$ with $\lambda_{i-1} = \lambda_i$. By the construction of $\lambda$, $\lambda^\iota = \iota S^i \lambda : S^i(A) \to R_{tr}(X)$. \square

We end this section by defining a function $\phi^V$ from $H^{2p+1,q_i}(X, R)$ to $H^{2p \ell+2,q\ell}(X, R)$ for every $p,q \geq 0$; we will use $\phi^V$ in Section 5.4 when $p = q = b = d/(\ell-1)$. Later, in Chapter 6, we will extend $\phi^V$ to a cohomology operation $H^{2p+1,q}(-, R) \to H^{2p \ell+2,q\ell}(-, R)$.

Definition 5.10. Suppose that $1/(\ell-1)! \in R$. Then the function

$$\phi^V : H^{2p+1,q_i}(X, R) \to H^{2p \ell+2,q\ell}(X, R)$$

is defined as follows. Given $z \in H^{2p+1,q_i}(X, R)$, form $A$ as in (5.6), and $r, s$ as in Proposition 5.7. The composition of $s$ and $r \otimes 1$ yields a map (for $i = \ell - 1$)

$$\phi^V(z) : R_{tr}(X) \xrightarrow{\iota} S^{\ell-2}(A) \otimes T^i[1] \xrightarrow{\iota \otimes 1} R_{tr}(X) \otimes T^i[2] \to T^i[2]$$

i.e., an element of $H^{2p \ell+2,q\ell}(X, R)$.

Remark 5.10.1. Since the construction of $A$ and (5.6) is natural in $X$ and $z$, so are the triangles in Proposition 5.7. It follows that if $f : Y \to X$ is a morphism of smooth schemes then $f^*(\phi^V(z)) = \phi^V(f^*z)$. This shows that the $\phi^V$ of Definition 5.10 is natural in the pair $(X, z)$. The proof that it is the restriction of a natural transformation, i.e., a cohomology operation in the sense of Definition 13.1, is given in Proposition 6.28 and Remark 6.27.1 of Chapter 6.

5.3 End(M) is a local ring

When $R = \mathbb{Z}_{(\ell)}$ and $X$ is smooth, any $z \in H^{2p+1,q_i}(X, R)$ determines a motive $A$ by the triangle (5.6). In this section we show that if $z$ is nonzero modulo $\ell$ then the endomorphism rings $\text{End}(S^i A)$ are local rings for $i < \ell$. We will need this in the proof of Theorem 5.18.

\footnote{Compare with (5.6) and 5.11 of [Voe11].}
Lemma 5.11. If $R = \mathbb{Z}(\ell)$ and $z$ is nonzero modulo $\ell$, then $\text{End}(A)$ is a local ring, and its maximal ideal is the kernel of $\text{End}(A) \twoheadrightarrow \mathbb{Z}(\ell) \rightarrow \mathbb{Z}/\ell$.

Proof. Recall that there are natural isomorphisms $\text{End}(R_{\text{tr}}(\mathfrak{x})) \cong \mathbb{Z}(\ell)$ and $\text{End}(R_{\text{tr}}(\mathfrak{x}) \otimes T) \cong \mathbb{Z}(\ell)$ by Corollary 4.5, where $T = R(q)[2p]$. Hence any endomorphism $h$ of $A$ determines numbers $c_0 = s_0(h) \in \mathbb{Z}(\ell)$ and $c_1 = s_q(h)$ in $\text{End}(R_{\text{tr}}(\mathfrak{x}) \otimes T) \cong \mathbb{Z}(\ell)$ and a morphism of triangles (where, by abuse of notation, we write $\mathfrak{x}$ for $R_{\text{tr}}(\mathfrak{x}))$:

$$\begin{array}{ccc}
\mathfrak{x}[-1] & \longrightarrow & \mathfrak{x} \otimes T \\
c_0 & \downarrow & c_1 \\
\mathfrak{x}[-1] & \longrightarrow & \mathfrak{x} \otimes T
\end{array}$$

Since $z$ is nonzero modulo $\ell$, and $zc_0 = c_1z$, we see that $c_0 \equiv c_1 \pmod{\ell}$. Let $J$ be the kernel of $\text{End}(A) \rightarrow \mathbb{Z}/\ell$; if $h \in 1 + J$ then $c_0 \equiv c_1 \equiv 1 \pmod{\ell}$, and $h$ is an isomorphism by the 5-lemma. It follows that $\text{End}(A)$ is a local ring.

Recall from Proposition 5.7 that the top slice of $S^i A$ is $s_0(S^i A) = R_{\text{tr}}(\mathfrak{x})$. Since $s_0$ is a functor, this gives a natural ring homomorphism $s_0 : \text{End}(S^i A) \rightarrow \text{End}(R_{\text{tr}}(\mathfrak{x})) = \mathbb{Z}(\ell)$.

Proposition 5.12. When $R = \mathbb{Z}(\ell)$, $z$ is nonzero modulo $\ell$ and $1 \leq i < \ell$, the ring $\text{End}(S^i A)$ is a local ring; its maximal ideal is the kernel of the natural surjection $\text{End}(S^i A) \twoheadrightarrow \mathbb{Z}(\ell) \rightarrow \mathbb{Z}/\ell$.

Thus a map $h \in \text{End}(S^i A)$ is an isomorphism if and only if $c = s_0(h) \in \mathbb{Z}(\ell)$ is not congruent to zero modulo $\ell$.

Proof. Again, we use the slice filtration (see 4.9) and induction on $i$, the case $i = 1$ being Lemma 5.11. By Proposition 5.7(a), the endomorphism $h$ induces an endomorphism $h' = s_{<0}(h)$ on $S^{i-1} A$, and $\text{End}(S^i A) \rightarrow \mathbb{Z}(\ell)$ factors through $\text{End}(S^{i-1} A) \rightarrow \mathbb{Z}(\ell)$. By Proposition 5.7(b), $h$ induces an endomorphism $s_0 h$ on $s_{>0}(S^i A)$, which is identified with $S^{i-1}(A) \otimes T$ via $v$. Moreover, the isomorphism $\text{End}(S^{i-1} A \otimes T) \cong \text{End}(S^{i-1} A)$ identifies $s_{>0} h$ with an endomorphism $h''$ of $S^{i-1} A$ and the slice $s_0 : \text{End}(S^{i-1} A \otimes T) \rightarrow \text{End}(T) \cong \mathbb{Z}(\ell)$ of $h$ with the augmentation $s_0(h'')$ of $h''$.

Therefore if $s_0(h) \equiv 1 \pmod{\ell}$ the map $h'$ is an isomorphism by induction, and $s_{>0} h$ is an isomorphism for every $j < i$. In particular, the augmentation $s_q(h)$ and hence the augmentation of $h''$ is an isomorphism. Since $\text{End}(S^{i-1} A)$ is a local ring by induction, it follows that the slices $s_{>0} h$ are isomorphisms for every $j > 1$. Because the slice functor is conservative (Remark 4.9), $h$ is an isomorphism. Since every $h$ of augmentation 1 is an isomorphism, $\text{End}(S^i A)$ is a local ring.

Remark 5.12.1. As in the proof of Lemma 5.11, it is easy to show by induction that the slices of an endomorphism $h$ have degrees which are all congruent modulo $\ell$.

\[\square\]
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Rost motives

5.4 Existence of a Rost motive

In this section, we will show that if \( z \) is chosen suitably in the sense of Definition 5.13 and \( R = \mathbb{Z}_\ell (\ell) \), then \( \lambda : R_{\text{tr}}(X) \to M \) splits in such a way that \( M = S^{\ell-1}(A) \) is a symmetric Chow motive of the form \((X, e)\). This verifies the final axiom 4.11(i), proving that \( M \) is a Rost motive whenever \( X \) is a Rost variety.

In this section, \( X \) is a smooth projective variety of dimension \( d = \ell^{n-1} - 1 \), \( b = (\ell^{n-1} - 1)/(\ell - 1) \), and \( X \) is the 0-coskeleton of \( X \) (see 1.32). We will use the motivic cohomology operations \( Q_i \) on \( H^{**}(-, \mathbb{Z}_\ell / \ell) \) described in 1.43. One result, Corollary 6.34, is postponed to Chapter 6 in order to not interrupt the flow of this section.

**Definition 5.13.** Suppose that BL(n-1) holds. If \( X \) splits \( a \) and \( \delta \) is the lift of \( a \) given by Lemma 3.13, then the element \( \mu = \beta Q_1 \cdots Q_{n-2}(\delta) \) is suitable, because \( Q_{n-1}(\mu) \neq 0 \) by Corollary 3.16.

The mod-\( \ell \) reduction \( \tilde{\mu} \) of any suitable \( \mu \) in \( H^{2b+1, b}(X, \mathbb{Z}_\ell (\ell)) \) satisfies the hypotheses of the following lemma.

**Lemma 5.14.** Let \( \tilde{\mu} \in H^{2b+1, b}(X, \mathbb{Z}_\ell (\ell)) \) be such that \( Q_i(\tilde{\mu}) = 0 \) for \( 0 \leq i \leq n-2 \). Then \( \beta P^b(\tilde{\mu}) = (-1)^{n-1} Q_{n-1}(\tilde{\mu}) \).

**Proof.** Recall that \( b = (\ell^{n-1} - 1)/(\ell - 1) \). If \( \ell \neq 2 \) then by 13.12 we have

\[
\beta P^b(\tilde{\mu}) = \sum_{i=0}^{n-1} (-1)^i P^{b-(\ell^i-1)/(\ell-1)} Q_i(\tilde{\mu}).
\]

If \( \ell = 2 \) we have the same formula, by induction applied to Corollary 13.14. By hypothesis, all terms on the right vanish except the term for \( i = n - 1 \), which is \((-1)^{n-1} Q_{n-1}(\tilde{\mu})\) because \( P^0 x = x \) by Axiom 13.6.1. \( \square \)

Our next proposition uses the fundamental class \( \tau \) of \( X \). To define it, recall that by motivic duality ([MVW, 20.11]) we have \( R_{\text{tr}}(X) \cong R_{\text{tr}}(X)^* \otimes \mathbb{L}^d \). Hence

\[
\text{Hom}(\mathbb{L}^d, R_{\text{tr}}(X)) \cong \text{Hom}(\mathbb{L}^d, R_{\text{tr}}(X)^* \otimes \mathbb{L}^d) \cong \text{Hom}(R_{\text{tr}}(X), R) \cong H^0(X, R).
\]

Note that motivic duality holds when \( \text{char}(k) = p \) and \( 1/p \in R \), even if \( k \) does not admit resolution of singularities, by [Kel13, 5.5.14].

**Definition 5.15.** The fundamental class \( \tau : \mathbb{L}^d \to R_{\text{tr}}(X) \) is defined to be the map corresponding to \( 1 \in H^0(X, R) \). Since \( R_{\text{tr}}(X) \otimes R_{\text{tr}}(X) \cong R_{\text{tr}}(X) \), the class \( \tau \) determines a map from \( R_{\text{tr}}(X) \otimes \mathbb{L}^d \) to \( R_{\text{tr}}(X) \).
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We now use Corollary 6.34, that $\phi V = \beta P^b$ when $R = \mathbb{Z}/\ell$.

**Proposition 5.16.** Let $z \in H^{2k+1,b}(X, R)$, $R = \mathbb{Z}/\ell$, be such that $Q_{n-1}(z) \neq 0$ and $Q_i(z) = 0$ for $0 \leq i \leq n - 2$. If $s_d(X) \neq 0 \pmod{\ell^2}$, the composition

$$R_{tr}(X) \otimes L^d \xrightarrow{\lambda} R_{tr}(X) \xrightarrow{\lambda} S^{\ell-1}(A)$$

is non-zero, where $\lambda$ is given by Proposition 5.9.

**Proof.** By Proposition 5.9, the structure map of $R_{tr}(X)$ factors as $S^{\ell-1}y \circ \lambda$. Since $s_d(X) \neq 0 \pmod{\ell^2}$, the Motivic Degree Theorem 13.25 states that $\lambda \tau : X \otimes L^d \rightarrow S^{\ell-1}(A)$ is nonzero, provided there is a nonzero $\alpha \in H^{b+2,2b}(X, \mathbb{Z}/\ell)$ such that $Q_{n-1}(\alpha) = 0$ and $(S^{\ell-1}y)^*(\alpha) = 0$ in $H^{b+2,2b}(S^{\ell-1}(A), \mathbb{Z}/\ell)$.

By assumption, the element $\alpha = (-1)^{n-1}Q_{n-1}(z)$ of $H^{b+2,2b}(X, \mathbb{Z}/\ell)$ is nonzero, and $Q_{n-1}(\alpha) = 0$ because $Q^2_{n-1} = 0$. We are reduced to showing that $(S^{\ell-1}y)^*(\alpha) = 0$.

By Lemma 5.14, $\alpha = \beta P^b(z)$; by Corollary 6.34, $\phi V(z) = \beta P^b(z)$. By the definition of $\phi V$ in 5.10, $(S^{\ell-1}y)^*\phi V(z)$ is the composite $(r \otimes 1) \circ s \circ S^{\ell-1}y$, and is zero because $s \circ S^{\ell-1}y = 0$ by 5.7(b). \qed

Regarding $z : R_{tr}(X) \rightarrow R_{tr}(X) \otimes L^b[1]$ as a map between Tate objects, it is self-dual (by Example 4.8, $z^D = z^\dagger \otimes L^b$ under the identification of $R_{tr}(X)$ with $R_{tr}(X)^\dagger$). It follows that $A \cong A^\dagger \otimes L^b$. Since $S^i(M^\dagger) \cong (S^iM)^\dagger$ for every $M$ we also have $S^i(A) \cong S^i(A)^\dagger \otimes L^b$. (See Proposition 4.7(2).)

**Definition 5.17.** Assume that $1/((\ell - 1)! \in R$. For the map $\lambda$ of Proposition 5.9, we write $\lambda^D$ for the dual map

$$\lambda^D : S^{\ell-1}(A)^\dagger \cong S^{\ell-1}(A)^\dagger \otimes L^d \xrightarrow{\lambda^D} R_{tr}(X)^\dagger \otimes L^d \cong R_{tr}(X).$$

**Theorem 5.18.** Set $R = \mathbb{Z}/\ell$. Suppose that $z \in H^{2k+1,b}(X, \mathbb{Z}/\ell)$ is suitable in the sense of Definition 5.13. If $s_d(X) \neq 0 \pmod{\ell^2}$, then: the composition $\lambda \circ \lambda^D$ is an isomorphism on $S^{\ell-1}(A)$; there is a unit $c \in R$ so that $\lambda \tau = c \cdot S^{\ell-1}x$; and the following diagram commutes:

$$
\begin{array}{ccc}
S^{\ell-1}(A) & \xrightarrow{\lambda \circ \lambda^D} & S^{\ell-1}(A) \\
S^{\ell-1}y \downarrow & & \downarrow S^{\ell-1}y \\
R_{tr}(X) & \xrightarrow{c} & R_{tr}(X).
\end{array}
$$

In particular, $S^{\ell-1}(A)$ is a direct summand of $R_{tr}(X)$, i.e., a Chow motive.

---

3Compare to Proposition 5.12 of [Voe11].
Proof. By Proposition 5.7, $S^{\ell-1}y$ is the natural projection onto the top slice, $R_{\ell}(X)$. We saw in Corollary 4.5 that $\text{End}(R_{\ell}(X)) = R$, so the diagram always commutes when $c \in R$ is the top slice of $\lambda \circ \lambda^D$. By Proposition 5.12, $\text{End}(M)$ is a local ring and the top slice $\text{End}(M) \to R$ is a local homomorphism. Thus $c$ is a unit of $R$ if and only if $u = \lambda \circ \lambda^D$ is an isomorphism, in which case $e = \lambda^D \circ u^{-1} \circ \lambda$ is an idempotent element of $\text{End}(R_{\ell}(X))$ and $S^{\ell-1}(A) = e R_{\ell}(X)$ is a direct summand of $R_{\ell}(X)$. Therefore it suffices to prove that $c \not\equiv 0 \pmod{\ell}$.

Let us abbreviate $R_{\ell}(X)$ by $X$. By 4.5 and 4.7, $\text{Hom}(X \otimes L', X) = 0$ for all $r > 0$. Using the exact sequences of 5.7(b),

$$\text{Hom}(X \otimes L', S^{\ell-1}A \otimes L^b) \xrightarrow{\lambda} \text{Hom}(X \otimes L', S^iA) \xrightarrow{\lambda^D} \text{Hom}(X \otimes L', X) = 0,$$

it follows by induction on $i \geq 0$, $i < \ell$, that $\text{Hom}(X \otimes L', S^iA) = 0$ for $r > qi$. From triangle 5.7(a) we have an exact sequence

$$\text{Hom}(X \otimes L^d, X \otimes L^d) \xrightarrow{S^{\ell-1}x} \text{Hom}(X \otimes L^d, S^{\ell-1}A) \xrightarrow{u} \text{Hom}(X \otimes L^d, S^{\ell-2}A) = 0.$$

Since $d > (\ell - 2)b$, the last term is zero. Hence the composite $\lambda r$ lifts to an element $C$ of $R \cong \text{Hom}(X \otimes L^d, X \otimes L^d)$. Since $\lambda r \not\equiv 0 \pmod{\ell}$ by 5.16, $C \not\equiv 0 \pmod{\ell}$. That is, $(S^{\ell-1}x) \circ C = \lambda r$.

Dualizing $\lambda r = (S^{\ell-1}x)C$ yields the left square in the following diagram, since $S^{\ell-1}y$ is dual to $S^{\ell-1}x$ and $\iota$ is dual to $\tau$: $X \otimes L^d \to R_{\ell}(X)$, so $\iota \circ \lambda^D$ is dual to $\lambda r$.

The right triangle commutes by Proposition 5.9. Thus $C$ is the top slice of $\lambda \circ \lambda^D$, i.e., $C = c$. \[\square\]

Corollary 5.19. If $z \in H^{2b+1,1}(X, \mathbb{Z}_p)$ is suitable and $s_d(X) \not\equiv 0 \pmod{\ell^2}$, then $M = S^{\ell-1}(A)$ is a symmetric Chow motive.

Proof. Setting $e = c^{-1} \lambda^D \circ \lambda$, Theorem 5.18 shows that $S^{\ell-1}(A) \cong (X, e)$ is a Chow motive. By Example 4.2, its transpose $(X, e')$ is defined by

$$\lambda^t = \lambda^* \otimes L^d: S^{\ell-1}(A) \cong S^{\ell-1}(A)^* \otimes L^d \to X.$$

Via $\text{Hom}(S^{\ell-1}(A), R_{\ell}(X)) \cong \text{Hom}(S^{\ell-1}(A), R_{\ell}(X))$, we may identify $\lambda^D$ and $\lambda^t$. Since $e = c^{-1} \lambda^D \circ \lambda$, we have $e = e'$. That is, $S^{\ell-1}(A) = (X, e)$ is a symmetric Chow motive in the sense of Definition 4.1. \[\square\]
Corollary 5.20. Suppose that $R = \mathbb{Z}(\ell)$, and $X$ is a Rost variety for $a$. When $z = \mu$, the maps $\lambda$ and $\lambda^t$ make the direct summand $M = S^{\ell-1}(A)$ of $R_{tr}(X)$ into a symmetric Chow motive, i.e., the following composition is an isomorphism:

$$M \cong M^* \otimes \mathbb{L}^d \xrightarrow{\lambda^t} R_{tr}(X)^* \otimes \mathbb{L}^d \cong R_{tr}(X) \xrightarrow{\lambda} M.$$ 

Hence $M$ is a Rost motive for $a$.

Proof. By Example 5.13.1, $\mu$ satisfies the hypothesis of Theorem 5.18. The corollary is just a restatement of Theorem 5.18 in the form of property 4.11(i). Since we have already seen that properties 4.11(ii-iii) hold for $M$, by 5.7 and 5.9, $M$ is a Rost motive for $a$, as claimed. \qed

5.5 Historical notes

When $\ell = 2$, the Pfister quadric $X$ associated to $a$ is a Rost variety, and it was Rost who constructed a symmetric Chow motive $M = (X, e)$ in this case, around 1990; see [Ros90] and [Ros98c]. This is the eponymous Rost motive.

Voevodsky’s 1996 proof of the Milnor Conjecture (the case $\ell = 2$) centered around the observation that Rost’s motive fits into the motivic triangle (5.1) in [Voe03a, Thm. 4.4].

Voevodsky’s 2003 preprint [Voe03b], announced in 1998, contained the construction of the Rost motive as presented in this chapter, as well as our next chapter which proves that the $\phi^V$ we define in 5.10 is a cohomology operation. We will prove in Part III below that $\phi^V$ equals $\beta P^h$; the original proof in the 2003 preprint [Voe03b] had a gap which was patched in 2007, and finally published in [Voe11]. We have followed the presentation in [Wei09].
Chapter 6

Motives over $S$

The purpose of this chapter is to show that the operation $\phi^V$ of Definition 5.10 extends to a cohomology operation over $k$, and that it satisfies the recognition criterion of Theorem 15.38, so that $\phi^V$ must be $\beta P^h$ (see Corollary 6.34).

Our construction of the cohomology operation utilizes the machinery of motives over a simplicial noetherian scheme, which is presented in Sections 6.1–6.3, and the slice filtration in Section 6.4.

This chapter is independent of Chapter 5, but does use the duality material of Chapter 4 (Section 4.2) and the symmetric powers $S^i(N)$ of a motive $N$, defined just before 5.5.

6.1 Motives over a scheme

In this section, we summarize the basic theory of motives over a scheme $S$, following [MVW] and [SV00b]. Other approaches to this theory are given in [Ayo07] and [CD13].

If $S$ is a noetherian scheme, there is a tensor triangulated category $\text{DM}_{\text{eff}}(S)$. It may be constructed by replacing $\text{Spec}(k)$ by $S$, using the finite correspondences described in Appendix 1A of [MVW], and also in [SV00b].

In more detail, we begin with the category $\text{Sm}/S$ of smooth schemes over $S$. An elementary correspondence $W$ from $X$ to $Y$ is an irreducible closed subset of $X \times_S Y$ whose associated integral scheme is finite and surjective over a component of $X$. Elements of the free abelian group generated by the elementary correspondences from $X$ to $Y$ are called cycles; a cycle is called a finite correspondence if it is a “universally integral relative cycle.” (See loc. cit.) If $S$ is regular, every cycle is a finite correspondence; see [SV00b, 3.3.15, 3.4.8].

The set $\text{Cor}_S(X, Y)$ of all finite correspondences from $X$ to $Y$ is a subgroup of the group of all cycles. These sets form the morphisms of an additive category $\text{Cor}_S$ whose objects are the smooth schemes over $S$; composition of finite correspondences is explained in [MVW, 1A.11].

Presheaves with transfers over $S$ (with coefficients in a fixed ring $R$) are
Motives over $S$.

just additive contravariant functors from $\text{Cor}_S$ to $R$-modules. They form the objects of an abelian category $\text{PST}(S)$, morphisms being natural transformations. If $Y$ is a smooth scheme over $S$, we write $R_{tr}(Y/S)$ for the associated representable presheaf with transfers. As in Lecture 8 of [MVW], the $R_{tr}(Y/S)$ are projective objects (and every projective is a direct summand of a direct sum of representables) so we can use resolutions to construct a right exact tensor product $\otimes^{tr}$ on $\text{PST}(S)$ with unit $R_{tr}(S/S)$ determined by the formula

$$R_{tr}(X/S) \otimes^{tr} R_{tr}(Y/S) = R_{tr}(X \times_S Y/S),$$

as well as a total tensor product $\otimes^{tr}_L$ on the derived category $D^-(\text{PST}(S))$ making it into a tensor triangulated category.

Sheafifying for the Nisnevich topology is compatible with $\otimes^{tr}_L$, and makes the associated derived category $D^\text{ntr}_{\text{nis}}$ of Nisnevich sheaves with transfers over $S$ into a tensor triangulated category, as in [MVW, 14.2]. Form the smallest thick subcategory $E$ of $D^\text{ntr}$, closed under direct sums and containing the cone of every projection $R_{tr}(X \times \mathbb{A}^1) \to R_{tr}(X)$; maps whose cone is in $E$ are called $\mathbb{A}^1$-weak equivalences. The triangulated category $\text{DM}_{\text{nis}}^{\text{eff}}(S)$ is defined to be the localization of $D^\text{ntr}_{\text{nis}}$ at the class of $\mathbb{A}^1$-weak equivalences, or equivalently, the Verdier quotient $D^\text{ntr}_{\text{nis}}/E$. By the argument of [MVW, 9.6], $\text{DM}_{\text{nis}}^{\text{eff}}(S)$ is a tensor triangulated category.

If $f : S \to T$ is a morphism of schemes, the pullback $\text{Sm}/T \to \text{Sm}/S$ induces a pullback $\text{Cor}_T \to \text{Cor}_S$ and therefore adjoint functors

$$\text{PST}(T) \xrightarrow{f^*} \text{PST}(S).$$

By inspection, $f_*F(U) = F(U \times_T S)$ is exact and induces a functor between the derived categories. The inverse image functor $f^*$ is right exact and (strongly) monoidal in the sense that $f^*(F \otimes^{tr}_L G) \cong f^*(F) \otimes^{tr} f^*(G)$. If $Y$ is in $\text{Sm}/T$ then $f^*R_{tr}(Y/T) \cong R_{tr}(f^*(Y \times_T S/S))$ because for each $X$ in $\text{Sm}/S$ we have $\text{Cor}_S(X, Y \times_T S) \cong \text{Cor}_T(X, Y)$. Using projective resolutions, $f^*$ has a total left derived functor $Lf^*$ which is left adjoint to $f_*$.

Remark 6.2. If $f : S \to T$ is smooth, then $f^* : \text{PST}(T) \to \text{PST}(S)$ is exact, with $(f^*G)(X) = G(X)$. This is because we may regard any $X$ in $\text{Sm}/S$ as smooth over $T$. It follows that $f^*$ has a left adjoint $f_#$, satisfying $f_#R_{tr}(X/S) = R_{tr}(X/T)$. This formula determines the right exact functor $f_#$ because every object has a projective resolution.

### 6.2 Motives over a simplicial scheme

If $S_*$ is a simplicial noetherian scheme, there is also a tensor triangulated category $\text{DM}_{\text{nis}}^{\text{eff}}(S_*)$ of motives over $S_*$. In order to construct it, we make a few judicious modifications to the template of Section 6.1; further details may be
found in [Voe10b]. This theory will be used in order to construct the cohomology operations $\phi_i$ and $\phi^V$ in Sections 6.6 and 6.7.

We first form the category $\mathbf{Sm}/S_\bullet$. The class of objects of $\mathbf{Sm}/S_\bullet$ is the disjoint union of the objects of the $\mathbf{Sm}/S_i$: a morphism from $X \to S_i$ to $Y \to S_j$ is a compatible pair of morphisms $(X \to Y, S_i \to S_j)$. Thus $\mathbf{Sm}/S_\bullet$ is fibered over the simplicial category. We will not need to introduce a category $\mathbf{Cor}_{S_\bullet}$.

**Definition 6.3.** A presheaf with transfers over $S_\bullet$ (with coefficients in $R$) is a collection $\{F_i\}_{i \geq 0}$ of presheaves with transfers $F_i$ over $S_i$ together with bonding maps $\alpha^*(F_j) \to F_i$ in $\mathbf{PST}(S_j)$ for every simplicial map $\alpha : [j] \to [i]$ (where $\alpha : S_i \to S_j$ is the simplicial structure map), natural in $\alpha$ and such that $\alpha^*$ is the identity map when $\alpha$ is.

We write $R$ (or $R_{S_\bullet}$) for the distinguished presheaf with transfers with $F_i = R_{tr}(S_i/S_i)$. For $Y$ in $\mathbf{Sm}/S_i$, we write $R_{tr}(Y,j)$ for the representable presheaf with transfers over $S_\bullet$ corresponding to $Y$, i.e., $X \mapsto \text{Hom}_{\mathbf{Sm}/S_\bullet}(X,Y)$.

As before, $\mathbf{PST}(S_\bullet)$ is an abelian category with enough projectives, projective objects being the same thing as summands of direct sums of representable presheaves with transfers. It is also a symmetric monoidal category with the termwise tensor product $\{F_i\} \otimes^{tr} \{G_i\} = \{F_i \otimes^{tr}_{S_i} G_i\}$ of Section 6.1; the unit is $R$.

We will say that a presheaf with transfers $\{F_i\}$ is termwise projective if each $F_i$ is a projective object in $\mathbf{PST}(S_i)$. Clearly $R$ is termwise projective, and each representable object $R_{tr}(Y,i)$ is termwise projective because

$$R_{tr}(Y,i) = \otimes_{i \leq j \leq i} R_{tr}(S_j \times Y).$$

**Lemma 6.4.** If $F \to F'$ is a quasi-isomorphism of complexes of termwise projectives in $\mathbf{PST}(S_\bullet)$, then the map $F \otimes^{tr} G \to F' \otimes^{tr} G$ is a quasi-isomorphism for every $G$ in $\mathbf{PST}(S_\bullet)$.

**Proof.** By hypothesis, each $F_i \to F'_i$ is a quasi-isomorphism of projective objects in $\mathbf{PST}(S_i)$, so $F_i \otimes^{tr}_{S_i} G_i \simeq F'_i \otimes^{tr}_{S_i} G_i$. $\square$

Again following [MVW, Lect. 8], $\mathbf{D}^-(\mathbf{PST}(S_\bullet))$ is a tensor triangulated category whose total tensor product $\otimes^I$ is formed using projective resolutions, or even termwise projective resolutions. In particular, $R$ is the unit object for $\otimes^I$. Sheafifying makes the triangulated category $\mathbf{D}^\mathrm{nis}$ of Nisnevich sheaves with transfers into a tensor triangulated category.

The unit $R$ is not representable in general. To form a projective resolution of $R$, we begin with the canonical map $R_{tr}(S_0,0) \to R$. Consider the simplicial object in $\mathbf{PST}(S_\bullet)$ which is $R_{tr}(S_i, i)$ in degree $i$, and let $\Lambda_\bullet$ denote the associated normalized chain complex: $\cdots \to R_{tr}(S_1,1) \to R_{tr}(S_0,0) \to 0$.

**Lemma 6.5.** $\Lambda_\bullet \to R$ is a projective resolution.

**Proof.** By construction, each $\Lambda_\bullet$ is projective. Evaluating $\Lambda_\bullet$ at $S_i \in \mathbf{Sm}/S_i$ yields the normalized chain complex associated to the simplicial abelian group
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Lemma 6.4, the tensor product of $c$.

Proof. It suffices to consider the case when $F = R_{\text{tr}}(X)$ for $X$ in $\text{Sm}/k$. By Lemma 6.4, the tensor product of $c^*F$ with the quasi-isomorphism $\Lambda_\ast \simrightarrow R$

Let $E(S_\ast)$ denote the smallest thick subcategory of $D^-_{\text{nis}}$, closed under direct sums and containing every $R_{\text{tr}}(X \times_k 1, i) \to R_{\text{tr}}(X, i)$; maps whose cone is in $E$ are called $\mathbb{A}^1$-weak equivalences.

Definition 6.6. ([Voe10b, 4.2]) The triangulated category $\text{DM}^{-}_{\text{nis}}(S_\ast)$ is defined to be the localization of $D^-_{\text{nis}}$ at the class of $\mathbb{A}^1$-weak equivalences, i.e., as the Verdier quotient $D^-_{\text{nis}}/E$. Again by [MVW, 9.6], it is a tensor triangulated category.

Functoriality in $S_\ast$ follows the pattern of (6.1). If $f : S_\ast \to T_\ast$ is a morphism of simplicial schemes, the direct image $f_* : \text{PST}(S_\ast) \to \text{PST}(T_\ast)$ is defined by $(f_*F)(U/T_i) = F(U \times T_i, S_i)$ and is exact, so it passes to a functor $f_* : D^-_{\text{PST}(S_\ast)} \to D^-_{\text{PST}(T_\ast)}$. There is also an inverse image functor $f^*$ fitting into an adjunction like (6.1): $f^*$ is monoidal because its components are, by the discussion after (6.1). If $Y_\ast$ is in $\text{Sm}/T_\ast$, then $f^*R_{\text{tr}}(Y_\ast, i) \cong R_{\text{tr}}(Y \times T_i, S_i)$.

In particular, $f^*(R_{\text{tr}}) \cong R_{\text{tr}}$. As in the non-simplicial case, there is a total left derived functor $Lf^* : D^-_{\text{PST}(S_\ast)} \to D^-_{\text{PST}(T_\ast)}$ which is adjoint to $f_*$, defined using projective resolutions. Since $f^*$ preserves projectives, we have canonical isomorphisms in $D^-_{\text{PST}(S_\ast)}$ of the form

$$Lf^*(K \otimes^L_\epsilon L) \simrightarrow Lf^*(K) \otimes^L_\nu Lf^*(L).$$ (6.7)

6.3 Motives over a smooth simplicial scheme

In this section we assume that $S_\ast$ is a smooth simplicial scheme over a perfect field $k$, with maps $c_i : S_i \to \text{Spec}(k)$ forming the structure map $c : S_\ast \to \text{Spec}(k)$. If $M$ is a presheaf with transfers over $k$, the pullback $c^*(M)$ is $\{c_i^*(M)\}$, and $c^*(R) = R$. By Remark 6.2, $c^*$ is exact and has a left adjoint $c_\# : \text{PST}(S_\ast) \to \text{PST}(k)$.

Because $c^*$ is exact, $c_\#$ is determined by the formula $c_\#R_{\text{tr}}(Y, i) = R_{\text{tr}}(Y)$. Since $c_\#$ commutes with direct sums, it takes $E(S_\ast)$ to $E(\text{Spec } k)$. Therefore its total left derived functor $Lc_\#$ (defined via projective resolutions) induces a functor $Lc_\# : \text{DM}^{-}_{\text{nis}}(S_\ast) \to \text{DM}^{-}_{\text{nis}}(k)$, left adjoint to $c^* = Lc^*$.

Lemma 6.8. If $S_\ast$ is a smooth simplicial scheme over $k$, then

$$Lc_\#(c^*F) \cong R_{\text{tr}}(S_\ast) \otimes^L_\nu F$$

for all $F$ in $\text{DM}^{-}_{\text{nis}}(k)$. In particular, $Lc_\#(R) \cong R_{\text{tr}}(S_\ast)$.

Proof. It suffices to consider the case when $F = R_{\text{tr}}(X)$ for $X$ in $\text{Sm}/k$. By Lemma 6.4, the tensor product of $c^*F$ with the quasi-isomorphism $\Lambda_\ast \simrightarrow R$
of 6.5 is a quasi-isomorphism $\Lambda_* \otimes c^*F \simto c^*F$. It is a projective resolution because each $R_{tr}(S_i, i) \otimes c^*F \cong R_{tr}(S_i \times X, i)$ is a projective object. It follows that $Lc\#(c^*F) = c\#[\Lambda_* \otimes c^*F]$ is the chain complex $R_{tr}(S_i) \otimes_{\mathbb{L}} R_{tr}(X, i)$ sending $i$ to $c\#R_{tr}(S_i \times X, i) = R_{tr}(S_i \times X)$, with the evident differentials. \hfill $\Box$

**Corollary 6.9.** For all $F, G$ in $\text{DM}_{\text{eff}}(k)$: 
$$\text{Hom}_{\text{DM}}(c^*F, c^*G) \cong \text{Hom}_{\text{DM}_{\text{eff}}(k)}(R_{tr}(S_i) \otimes_{\mathbb{L}} F, G).$$

*Proof.* Both sides are $\text{Hom}_{\text{DM}_{\text{eff}}(k)}(Lc\#(c^*F), G)$, by adjunction and 6.8. \hfill $\Box$

For each $p$ and $q \geq 0$, we write $R(q)[p]$ for $c^*(R(q)[p])$ and call them the Tate objects. Their role in motivic cohomology is illustrated by our next proposition.

**Proposition 6.10.** If $S$ is a smooth simplicial scheme over $k$, then for all $p, q$:
$$\text{Hom}_{\text{DM}}(c^*F, R(R(q)[p])) \cong H^{p+q}(S, R).$$

*Proof.* Take $F = R$ and $G = R(q)[p]$ in Corollary 6.9 and apply $H^{p+q}(S, R) = \text{Hom}_{\text{DM}_{\text{eff}}(k)}(R_{tr}(S_i), R(q)[p])).$ \hfill $\Box$

**Definition 6.11.** Let $\text{DM}_{\text{gm}} = \text{DM}_{\text{eff}}(S_i)$ denote the triangulated subcategory of $\text{DM}_{\text{eff}}(S_i)$ generated by the objects $c^*M$ with $M$ in $\text{DM}_{\text{gm}}(k)$. The formula (6.7) shows that $\text{DM}_{\text{gm}}$ is a tensor subcategory of $\text{DM}_{\text{eff}}(S_i)$.

The goal of the rest of this section is to provide the tensor category $\text{DM}_{\text{gm}}$ with an internal Hom, i.e., a right adjoint $\text{Hom}$ to the tensor which is bi-distributive for $\otimes_{\mathbb{L}}$ (Lemma 6.13), and then extend this to a rigid tensor category $\text{DM}_{\text{gm}}(S_i)$, i.e., one with an internal Hom, equipped with a dual such that $A \to (A^*)^*$ is an isomorphism for every $A$ (Theorem 6.14).

For $K$ in $\text{DM}_{\text{gm}}$, write $K(q)$ for $K \otimes_{\mathbb{L}} R(q)$.

**Theorem 6.12** (Cancellation). For all $K$ and $L$ in $\text{DM}_{\text{gm}}(S_i)$, the canonical map is an isomorphism:
$$\text{Hom}_{\text{DM}}(K, L) \congto \text{Hom}_{\text{DM}_{\text{gm}}}(K(1), L(1))$$

*Proof.* It suffices to consider $K = c^*M$, $L = c^*N$, as these generate $\text{DM}_{\text{gm}}$. By Corollary 6.9, the map in question is identified with
$$\text{Hom}_{\text{DM}_{\text{gm}}}(R_{tr}(S_i) \otimes M, N) \toto \text{Hom}_{\text{DM}_{\text{gm}}}(R_{tr}(S_i) \otimes M(1), N(1)),$$
which is an isomorphism by [Voe10a]. \hfill $\Box$

We may form the category $\text{DM}_{\text{gm}}(S_i)$ by formally inverting the Tate twist functor $K \to K(1)$ in $\text{DM}_{\text{eff}}(k)$: every object $K$ has the form $M(−r)$ for an effective $M$. By Cancellation 6.12, $\text{DM}_{\text{gm}}(S_i)$ embeds as a full tensor subcategory of $\text{DM}_{\text{gm}}(S_i)$, and $\text{Hom}_{\text{DM}_{\text{gm}}}(K, L) \toto \text{Hom}_{\text{DM}_{\text{gm}}}(K(r), L(r))$ for all $r$.

Recall from [MVW, 14.12] that if $M$ is an effective geometric motive over $k$ then $− \otimes_{\mathbb{L}} M$ has a right adjoint $R\text{Hom}_{k}(M, −)$ on $\text{DM}_{\text{gm}}(k)$. If $N$ is another effective geometric motive then $R\text{Hom}_{k}(M, N)$ is also effective geometric.
Lemma 6.13. For any objects $c^* M$ in $\text{DM}_{\text{gm}}^\text{eff}(S_\ast)$ and $c^* N$ in $\text{DM}_{\text{gm}}^\text{eff}(S_\ast)$, $\text{Hom}(M, N) = c^* R\text{Hom}_k(M, N)$ is an internal Hom object in $\text{DM}_{\text{gm}}^\text{eff}(S_\ast)$ from $c^* M$ to $c^* N$, and is independent (up to canonical isomorphism) of the choice of $M$ and $N$.

It follows that $\text{DM}_{\text{gm}}^\text{eff}(S_\ast)$ has an internal Hom functor, and that the object $R\text{Hom}_{S_\ast}(R(n), K)$ exists for all $K$ in $\text{DM}_{\text{gm}}^\text{eff}(S_\ast)$.

Proof. Writing $\otimes$ for $\otimes_{S_\ast}^\text{eff}$, Corollary 6.9 yields

$$\text{Hom}_{\text{DM}(S_\ast)}(c^* L \otimes c^* M, c^* N) \cong \text{Hom}_{\text{DM}(k)}(R^i(S_\ast)) \otimes L \otimes M, N)$$

$$\cong \text{Hom}_{\text{DM}(k)}(R^i(S_\ast)) \otimes L, R\text{Hom}_k(M, N))$$

$$\cong \text{Hom}_{\text{DM}(S_\ast)}(c^* L, c^* R\text{Hom}_k(M, N)).$$

This shows that $c^* R\text{Hom}_k(M, N)$ is an internal Hom object; the canonical map $c^* R\text{Hom}_k(M, N) \otimes c^* M \rightarrowtail c^* N$ is obtained by taking $L = R\text{Hom}_k(M, N)$.

If $c^* M \cong c^* M'$ and $c^* N \cong c^* N'$ then taking $L = R\text{Hom}(M', N')$ yields a canonical map $c^* R\text{Hom}(M', N') \rightarrowtail c^* R\text{Hom}(M, N)$; the usual argument shows that it is an isomorphism. Thus $\rightarrowtail c^* N$ has a right adjoint $c^* N \mapsto c^* R\text{Hom}_k(M, N)$ in $\text{DM}_{\text{gm}}^\text{eff}(S_\ast)$.

Recall [MVW, 20.4] that the dual $M^* = R\text{Hom}_k(M, R)$ of a geometric motive over $k$ is again a geometric motive and that $(M^*)^* \cong M$. We may now borrow the construction in [MVW, 20.6]: any geometric motive over $S_\ast$ has the form $K = M(-r)$ for an effective geometric motive $M$ and we want $M(-r)^*$ to be $M^*(r)$. Thus we define the dual to be $R\text{Hom}_k(K(r), R(i))(r - i)$ for large $i$, an object which is independent of $i$ and $r$ by Cancellation 6.12. Since

$$(M(-r))^* \cong M^*(r)^* \cong M^{**}(-r) \cong M(-r),$$

this shows that the dual satisfies $K \cong (K^*)^*$.

We may now copy the rest of the development in [MVW, §20] to prove that $M^*$ is a geometric motive over $S_\ast$, $M \cong M^{**}$ and $\text{Hom}(M, N) \cong M^* \otimes N$. This proves:

Theorem 6.14. The tensor category $\text{DM}_{\text{gm}}(S_\ast)$ is rigid, with internal Hom $\text{Hom}(K, L) \cong K^* \otimes L$.

6.4 The slice filtration

In this section we fix a smooth $S_\ast$ and write $\text{DM}_{\text{gm}}^\text{eff}$ for $\text{DM}_{\text{gm}}^\text{eff}(S_\ast)$. For $n \geq 0$, let $\text{DM}_{\text{gm}}(n)$ denote the full subcategory of $\text{DM}_{\text{gm}}^\text{eff}$ on the objects of the form $M(n)$ with $M$ in $\text{DM}_{\text{gm}}^\text{eff}$. The slice filtration of $\text{DM}_{\text{gm}}^\text{eff}$ is the sequence of subcategories

$$\cdots \subset \text{DM}_{\text{gm}}(n + 1) \subset \text{DM}_{\text{gm}}(n) \subset \cdots \subset \text{DM}_{\text{gm}}(0) = \text{DM}_{\text{gm}}^\text{eff}.$$
Lemma 6.15. $\text{DM}_{\text{gm}}(n)$ is a coreflective subcategory of $\text{DM}_{\text{gm}}^{\text{eff}}$; the functor 
\[ s_{\geq n}M = \text{RHom}(\mathbf{R}(n), M)(n). \]

is right adjoint for the inclusion $\text{DM}_{\text{gm}}(n) \subset \text{DM}_{\text{gm}}^{\text{eff}}$.

Proof. It is clear that $s_{\geq n}$ is a triangulated functor from $\text{DM}_{\text{gm}}^{\text{eff}}$ to $\text{DM}_{\text{gm}}(n)$. For $M, N$ in $\text{DM}_{\text{gm}}^{\text{eff}}$,
\[
\text{Hom}(M(n), N) = \text{Hom}(M \otimes^{\text{tr}} \mathbf{R}(n), N)
\cong \text{Hom}(M, \text{RHom}(\mathbf{R}(n), N)(n))
\cong \text{Hom}(M(n), s_{\geq n}N).
\]

Thus $s_{\geq n}$ is right adjoint to the inclusion. By the Cancellation Theorem 6.12, $s_{\geq n}(M(n)) \cong \text{RHom}(\mathbf{R}, M)(n) \cong M(n)$ for all $M$, so $s_{\geq n}$ is a coreflection functor.

Remark 6.16.1. The slice filtration extends to an (exhaustive) slice filtration on $\text{DM}_{\text{gm}}^{\text{eff}}(S_{\ast})$. The existence of this extension is straightforward from the observation that, by Lemma 6.15, there is a well defined coreflection $s_{\geq 0} : \text{DM}_{\text{gm}}^{\text{eff}}(S_{\ast}) \to \text{DM}_{\text{gm}}^{\text{eff}}(S_{\ast})$.

We write $\text{DT}_{\geq 0} = \text{DT}_{\geq 0}(S_{\ast})$ for the thick subcategory of $\text{DM}_{\text{gm}}^{\text{eff}}(S_{\ast})$ generated by the Tate objects $\mathbf{R}(q)[p]$ with $q \geq 0$.

Lemma 6.17. The slice functor is conservative on $\text{DT}_{\geq 0}$. That is, an object $A$ is zero if and only if every $s_{n}(A)$ is zero.

Proof. ([Voe10b, 5.14]) If $s_{n}(A) = 0$ then $s_{\geq n+1}(A) \cong s_{\geq n}(A)$. Since $s_{\geq 0}(A) = A$, we see by induction on $n \geq 0$ that if every $s_{i}(A) = 0$ then $s_{\geq n}(A) \cong A$ for all $n$. On the other hand, an induction on the number of triangles needed to define $A$ in terms of Tate objects shows that some $s_{\geq n}(A)$ is zero. The lemma follows.
For all $i, j \geq 0$ the tensor product on $\text{DM}^{\text{eff}}_{\text{gm}}$ restricts to a natural transformation $\eta_{i,j}: s_{i+j}(M) \otimes s_{j}(N) \to s_{i+j}(M \otimes N)$, defined as the right adjoint of the map $s_{i+j}(M) \otimes s_{j}(N) \to (M \otimes N)$. As these are compatible, they induce natural transformations $\theta_{i,j}: s_i(M) \otimes s_j(N) \to s_{i+j}(M \otimes N)$.

Lemma 6.18. The slice functor is multiplicative on $DT_{\geq 0}$ in the sense that the $\theta_{i,j}$ induce an isomorphism

$$s_n(M \otimes N) = \bigoplus_{p+q=n} s_p(M) \otimes s_q(N).$$

Proof. If $M = \text{R}(q)[p]$ and $N = \text{R}(q')[p']$, $\theta_{q,q'}$ is the canonical isomorphism $\text{R}(q)[p] \otimes \text{R}(q')[p'] \cong \text{R}(q + q')[p + p']$, and all other $\theta_{i,j}$ are the isomorphism $0 \cong 0$. By the 5-lemma, the subcategory of $(M, N)$ in $DT_{\geq 0} \times DT_{\geq 0}$ for which Lemma 6.18 holds is closed under extensions. Since it contains the generators, and is closed under shifts and summands, it must be all of $DT_{\geq 0} \times DT_{\geq 0}$. □

Lemma 6.19. Let $A \xrightarrow{a} B \xrightarrow{b} C$ be a sequence in $DT_{\geq 0}$, and $n \geq 0$ such that $A \in DT_{\geq n}$ and $C \in DT_{\leq n}$. If $s_i(a)$ is an isomorphism for all $i \geq n$ and $s_i(b)$ is an isomorphism for all $i < n$, then there is a unique morphism $c: C \to A[1]$ such that $A \xrightarrow{a} B \xrightarrow{b} C \xrightarrow{c} A[1]$ is a distinguished triangle, which identifies $A$ and $C$ with $s_{\geq n}B$ and $s_{\leq n}B$, respectively.

The proof that we gave for Lemma 5.8 goes through verbatim to prove 6.19.

Proof. Choose a distinguished triangle $A \xrightarrow{a} B \xrightarrow{b} C \xrightarrow{1} A[1]$. The composition $ba$ is zero for weight reasons. Hence $b$ factors through a morphism $\phi: C' \to C$. The hypotheses imply that $s_i(\phi)$ is an isomorphism for all $i$; as the slice functor is conservative (Lemma 6.17), this implies that $\phi$ is an isomorphism. Letting $c$ be the composite of $\phi^{-1}$ and $C' \to A[1]$ yields the triangle $(a, b, c)$.

If $(a, b, c)$ is a second triangle on $(A, B, C)$ then there is an $f : C \to C$ so that $(1, 1, f)$ is a morphism from the first to the second triangle. Since $s_{\leq n}(b)$ is an isomorphism, it follows that $f = s_{\leq n}(f)$ is the identity and hence that $c = c'$. The final assertion follows since $s_{\geq n}C = 0$ and $s_{\leq n}A = 0$ by 6.17. □

6.5 Embedded schemes

In Section 4.2 we considered the simplicial scheme $X$ of Definition 1.32 associated to a smooth scheme $X$ over $k$, and the subcategory $\text{DM}^*_{\text{gm}}$ of $\text{DM}^*_{\text{nin}}(k)$ generated by the objects $R_!(X) \otimes M$ for $M$ in $\text{DM}^*_{\text{gm}}(k)$. In this section we generalize from $X$ to embedded schemes; see Proposition 6.23. Our exposition is based on Section 6 of [Voe10b].

Definition 6.20. ([Voe10b, 6.1]) A smooth simplicial scheme $S$ over $k$ is called an embedded scheme if the natural map $c \otimes 1 : R_!(S) \otimes R_!(S) \xrightarrow{\sim} R_!(S)$ is an isomorphism. The most important example of an embedded simplicial scheme is the simplicial scheme $X$ of 1.32 associated to a smooth scheme $X$ over $k$. 
Remark 6.20.1. The term 'embedded' is suggested by the following observation. Let us say that a morphism of schemes \( \pi: S \to T \) is an embedding if the projections \( S \times_T S \to S \) are isomorphisms, or equivalently, if it is topologically an injection, and \( \mathcal{O}_{T, \pi(s)} \to \mathcal{O}_{S, s} \) is a surjection for every \( s \in S \). Then \( S \) (considered as a constant simplicial scheme) is an embedded scheme over \( T \).

In Proposition 6.23 we will see that \( \text{DM}^\text{eff}_{\text{gm}} \) is equivalent to the full subcategory \( \text{DM}^\text{eff}_{\text{gm}}(X) \) of \( \text{DM}(X) \) introduced in Section 6.3 above.

Recall from Section 6.3 that the structure map \( c: S_* \to \text{Spec}(k) \) induces an adjunction \((Lc_\# , c^*)\) between \( \text{DM}^\text{eff}_{\text{nis}}(S_*)\) and \( \text{DM}^\text{eff}_{\text{nis}}(k)\). The unit and counit of the adjunction are the natural transformations \( \eta_N: N \to c^*Lc_\#N \) in \( \text{DM}^\text{eff}_{\text{nis}}(S_*)\) and \( \varepsilon_M: Lc_\#c^*M \to M \) in \( \text{DM}^\text{eff}_{\text{nis}}(k)\).

**Lemma 6.21.** The natural transformation \( c^*\varepsilon_M: c^*Lc_\#(c^*M) \to c^*M \) is an isomorphism when \( S_* \) is an embedded scheme.

**Proof.** As with any adjunction, the composite \((c^*\varepsilon)\eta_{c^*M} \) is the identity on \( c^*M\), so it is sufficient to show that the other composite \( \eta_{c^*M} \circ c^*\varepsilon_M \) is the identity map on \( c^*Lc_\#(c^*M)\). The latter two maps are adjoint to the maps

\[
Lc_\#c^*\varepsilon_M: (Lc_\#c^*)^2 \to Lc_\#c^*, \quad \text{and} \quad \varepsilon_{Lc_\#c^*}: (Lc_\#c^*)^2 \to Lc_\#c^*,
\]

respectively. Using the identification \( Lc_\#(c^*M) \cong R_{\text{tr}}(S_*) \otimes^L M \) of Lemma 6.8, these two maps may be identified with the two projections

\[
M \otimes R_{\text{tr}}(S_*) \otimes R_{\text{tr}}(S_*) \cong M \otimes R_{\text{tr}}(S_* \times S_*) \Rightarrow M \otimes R_{\text{tr}}(S_*).
\]

Because \( S_* \) is embedded, these two projections are isomorphisms and have the diagonal as their common inverse, so they must be equal. Since \( Lc_\#c^*\varepsilon_M = \varepsilon_{Lc_\#c^*} \), their adjoints are equal: \( 1 = \eta_{c^*M} \circ c^*\varepsilon_M \). Hence \( c^*\varepsilon_M \) is an isomorphism, as required. \( \square \)

**Corollary 6.22.** For any objects \( M, N \) of \( \text{DM}^\text{eff}_{\text{nis}}(k) \), there is a natural bijection

\[
\text{Hom}_k(Lc_\#c^*M, Lc_\#c^*N) \cong \text{Hom}_{S_*}(c^*M, c^*Lc_\#c^*N) \xrightarrow{c^*\varepsilon_M} \text{Hom}_{S_*}(c^*M, c^*N).
\]

**Proof.** The first map is the adjuction isomorphism for the adjoint pair \((Lc_\#, c^*)\), and the second map is an isomorphism by Lemma 6.21. \( \square \)

Let \( \text{DM}^\text{eff}_{S_*} \) denote the full triangulated subcategory of \( \text{DM}^\text{eff}_{\text{nis}}(S_*) \) generated by objects of the form \( c^*(M) \) for \( M \) in \( \text{DM}^\text{eff}_{\text{nis}}(k) \). It contains the subcategory \( \text{DM}^\text{eff}_{\text{gm}}(S_*) \), defined in 6.11, which is generated by objects of the form \( c^*(M) \) for \( M \) in \( \text{DM}^\text{eff}_{\text{gm}}(k) \).

**Proposition 6.23.** The functor \( Lc_\# : \text{DM}^\text{eff}_{\text{nis}}(S_*) \to \text{DM}^\text{eff}_{\text{nis}}(k) \) induces an equivalence between \( \text{DM}^\text{eff}_{S_*} \) and the full subcategory of \( \text{DM}^\text{eff}_{\text{nis}}(k) \) consisting of objects \( M \) such that \( c \otimes : R_{\text{tr}}(S_*) \otimes M \Rightarrow M \) is an isomorphism.

The subcategory \( \text{DM}^\text{eff}_{\text{gm}}(S_*) \) is equivalent to the full subcategory of \( \text{DM}^\text{eff}_{\text{nis}}(k) \) consisting of objects \( R_{\text{tr}}(S_*) \otimes M \) with \( M \) in \( \text{DM}^\text{eff}_{\text{gm}}(k) \). In particular, \( \text{DM}^\text{eff}_{\text{gm}}(X) \) is equivalent to \( \text{DM}^\text{eff}_{\text{gm}}(k) \).
6.6 The operations $\phi_i$

We are now able to construct the cohomology operations $\phi_i = \phi_{i,p,q}$. We first define $\phi_i(z)$ for any $z \in H^{2p+1,q}(S_\bullet, R)$, where $S_\bullet$ is any smooth simplicial scheme over $k$, $R$ contains $1/(\ell - 1)!$ and $p, q \geq 0$ are arbitrary.

It is convenient to work in $\text{DM}_{\text{gm}}(S_\bullet)$ and set $T = \mathbf{R}(q)[2p]$. By Proposition 6.10 we may interpret $z$ as a morphism $R \to \mathbf{R}(q)[2p + 1] = T[1]$ in $\text{DM}_{\text{gm}}(S_\bullet)$. Define $A, x$ and $y$ in $\text{DM}_{\text{gm}}(S_\bullet)$ by the triangle

$$T \xrightarrow{x} A \xrightarrow{y} \mathbf{R} \xrightarrow{z} T[1].$$

(6.25)
Recall that the motive $S^i(A)$ is defined for $i < \ell$ as the symmetric part $e_i(A^{\otimes i})$ of the $R[\Sigma_i]$-module $A^{\otimes i}$, where $e_i = \sum_{\sigma \in \Sigma_i} \sigma / i!$. Since $\Sigma_{i-1} \subset \Sigma_i$, we also have $e_{i-1} \in R[\Sigma_i]$ and $S^{i-1}(A) \otimes A = e_{i-1}(A^{\otimes i})$. Because $e_i e_{i-1} = e_i$, we get a corestriction map $\text{cores} : S^{i-1}(A) \otimes A \to S^i(A)$. There is also a transfer map $\text{tr} : S^i(A) \to S^{i-1}(A) \otimes A$, induced by the endomorphism
\[
a_1 \otimes \cdots \otimes a_i \longmapsto \Sigma(\cdots \otimes \hat{a}_j \otimes \cdots) \otimes a_j
\]
of $A^{\otimes i}$. Composing $\text{tr}$ with $1 \otimes y$ yields a map $u : S^i(A) \to S^{i-1}(A)$; composing $1 \otimes x$ with corestriction yields a map $v : S^{i-1}(A) \otimes T \to S^i(A)$.

The following result generalizes Proposition 5.7 from $X$ to $S_i$, and has almost the same proof. It is taken from [Voe11, 3.1].

**Proposition 6.26.** If $0 < i < \ell$ and $1/(\ell - 1)! \in R$, then there exist unique morphisms $r$ and $s$ so that $(S^ix, u, r)$ and $(v, S^iy, s)$ are distinguished triangles:

\[
\begin{align*}
(a) \ & T^i \xrightarrow{S^i} S^i(A) \xrightarrow{u} S^{i-1}(A) \xrightarrow{r} T^i[1]. \\
(b) \ & S^{i-1}(A) \otimes T \xrightarrow{v} S^i(A) \xrightarrow{s} S^{i-1}(A) \otimes T[1].
\end{align*}
\]

Moreover, $u$ identifies $T^i$ and $S^{i-1}(A)$ with $s_{qi}(A)$ and $s_{\leq qi}(S^iA)$, respectively, and $v$ identifies $S^{i-1}(A) \otimes T$ and $R$ with $s_{>0}(S^iA)$ and $s_0(S^iA)$, respectively.

**Proof.** By multiplicativity (Lemma 6.18), the slice $s_n(A^{\otimes i})$ of $A^{\otimes i}$ is the sum of the $s_n(A) \otimes \cdots \otimes s_n(A)$ with $\sum n_j = n$. Since the symmetric group acts on everything here, the slice $s_n(S^iA)$ is the symmetric part of this, viz., $\text{R}(qj)[2pj]$ if $n = qj$ for $0 \leq j \leq i$ and zero otherwise.

By inspection, $S^ix$ induces an isomorphism $T^i \cong s_{qi}(S^iA)$, and each morphism $s_{qj}(u)$ is multiplication by $i - j$, which is an isomorphism for $0 \leq j < i$. The existence and uniqueness of $r$ now follows from Lemma 6.19.

Similarly, $y$ is the top slice transformation, as $s_0(A) \cong R$. Thus $S^iy$ induces $s_0(S^iA) \cong R$, and $s_{qj}(v)$ is an isomorphism for $j > 0$ because by multiplicativity (6.18):
\[
s_{qj} \left[S^{i-1}(A) \otimes T\right] = s_{q(j-1)}(S^{i-1}A) \otimes T.
\]
The existence and uniqueness of $s$ now follows from Lemma 6.19. \hfill $\square$

**Definition 6.27.** Let $S_i$ be a smooth simplicial scheme. The functions
\[
\phi_i : H^{2p+1,q}(S_i, R) \to H^{2p(i+1)+2,q(i+1)}(S_i, R)
\]
are defined for each $i = 1, \ldots, \ell - 1$ as follows. Given $z$, the composition of the maps $s$ and $r \otimes 1$ of Proposition 6.26 yields a map
\[
\phi_i(z) : R \xrightarrow{s} S^{i-1}(A) \otimes T[1] \xrightarrow{r \otimes 1} T^i[1] \otimes T[1] \cong T^{i+1}[2] = R(q(i+1))[2p(i+1)+2],
\]
i.e., an element of $H^{2p(i+1)+2,q(i+1)}(S_i, R)$.
Remark 6.27.1. When \( S_\bullet \) is an embedded scheme, the above construction of \( \phi_i(z) \) can be performed in the subcategory \( \text{DM}_{\text{eff}}^\text{eff}(k) \) of \( \text{DM}_{\text{eff}}(k) \), by Proposition 6.23 and Lemma 6.24. This was carried out in Section 5.2 for the simplicial Čech variety \( X \) associated to a smooth \( X \) in Definition 1.32. (Compare Propositions 5.7 and 6.26.) Thus Definitions 5.10 and 6.27 of \( \phi^Y(z) = \phi_{\ell-1} \) agree for \( z \) in \( H^{2p+1,q}(X,R) \).

**Proposition 6.28.** The functions \( H^{2p+1,q}(S_\bullet,R) \rightarrow H^{2p(i+1)+2,q(i+1)}(S_\bullet,R) \) assemble to form a cohomology operation \( \phi_i = \phi_i^{p,q} \) for each \( p,q \) and \( i \), \( 0 < i < \ell \).

**Proof.** Given a map \( f : S'_\bullet \rightarrow S_\bullet \) and an element \( z \), triangle (6.25) induces a triangle \( f^*(T) \rightarrow f^*(A) \rightarrow f^*(R) \rightarrow f^*(T)[1] \). By functoriality in \( S_\bullet \), \( f^* \) maps \( R \) and \( T \) for \( S_\bullet \) to \( R \) and \( T \) for \( S'_\bullet \). Thus the construction of (6.25) and \( A \) is natural in \( z \). Since \( f^* \) is strongly monoidal, we see that \( u, v, r \) and \( s \) are natural, and we also have \( f^*(\phi_i(z)) = \phi_i(f^*(z)) \).

**Example 6.28.1.** When \( i = 1 \), it is immediate from the definition that \( r = s = z \) and hence \( \phi_1(z) = z^2 \). This is zero unless \( \ell = 2 \), because \( z \) has odd degree.

Another case when it is easy to describe \( \phi_i \) is when \( p = q = 0 \) and \( R = \mathbb{Z}/\ell \). In this case each \( \phi_i = \phi_i^{0,0} \) goes from \( H_{\text{top}}^{1,0}(\mathbb{Z}/\ell) \) to \( H_{\text{top}}^{2,0}(\mathbb{Z}/\ell) \) and we have:

**Proposition 6.29.** The operations \( \phi_i : H_{\text{top}}^{1,0}(\mathbb{Z}/\ell) \rightarrow H_{\text{top}}^{2,0}(\mathbb{Z}/\ell) \) are zero for \( i < \ell - 1 \), and the Bockstein \( \beta \) for \( i = \ell - 1 \).

To set up the proof, let \( G \) denote the group \( \mathbb{Z}/\ell \), and let \( R \) denote the ring \( \mathbb{Z}/\ell \). Recall that in topology the classical Eilenberg-MacLane space \( BG = K(G,1) \) represents cohomology in the sense that \( H_{\text{top}}^{1,0}(X,R) = [X,BG] \).

There is a canonical element \( \alpha_1 \in H_{\text{top}}^{1,0}(BG,R) \), corresponding to the identity of \( BG \), and the Yoneda Lemma yields a 1–1 correspondence between cohomology operations \( \psi : H_{\text{top}}^{1,0}(\mathbb{Z}/\ell) \rightarrow H_{\text{top}}^{2,0}(\mathbb{Z}/\ell) \) and elements of \( H_{\text{top}}^{1,0}(BG,R) \), given by \( \psi \mapsto \psi(\alpha_1) \).

In motivic homotopy, we have the simplicial classifying space \( B_\bullet(G) \), which is the simplicial set \( BG \) regarded as a simplicial scheme; it is a disjoint union of \( \ell^{i+1} \) copies of \( \text{Spec}(k) \) in simplicial degree \( i \), and the simplicial structure comes from the group structure of \( G \). Then \( H_{\text{top}}^{1,0}(\mathbb{Z}/\ell) \) is represented by \( B_\bullet(G) \) in the motivic homotopy category; see [MV99, p. 130]. Again by the Yoneda Lemma, there is a 1–1 correspondence between motivic cohomology operations \( \psi : H_{\text{top}}^{1,0}(\mathbb{Z}/\ell) \rightarrow H_{\text{top}}^{2,0}(\mathbb{Z}/\ell) \) and elements of \( H_{\text{top}}^{1,0}(BG,R) \), given by \( \psi \mapsto \psi(\alpha_1) \), where \( \alpha_1 \) is the canonical element of \( H_{\text{top}}^{1,0}(BG,R) \).

**Proof.** To compare \( \phi_{\ell-1}(\alpha_1) \) and \( \beta(\alpha_1) \), we use Yoneda extensions and the identification in Lemma 13.3 of \( H^{p,0}(B_\bullet G,\mathbb{Z}/\ell) \) with

\[
H_{\text{top}}^{p}(BG,\mathbb{Z}/\ell) = \text{Ext}^p_{\mathbb{Z}/\ell}(\mathbb{Z},\mathbb{Z}/\ell) \cong \text{Ext}^p_{\mathbb{Z}/\ell}(\mathbb{Z},\mathbb{Z}/\ell).
\]

Recall from Section 3.2 that the regular representation has an \( \mathbb{Z}/\ell[G] \)-module filtration \( \mathbb{Z}/\ell = F_1 \subset F_2 \subset \cdots \subset F_k = \mathbb{Z}/\ell[G] \), where \( \dim_{\mathbb{Z}/\ell} F_i = i \). The canonical element \( \alpha_1 \) corresponds to the extension \( 0 \rightarrow \mathbb{Z}/\ell \rightarrow F_1 \rightarrow \mathbb{Z}/\ell \rightarrow 0 \).

June 27, 2018 - Page 86 of 281
To compute $\phi_i(\alpha_1)$, we represent $\alpha_1$ by the distinguished triangle

$$\mathbb{Z}/\ell \to F_2 \to \mathbb{Z}/\ell \xrightarrow{\alpha_1} \mathbb{Z}/\ell[1]$$

in $D(\mathbb{Z}/\ell[G])$. The symmetric power $S^i(F_2)$ is isomorphic to $F_{i+1}$, and $S^{i-1}(F_2)$ is the regular representation $\mathbb{Z}/\ell[G]$ of $G$ over $\mathbb{Z}/\ell$. Hence the triangles (6.26)(a,b) are

$$\mathbb{Z}/\ell \to F_{i+1} \xrightarrow{u} F_i \xrightarrow{r} \mathbb{Z}/\ell[1] \quad \text{and} \quad F_i \xrightarrow{s} F_{i+1} \to \mathbb{Z}/\ell \xrightarrow{\varepsilon} F_i[1];$$

thus $r$ and $s$ represent the $\mathbb{Z}/\ell[G]$-module extensions $0 \to \mathbb{Z}/\ell \to F_{i+1} \to F_i \to 0$ and $0 \to F_i \to F_{i+1} \to \mathbb{Z}/\ell \to 0$, respectively. Since $v \circ u : F_{i+1} \to F_{i+1}$ is multiplication by $(\sigma - 1)$, where $\sigma$ is a chosen generator of $G$, the composition of these extensions is the $\mathbb{Z}/\ell[G]$-module Yoneda extension representing $\phi_i(\alpha_1)$. In particular, $\phi_{\ell-1}(\alpha_1)$ is represented by the Yoneda extension

$$0 \to \mathbb{Z}/\ell \to \mathbb{Z}/\ell[G] \xrightarrow{\sigma - 1} \mathbb{Z}/\ell[G] \xrightarrow{r} \mathbb{Z}/\ell \to 0.$$

If $i < \ell - 1$, the following diagram shows that $\phi_i(\alpha_1) = 0$:

\[
\begin{array}{c}
\mathbb{Z}/\ell \\
\downarrow \\
\mathbb{Z}/\ell[G] \\
\downarrow \\
F_{i+1} \\
\downarrow \\
\mathbb{Z}/\ell[1] \\
\downarrow \\
\mathbb{Z}/\ell.
\end{array}
\]

To compare $\phi_{\ell-1}(\alpha_1)$ to $\beta(\alpha_1)$, we need to use the natural isomorphism $\text{Ext}^2_{\mathbb{Z}/\ell[G]}(\mathbb{Z}/\ell, \mathbb{Z}/\ell) \cong \text{Ext}^2_{\mathbb{Z}[G]}(\mathbb{Z}, \mathbb{Z}/\ell)$ (see [Wei94, Ex. 6.2]). As an extension of $\mathbb{Z}[G]$-modules, $\alpha_1$ is represented by the extension

$$0 \to \mathbb{Z}/\ell \xrightarrow{\sigma - 1} \mathbb{Z}[G]/I^2 \to \mathbb{Z} \to 0,$$

where $I$ is the augmentation ideal and $\mathbb{Z}/\ell \cong I/I^2$. Since the integral Bockstein $\beta$ is represented by the extension $0 \to \mathbb{Z} \xrightarrow{\ell} \mathbb{Z} \to \mathbb{Z}/\ell \to 0$, the composition $\beta(\alpha_1) \in \text{Ext}^2_{\mathbb{Z}[G]}(\mathbb{Z}, \mathbb{Z})$ is represented by the $\mathbb{Z}[G]$-module Yoneda extension in the bottom row (and hence the top row) of the following commutative diagram.

\[
\begin{array}{c}
\mathbb{Z} \\
\downarrow \\
\mathbb{Z}[G] \\
\downarrow \\
\mathbb{Z}/\ell[1] \\
\downarrow \\
\mathbb{Z} \\
\downarrow \\
\mathbb{Z}/\ell[1].
\end{array}
\]

It follows that $\beta(\alpha_1)$ is represented by the $\mathbb{Z}[G]$-module Yoneda extension

$$0 \to \mathbb{Z}/\ell \xrightarrow{N} \mathbb{Z}[G]/\ell N \cdot \mathbb{Z} \xrightarrow{\sigma - 1} \mathbb{Z}[G] \xrightarrow{r} \mathbb{Z} \to 0.$$

Under the natural isomorphism $\text{Ext}^2_{\mathbb{Z}/\ell[G]}(\mathbb{Z}/\ell, \mathbb{Z}/\ell) \cong \text{Ext}^2_{\mathbb{Z}[G]}(\mathbb{Z}, \mathbb{Z}/\ell)$, this corresponds to the Yoneda extension given above for $\phi_{\ell-1}(\alpha_1)$. \qed
6.7 The operation $\phi^V$

Consider the map $\phi^V = \phi_{1-1}$ from $H^{2p+1,q}(S_*, R)$ to $H^{2p+2,q}(S_*, R)$ constructed in the last section (Definition 6.27). In this section, we show that $\phi^V$ agrees with the Steenrod operation $\beta^P$ when $p = q = b$. For notational simplicity, we shall write $R$ for $\mathbb{Z}/\ell$ in this section. Recall that the presheaf $R$ is defined in 6.3, and that $0 < i < \ell$.

**Theorem 6.30.** Given morphisms $R \xrightarrow{\gamma} R(r)[2s]$ and $R \xrightarrow{\sigma} R(p)[2q + 1]$, for $p, r > 0$ and $q, s \geq 0$, we have

$$\phi_i(\gamma \sigma) = \gamma^{i+1} \phi_i(\sigma).$$

**Proof.** ([Voe11, 3.4]) For simplicity of notation we will write $T_0$ for $R(r)[2s]$ and $T_1$ for $R(p)[2q + 1]$. Let $M_\gamma$ and $M_\sigma$ be the fibers of $\gamma$ and $\sigma$, i.e., the objects defined (up to an isomorphism) by the distinguished triangles

$$T_0[-1] \to M_\gamma \to R \xrightarrow{\gamma} T_0, \quad T_1[-1] \xrightarrow{\gamma} T_0 \to M_\sigma \xrightarrow{\sigma} R \to T_1.$$ 

**Step 1:** Let $\alpha$ denote $R \cong R \otimes R \xrightarrow{\gamma \otimes \sigma} T_0 \otimes T_1$, and $M_\alpha$ the fiber of $\alpha$. We can represent $\alpha$ in two ways as a composition: $(\gamma \otimes \text{id}_{T_1}) \circ \sigma$ and $(\text{id}_{T_0} \otimes \sigma) \circ \gamma$. The octahedral axiom applied to these compositions yields two distinguished triangles:

$$M_\alpha \xrightarrow{f} M_\alpha \to M_\gamma \otimes T_1 \to M_\sigma[1],$$

$$M_\gamma \to M_\alpha \xrightarrow{g} T_0 \otimes M_\sigma \to M_\gamma[1].$$

such that $y_\alpha f = y_\sigma$ and $\gamma y_\alpha = (T_0 \otimes y_\sigma)g$. Thus the vertical arrows in diagram (6.30a) form morphisms of triangles.

$$
\begin{array}{c}
\begin{array}{c}
T_1[-1] \\
\gamma \otimes T_1[-1]
\end{array} \\
\begin{array}{c}
\xrightarrow{x_\sigma} \\
\xrightarrow{\alpha}
\end{array}
\begin{array}{c}
M_\alpha \\
\xrightarrow{\gamma \otimes T_1}
\end{array} \\
\begin{array}{c}
\xrightarrow{y_\sigma} \\
\xrightarrow{\gamma}
\end{array}
\begin{array}{c}
R \\
\xrightarrow{\gamma}
\end{array} \\
\begin{array}{c}
\xrightarrow{\sigma} \\
\xrightarrow{\gamma \otimes T_1}
\end{array}
\begin{array}{c}
T_1 \\
\xrightarrow{\gamma \otimes T_1}
\end{array}
\end{array}
\end{array}

\tag{6.30a}
$$

Because $(\gamma \otimes M_\alpha, \gamma, \gamma \otimes T_1)$ is also a morphism of triangles between the top and bottom rows of (6.30a), the difference between $gf$ and $\gamma \otimes M_\alpha$ is the image of a map $d : M_\alpha \to T_0 \otimes T_1[-1]$. We may modify $f$ by the image of $d$ under $T_0 \otimes T_1[-1] \xrightarrow{x_\alpha} M_\alpha$ to assume that $g \circ f = \gamma \otimes M_\alpha$.

Applying the slice functor $s_0$ to the top middle square of (6.30a), we see that $s_0(M_\alpha) \cong s_0(M_\alpha) \cong R$ and $s_0(f) = 1$. Applying the bottom slice functor $s_{p+r}$ to the lower left square in (6.30a), and using Proposition 6.18, we see that $s_{p+r}(g) = 1$. 
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Step 2: Consider the following commutative diagram, in which the left square is \( S^{-1}(f)[1] \) tensored with the upper left square in (6.30a) and the right square commutes by naturality of the corestriction map \( S^{-1}(A) \otimes A \to S^i(A) \) with respect to \( f \) (see 6.26(b)).

\[
\begin{array}{ccc}
S^{-1}(M_\sigma) \otimes T_1 & \xrightarrow{1 \otimes x_\sigma[1]} & S^{-1}(M_\sigma) \otimes M_\sigma[1] \\
& \xrightarrow{\text{cores}} & S^i(M_\sigma)[1] \\
S^{-1}(M_\sigma) \otimes T_0 \otimes T_1 & \xrightarrow{1 \otimes \alpha[1]} & S^{-1}(M_\sigma) \otimes M_\sigma[1] \\
& \xrightarrow{\text{cores}} & S^i(M_\sigma)[1]
\end{array}
\]

The horizontal composites in this diagram are the maps \( v[1] = \text{cores}(1 \otimes x_\sigma[1]) \) of the triangles 6.26(b) for \( \sigma \) and \( \alpha \). It follows that there is a morphism \( c : R \to R \) completing the large outer square above into a morphism between the triangles of 6.26(b) for \( \sigma \) and \( \alpha \).

\[
\begin{array}{ccc}
S^i(M_\sigma) & \xrightarrow{s_\sigma} & S^{-1}(M_\sigma) \otimes T_1 \\
& \xrightarrow{\exists} (= 1) & S^{-1}(M_\sigma) \otimes T_1 \\
S^i(M_\sigma) & \xrightarrow{s_\alpha} & S^{-1}(M_\alpha) \otimes T_0 \otimes T_1 \\
& \xrightarrow{v[1]} & S^i(M_\alpha)[1]
\end{array}
\]

Applying the slice functor \( s_0 \) to the left square, we conclude from 6.26(a) that \( c = s_0(S^i f) = 1 \). In particular,

\[ s_\alpha = (S^{-1} f \otimes \gamma \otimes T_1) \circ s_\sigma. \tag{6.30b} \]

Step 3: Similarly, we have a commutative diagram in which the left square commutes by naturality of the transfer, and the right square is just \( S^{-1} g \) tensored with the bottom middle square in (6.30a):

\[
\begin{array}{ccc}
S^i(M_\alpha) & \xrightarrow{\text{tr}} & S^{-1}(M_\alpha) \otimes M_\alpha \\
& \xrightarrow{1 \otimes y_\alpha} & S^{-1}(M_\alpha) \\
& \xrightarrow{S^{-1} g \otimes g} & S^{-1} g \otimes \gamma \\
T^i_0 \otimes S^i(M_\alpha) & \xrightarrow{\text{tr}} & (T^i_0 \otimes S^{-1}(M_\sigma)) \otimes (T_0 \otimes M_\sigma) \\
& \xrightarrow{1 \otimes y_\sigma} & T^i_0 \otimes S^{-1}(M_\sigma).
\end{array}
\]

The horizontal composites in this diagram are the maps \( u_\alpha \) and \( 1 \otimes u_\sigma \) of the triangles 6.26(a) for \( \alpha \) and \( \sigma \). It follows that there is a morphism \( c : T^i_0 \otimes T^i_1[1] \to T^i_0 \otimes T^i_1[1] \) completing the large outer square above into a morphism of triangles, from the triangle 6.26(a) for \( \alpha \) to the tensor product of \( T^i_0 \) with the triangle 6.26(a) for \( \sigma \):

\[
\begin{array}{ccc}
S^i(M_\alpha) & \xrightarrow{u_\alpha} & S^{-1}(M_\alpha) \\
& \xrightarrow{r_\alpha} & T^i_0 \otimes T^i_1[1] \\
& \xrightarrow{\exists} (= 1) & S^i(M_\alpha)[1] \\
T^i_0 \otimes S^i(M_\sigma) & \xrightarrow{1 \otimes r_\sigma} & T^i_0 \otimes S^{-1}(M_\sigma) \\
& \xrightarrow{r_\sigma} & T^i_0 \otimes T^i_1[1] \\
& \xrightarrow{\exists} (= 1) & S^i(M_\sigma)[1].
\end{array}
\]
Applying the bottom slice functor, we conclude from the commutativity of the right square and $s_{ip+ir}(T_0 \otimes A) = s_{ip}(A)[2s_i]$ that $c = s_{ip+ir}(S^g) = 1$. Thus the middle square yields

\[
r_{\alpha} = (T_0 \otimes r_{\sigma}) \circ (S^{i-1}g \otimes \gamma).
\]

(6.30c)

Step 4: By Definition 6.27, $\phi_i(\sigma) = (r_{\sigma} \otimes T_1) \circ s_{\sigma}$, where $r_{\sigma}$ and $s_{\sigma}$ are given in 6.26, and $\phi_i(\alpha) = (r_{\alpha} \otimes T) \circ s_{\alpha}$, where $s_{\alpha}$ and $r_{\alpha}$ are given in (6.30b) and (6.30c) and $T = T_0 \otimes T_1$. Thus $\phi_i(\alpha)$ is the composition

\[(1 \otimes r_{\sigma} \otimes T)(S^{i-1}g \otimes \gamma \otimes T_1) \circ (S^{i-1}f \otimes \gamma \otimes T_1) \circ s_{\sigma} = (1 \otimes r_{\sigma} \otimes T) \circ (\rho \otimes T_1) \circ s_{\sigma},\]

where $\rho$ is the composite

\[
S^{i-1}(M_{\sigma}) \xrightarrow{S^{i-1}f \otimes \gamma} S^{i-1}(M_{\alpha}) \otimes T_0 \xrightarrow{S^{i-1}g \otimes \gamma} S^{i-1}(M_{\sigma}) \otimes T_0^{i+1}.
\]
Because $g \circ f = \gamma \otimes M_{\sigma}$ we have

\[
S^{i-1}(g) \circ S^{i-1}(f) = S^{i-1}(\gamma \circ f) = S^{i-1}M_{\sigma} \otimes S^{i-1}(\gamma) = S^{i-1}M_{\sigma} \otimes \gamma^{i-1}.
\]
Thus $\rho = S^{i-1}M_{\sigma} \otimes \gamma^{i+1}$. Combining $\rho$, $r_{\sigma}$ and $s_{\sigma}$, we get the desired identity $\phi_i(\alpha) = \gamma^{i+1}\phi_i(\sigma)$.

Proposition 6.31. The operations $\phi_i = \phi_i^{p,q}$ satisfy:

(a) $\phi_i(cz) = c^{i+1}\phi_i(z)$ for $c \in \mathbb{Z}$;

(b) $\phi_i(\Sigma \gamma) = 0$ in $\tilde{H}^{2p(i+1)+2,q(i+1)}(\Sigma S_\bullet, R)$ for all $\gamma \in \tilde{H}^{2p,q}(S_\bullet, R)$.

Proof. Part (a) is the case $c = \gamma$ of Theorem 6.30. Part (b) is the case where $z = \sigma_s \in H^{1,0}(S^1, R)$, because by Theorem 6.30 we have

\[
\phi_i(\sigma_s \cup \gamma) = \phi_i(\sigma_s) \cup \gamma^{i+1},
\]
and this is zero because $\phi_i(\sigma_s)$ is an element of $H^{2,0}(S^1) = 0$.

The group $H^{*,0}(S_\bullet, R)$ is just the topological cohomology $H^*_\text{top}(\pi_0(S_\bullet), R)$; see Lemma 13.3. Under this identification, we show that $\phi_{i-1}$ is classical.

Corollary 6.32. $\phi_{i-1}: H^{2p+1,0}(-, R) \to H^{2p+2,0}(-, R)$ is the classical Steenrod operation $\beta P^p_{\text{top}}$ (which is $S^{2p+1}_{\text{top}}$ if $\ell = 2$).
Motives over $S$

Proof. Since $\phi_{\ell-1}$ vanishes on suspensions, it must be $c\beta P^p_{\top}$, for some $c \in R$ by Example 13.4.1. To see that $\phi_{\ell-1} = \beta P^p_{\top}$, it suffices to find one element $x$ such that $\phi_{\ell-1}(x)$ is nonzero and equal to $\beta P^p_{\top}(x)$.

For this, we recall from the proof of Proposition 6.29 that there is a smooth simplicial scheme $B_*(G)$ and an element $\alpha_1$ of $H^{1,0}(B_*(G),R)$ with $\gamma = \phi_{\ell-1}(\alpha_1) = \beta(\alpha_1)$ nonzero. For $x = \gamma^p \cdot \alpha_1$, Theorem 6.30 yields

$$\phi_{\ell-1}(x) = \gamma^{p^\ell} \cdot \beta(\alpha_1) = \gamma^{p\ell+1}.$$  

By [Ste62, V.5.3], this is a nonzero element of $H^*_\top(BG,R)$. On the other hand, if $\ell = 2$ then $\gamma = \alpha_1^2$ and $x = \alpha_1^{2p+1}$, so $S_{\top}^{p+1}(x) = \alpha_1^{4p+2} = \gamma^{2p+1}$, while if $\ell \neq 2$ the Cartan formula yields $P_{\top}^p(x) = P_{\top}^p(\gamma^p)\alpha_1 = \gamma^{p\ell} \alpha_1$ and hence $\beta P_{\top}^p(x) = \gamma^{p\ell} \beta(\alpha_1) = \gamma^{p\ell+1}$.  

We now establish a motivic analogue of the classical assertion in Corollary 6.32, using a similar proof. For this we need the following theorem, which will be proven in Chapter 15, as Theorem 15.38.

**Theorem 6.33.** Let $\phi: H^{2n+1,n}(-,\mathbb{Z}) \to H^{2n\ell+2,n\ell}(-,\mathbb{Z}/\ell)$ be a cohomology operation such that for all $X$ and all $x \in H^{2n+1,n}(X,\mathbb{Z})$:

1. $\phi(bx) = b\phi(x)$ for $b \in \mathbb{Z}$;
2. If $x = \Sigma y$ for $y \in H^{2n,n}(X,\mathbb{Z})$ then $\phi(x) = 0$.

Then $\phi$ is a multiple of the mod-$\ell$ reduction of $\beta P^n$.

**Corollary 6.34.** When $R = \mathbb{Z}/\ell$ and $p = q = b$, the operation $\phi^V = \phi_{\ell-1}$ is the motivic cohomology operation $\beta P^b : H^{2b+1,b}(-,\mathbb{Z}/\ell) \to H^{2b\ell+2,2b\ell}(-,\mathbb{Z}/\ell)$.

Proof. By Propositions 6.28 and 6.31, $\phi^V$ satisfies the hypotheses of Theorem 6.33, which says that in this case $\phi^V$ is a $\mathbb{Z}/\ell$-multiple of $\beta P^b$.

To determine which multiple, consider the canonical line element $u \in H^{2,1}(\mathbb{P}^N, R)$ for $N > b\ell$. Then $x = u^b\alpha_1$ is an element of $H^{2b+1,b}(\mathbb{P}^N \times B_*(G))$ and by combining Propositions 6.31(a) and 6.29 we obtain $\phi^V(x) = u^{b\ell} \beta(\alpha_1)$. By the projective bundle formula [MVW, 15.12], multiplication by $u^s$ is an injection from $H^{1,0}(B_*(G), R)$ into $H^{2s+1,s}(B_*(G) \times \mathbb{P}^N, R)$ for all $s \leq N$. It follows that $\phi^V(x) \neq 0$.

When $\ell = 2$, the only $\mathbb{Z}/2$-multiples of $Sq^{2b+1}$ are $Sq^{2b+1}$ and 0. Since $\phi^V \neq 0$, we have $\phi^V = Sq^{2b+1}$. Now suppose that $\ell \neq 2$. To compute $\beta P^b(x)$, we refer to the properties of the motivic operations $P^i$, listed below in Axioms 13.6. Because $P^b(u^b) = u^{b\ell}$, the Cartan formula yields

$$\beta P^b(x) = \beta \left( u^{b\ell} \alpha_1 \right) = u^{b\ell} \beta(\alpha_1).$$

Since $\beta P^b(x) = \phi^V(x)$, we must have $\phi^V = \beta P^b$.
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6.8 Historical notes

Sections 6.1–6.5 are taken from the 2010 paper [Voe10b], based upon a preprint written in 2003. The idea of working with motives over $S$ originated much earlier, in the 1994 preprint of [SV00b]. Sections 6.6–6.7 are taken from the 2011 paper [Voe11]; this material first appeared in the 2003 preprint [Voe03b].

Cohomology operations in motivic cohomology have their origins in the 1996 preprint [Voe96], and appeared in [Voe03c] and [Voe03a]. The construction of the cohomology operations $\phi_i$ first appeared in the 2003 preprint [Voe03b], as did the identification of $\phi^V$ with $\beta P^H$ up to a constant $c$ (the fact that $c = 1$ is taken from [Wei09]). The power of simplicial schemes to mimic simplicial sets in manipulating cohomology operations is amply illustrated by the constructions in Section 6.6.
Chapter 7

The motivic group $H^{-1,-1}_{BM}$

In this short chapter, we develop some more of the properties of the Borel–Moore homology groups $H^{-1,-1}_{BM}(X)$ which we shall need in Part II.

The Borel–Moore homology group $H^{-1,-1}_{BM}(X) = H^{-1,-1}_{BM}(X, Z)$ is defined as $\text{Hom}_\text{DM}(Z, M_c(X)(1)[1])$, and was briefly discussed in Section 1.3. It is contravariant in $X$ for finite flat maps [MVW, 16.1] [SV00b, 3.6], and has a functorial pushforward for proper maps. If $X$ is smooth and proper (in characteristic 0), $H^{-1,-1}_{BM}(X)$ agrees with $H^{2d+1,d+1}_2(X, Z)$ [MVW, 16.24], and has a nice presentation (Proposition 1.19), which we will explore in Section 7.1.

If $k$ is a field, we saw in Example 1.21 that $H^{-1,-1}_{BM}(\text{Spec } k) \cong k$. Thus if $X$ is proper over $k$ there is a pushforward $N : H^{-1,-1}_{BM}(X) \to H^{-1,-1}_{BM}(k) \cong k^\times$; it factors through the quotient $\overline{H}_{-1,-1}(X)$ of $H^{-1,-1}_{BM}(X)$ by the difference of the two projections from $H^{-1,-1}_{BM}(X \times X)$.

The main result in this chapter is Proposition 7.7: if $X$ is a norm variety for $a$ and $k$ is $\ell$-special then the image of $H^{-1,-1}_{BM}(X) \to k^\times$ is the group of units $b$ such that $a \cup b$ vanishes in $K_{a+1}^M(k)/\ell$. We will see later, in the Norm Principle 11.1, that each of these units is a norm from a degree $\ell$ extension of $k$. This will be used in Theorem 10.17 to prove that norm varieties exist, and again in Theorem 11.2 to prove that norm varieties are Rost varieties.

7.1 Properties of $\overline{H}_{-1,-1}$

If $x$ is a closed point on $X$ then the proper map $x \to X$ induces a map $k(x)^\times \to H^{-1,-1}_{BM}(X)$; we write $[x, \alpha]$ for the image of $\alpha \in k(x)^\times$ in $H^{-1,-1}_{BM}(X)$. As noted in Example 1.21, $N : H^{-1,-1}_{BM}(X) \to k^\times$ sends $[x, \alpha]$ to the norm of $\alpha$, $N_\alpha : k(x)/k(\alpha)$.

When $X$ is smooth, we saw in Proposition 1.19 that $H^{-1,-1}_{BM}(X)$ is generated by the symbols $[x, \alpha]$. This is true even when $X$ is singular:

Lemma 7.1. For any reduced scheme $X$ over a perfect field $k$, $H^{-1,-1}_{BM}(X)$ is generated by symbols $[x, \alpha]$, where $x$ is a closed point of $X$ and $\alpha \in k(x)^\times$. 
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Proof. We proceed by induction on $\dim(X)$, the case $\dim(X) = 0$ being given by Proposition 1.19. Let $Z$ be the singular locus of $X$ and $U$ the complement. Then we have an exact localization sequence

$$H_{-1,-1}^B(Z) \rightarrow H_{-1,-1}^B(X) \rightarrow H_{-1,-1}^B(U)$$

by [Voe00b, 4.1.5] or [MVW, 16.20] when $\text{char}(k) = 0$, and by [Kel13, 5.5.5] when $\text{char}(k) > 0$. Since $U$ is smooth and $\dim(Z) < \dim(X)$, the left and right groups are generated by $[x, \alpha]$ with $x$ a closed point in $Z$ (resp., $U$) and $\alpha \in k(x)^\times$. As these may be regarded as elements of $H_{-1,-1}^B(X)$, the result follows.

Here are some elementary facts about the reduced group $\overline{\Pi}_{-1,-1}(X)$, which first appeared in [SJ06, 1.5–7].

If $E$ is a finite field extension of $k(x)$ for some closed point $x \in X$ then the proper map $\text{Spec}(E) \rightarrow x \rightarrow X$ induces a map

$$E^\times = H_{-1,-1}^B(\text{Spec} E) \rightarrow H_{-1,-1}^B(x) \rightarrow H_{-1,-1}^B(X).$$

By inspection, the composite sends $\alpha \in E^\times$ to the class of $[x, N_{E/k(x)}\alpha]$. More generally, if $f : Y \rightarrow X$ is proper and $y = \text{Spec}(E)$ is a closed point of $Y$, then the pushforward $f_*$ sends $[y, \alpha]$ to $[f(x), N_{E/k(x)}\alpha]$.

To illustrate the advantage of passing to $\overline{\Pi}_{-1,-1}$, consider a cyclic field extension $E/k$. Then $\overline{\Pi}_{-1,-1}(\text{Spec} E)$ is the quotient of $H_{-1,-1}^B(\text{Spec} E) = E^\times$ by the relation $x \sim \sigma(x)$, where $\sigma$ generates $\text{Gal}(E/k)$, and $\overline{\Pi}_{-1,-1}(\text{Spec} E)$ injects into $k^\times$ because Hilbert’s Theorem 90 gives an exact sequence

$$0 \rightarrow \overline{\Pi}_{-1,-1}(\text{Spec} E) \xrightarrow{N} k^\times \rightarrow \text{Br}(E/k) \rightarrow 0.$$

If $f : Y \rightarrow X$ is a finite flat map of degree $d$, there is a natural pullback $f^* : H_{-1,-1}^B(X) \rightarrow H_{-1,-1}^B(Y)$, and an induced map $\overline{\Pi}_{-1,-1}(X) \rightarrow \overline{\Pi}_{-1,-1}(Y)$. The composition $f_*f^*$ is multiplication by $d$. This follows for example from the fact that $M^\times(X) \xrightarrow{f_*} M^\times(Y) \xrightarrow{f^*} M^\times(X)$ is multiplication by $d$.

Given a closed point $\text{Spec}(E) \rightarrow X \times X$, the projections to $X$ send it to points $x_i = \text{Spec}(E_i)$ of $X$, for intermediate subfields $E_1, E_2$ such that $E = E_1E_2$; every closed point of $X \times X$ has this form for suitable $x_1, x_2 \in X$. It follows that $\overline{\Pi}_{-1,-1}(X)$ is the quotient of $H_{-1,-1}^B(X)$ by the relations that $[x_1, N_{E/E_i} \alpha] \sim [x_2, N_{E/E_2} \alpha]$ for $\alpha \in E^\times$.

Lemma 7.2. Suppose that $x_1, x_2 \in X$ are closed points, and $\alpha \in k(x_1)^\times$.

1. If $\sigma : k(x_1) \xrightarrow{\sim} k(x_2)$ then $[x_1, \alpha] \sim [x_2, \sigma(\alpha)]$ in $\overline{\Pi}_{-1,-1}(X)$.

2. If there is a field embedding $k(x_2) \hookrightarrow k(x_1)$, then in $\overline{\Pi}_{-1,-1}(X)$ we have:

$$[x_1, \alpha] = [x_2, N_{k(x_1)/k(x_2)} \alpha].$$

3. If $X(k) \neq \emptyset$ and $X$ is proper over $k$, then $N : \overline{\Pi}_{-1,-1}(X) \cong k^\times$.
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4. If $X$ has a closed point $x$ with $[k(x): k] = m$, and $X$ is proper over $k$, then the kernel and cokernel of $N: \mathcal{H}_{-1,-1}(X) \to k^\times$ have exponent $m$.

Proof. The first two parts follow from the above remarks by taking the pushforward of $\alpha \in k(x)^\times$ along the proper map $\text{Spec}(k(x)) \to (x_1, x_2) \to X \times X$. If $X$ has a $k$-point $x_2$, then (2) implies that every element of $\mathcal{H}_{-1,-1}(X)$ is equivalent to one of the form $[x_2, \alpha]$; since $\mathcal{H}_{-1,-1}(x_2) \to \mathcal{H}_{-1,-1}(X) \to k^\times$ is an isomorphism, we obtain part (3). Finally, in the situation of part (4) the cokernel of $N$ is a quotient of the cokernel of $\mathcal{N}_{k(x)/k} : k(X)^\times \to k^\times$, which has exponent $m$, and the kernel of $N$ is contained in the kernel of the finite flat pullback $f^* : \mathcal{H}_{-1,-1}(X) \to \mathcal{H}_{-1,-1}(X_{k(x)}) = k(x)^\times$, which has exponent $m$ because $f_*f^* = m$. □

Lemma 7.3. Let $f : Y \to X$ be a finite flat morphism over $k$ of degree prime to $\ell$. If $F$ is an $\ell$-special field over $k$, $Y(F) \to X(F)$ is onto.

Proof. Suppose that $\text{Spec}(F) \to X$ is an $F$-point with image $x \in X$. Since the degree of $Y \times_X \text{Spec}(F) \to \text{Spec}(F)$ is $\deg(f)$ it is prime to $\ell$. Since $F$ is $\ell$-special, the map splits, yielding an $F$-point of $Y$. □

Lemma 7.4. Let $f : Y \to X$ be a finite flat morphism of degree prime to $\ell$ over an $\ell$-special field $k$. Then $f_* : \mathcal{H}^BM_{-1,-1}(Y) \to \mathcal{H}^BM_{-1,-1}(X)$ is onto, and $f^* f_*$ is multiplication by $\deg(f)$.

If $X$ and $Y$ are proper over $k$, then $f_*$ is an isomorphism.

Proof. For each closed $x \in X$, $k(x)$ is $\ell$-special, so there is a $y \in Y$ with $f(y) = x$ and $k(x) = k(y)$ by Lemma 7.3. Since we have $f_*([y, \alpha]) = [x, \alpha]$ for all $\alpha \in k(x)^\times$, the map $f_*$ is onto. To see that $f^* f_* = \deg(f)$, consider a generator $[y, \beta]$ of $\mathcal{H}^BM_{-1,-1}(Y)$ and set $x = f(y)$, $F = k(x)$. By Lemma 7.3, there is a $y' \in Y$ with $f(y) = f(y')$ and $k(y') = F$. By Lemma 7.2(2), $[y, \beta] = [y', \mathcal{N}_{k(y)/F} \beta]$. Replacing $y$ by $y'$, we may assume that $k(y) = F$.

Suppose that $f^{-1}(x)$ consists of points $y = y_1, \ldots, y_r$ counted with multiplicities, so $\sum [k(y_i) : F] = \deg(f)$. Then in $\mathcal{H}^BM_{-1,-1}(Y)$, again by 7.2(2),

$$f^* f_* ([y, \beta]) = f^* ([x, \beta]) = \sum [y_i, \beta] = [y, \prod N_{k(y_i)/F} \beta].$$

Since $\prod N_{k(y_i)/F}(\beta) = \prod \beta^{[k(y_i)/F]} = \beta^{\deg(f)}$, $f^* f_* ([y, \beta]) = \deg(f)[y, \beta]$.

Finally, if $X$ and $Y$ are proper over $k$ then the pushforwards $N_{X/k}$ and $N_{Y/k}$ are defined, and $N_{Y/k} = N_{X/k} \circ f_*$. By Lemma 7.2(4) and the fact that $k$ is $\ell$-special, the kernel of $N_{Y/k}$ and hence the kernel of $f_*$ has exponent a power of $\ell$. Hence the kernel of $f_*$ is zero, since it also has exponent $\deg(f) = f^* f_*$, which is prime to $\ell$. □

Theorem 7.5. Let $f : W \to X$ be a dominant morphism of projective varieties over the $\ell$-special field $k$ of characteristic 0. Suppose that $\dim(W) = \dim(X)$ and the degree of $f$ is prime to $\ell$. Then:

(a) For every $\ell$-special field $F$ over $k$, the image of $W(F) \to X(F)$ contains every $F$-point of $X$ lying in the smooth locus of $X$.  

June 27, 2018 - Page 95 of 281
(b) The map \( f_* : H^{BM}_{1,-1}(W) \to H^{BM}_{1,-1}(X) \) is a surjection.

(c) If \( W \) and \( X \) are smooth projective then \( f_* : \overline{\mathcal{M}}_{1,-1}(W) \to \overline{\mathcal{M}}_{1,-1}(X) \) is an isomorphism.

Proof. (a) We first note an easy case: if \( X_1 \) is the blow-up of \( X \) along a smooth center, then every \( F \)-point in the smooth locus of \( X \) is in the image of \( X_1(F) \to X(F) \) by construction. By induction, if \( X_n \to X \) is obtained by a sequence of \( n \) blow-ups along smooth centers, then the image of \( X_n(F) \to X(F) \) contains the smooth points of \( X(F) \).

In the general case, the Raynaud–Gruson platification theorem [RG71] says that there is a blow-up \( b : X' \to X \) so that the proper pullback \( f' : W' \to X' \) is flat. Because \( f \) is proper, so is \( f' \); since \( f \) is generically finite, it follows that \( f' \) is finite. Since \( \deg(f') = \deg(f) \) is prime to \( \ell \), \( W'(F) \to X'(F) \) is onto by Lemma 7.3. Thus it suffices to show that if \( x : \text{Spec}(F) \to X \) is in the smooth locus of \( X \) then \( x \) is in the image of \( X'(F) \to X(F) \).

\[
\begin{array}{ccc}
W' & \xrightarrow{f'} & W \\
\downarrow \text{finite} & & \downarrow f \\
X_n & \xrightarrow{g} & X' & \xrightarrow{b} & X.
\end{array}
\]

Consider the rational map \( X \dashrightarrow X' \) inverse to the birational map \( b : X' \to X \). To eliminate the indeterminacy of this map, we can find a smooth \( X_n \), a map \( \pi : X_n \to X \) obtained by a sequence of blow-ups along smooth centers, and a morphism \( g : X_n \to X' \) extending the rational map. Moreover, \( \pi = bg \). By the easy case noted above, \( x = \pi(x_n) \) for some \( F \)-point \( x_n \in X_n(F) \). Hence the \( F \)-point \( x' = g(x_n) \) satisfies \( b(x') = \pi(x_n) = x \). This proves part (a).

(b) Let \( j : U \hookrightarrow X \) be a dense open subset, smooth over \( k \), such that \( f \) is finite and flat over \( U \). Since every closed point in \( X \) can be connected by a chain of curves to a closed point in \( U \), \( H^{BM}_{1,-1}(X) \) is generated by elements \([x, \alpha]\) with \( x \in U \). Similarly, \( H^{BM}_{1,-1}(W) \) is generated by \([w, \beta]\) with \( w \in f^{-1}(U) \). The surjectivity of \( f_* \) is now immediate; by (a), any \( x \in U \) can be lifted to a point \( w \) of \( W \) with \( k(x) = k(w) \), and \( f_*([w, \alpha]) = [x, \alpha] \) for each \( \alpha \in k(x) \).

(c) To show that \( f_* \) is injective, we use the fact that the pullback \( f^* : H^{BM}_{1,-1}(X) \to H^{BM}_{1,-1}(W) \) is defined. This is because the map \( H^{2d+1,d+1}(X) \cong H^{2d+1,d+1}(X) \) is an isomorphism when \( X \) is a smooth projective variety (see [MVW, 16.24] or [FV00, p. 186]):

\[
\begin{aligned}
H^{2d+1,d+1}_{1,-1}(X) &\xrightarrow{f^*} H^{2d+1,d+1}_{1,-1}(W) \\
&\xrightarrow{f_*} H^{BM}_{1,-1}(W) \\
&\xrightarrow{\nu} H^{BM}_{1,-1}(W).
\end{aligned}
\]

If \( w \) is in \( f^{-1}(U) \), with \( x = f(w) \), the calculation in Lemma 7.4 shows that \( f^* f_* ([w, \beta]) = (\deg(f))[w, \beta] \) in \( H^{BM}_{1,-1}(W) \). Hence if \( z = \sum n_i[w, \beta_i] \) satisfies \( f_*(z) = 0 \) then \( (\deg(f))z = 0 \) in \( H^{BM}_{1,-1}(W) \). Since \( k \) is \( \ell \)-special, \( X \) has a closed point \( x \) with \( [k(x) : k] = \ell^\nu \) for some \( \nu > 0 \). By Lemma 7.2(4), \( \ker(f_*) \) is also annihilated by \( \ell^\nu \). Since \( \ell^\nu z = (\deg(f))z = 0 \), we have \( z = 0 \). This shows that \( f_* \) is injective.

\[\square\]
We conclude this section by relating the pushforward \( H_{-1,-1}^{BM}(X) \to k^\times \) to the fundamental class \( L^d \stackrel{\tau}{\to} R_{tr}(X) \), where \( X \) is smooth and proper of dimension \( d \) and \( L = R(1)[2] \) as usual. Recall from Definition 5.15 that \( \tau \) is the map dual to the structure map \( R_{tr}(X) \to R \). Therefore composing with \( \tau \) yields a motivic duality map from \( H^{n+1}(X,R) = \text{Hom}(R_{tr}(X),R(i)[n]) \) to \( \text{Hom}(L^d, R(i)[n]) \), which is \( H^{n-2d,i-d}(\text{Spec} k,R) \) when \( n \geq 2d \) and \( i \geq d \).

**Lemma 7.6.** If \( \text{char}(k) = 0 \) and \( X \to \text{Spec}(k) \) is smooth and proper of dimension \( d \) then, for all \( p \) and \( q \), the motivic duality maps for \( X \) and \( k \) fit into a commutative diagram:

\[
\begin{array}{ccc}
H^{2d+p,d+q}(X,R) & \xrightarrow{\tau} & H^{p,q}(k,R) \\
\downarrow_{\cong} & & \downarrow_{\cong} \\
H_{-p,-q}(X,R) & \xrightarrow{\pi^*} & H_{-p,-q}(k,R).
\end{array}
\]

In particular, the fundamental class \( \tau : H^{2d+1,d+1}(X) \to H^{1,1}(k) \cong k^\times \) is identified by motivic duality with \( N : H_{-1,-1}(X) \to k^\times \).

**Proof.** Recall that \( H^{2d+p,d+q}(X,R) \cong \text{Hom}(R_{tr}(X),L^d(q)[p]) \). By motivic duality [MVW, 16.24], an element \( f \) of this group corresponds to the element of \( H_{-p,-q}(X,R) \cong \text{Hom}(R(-q)[-p],R_{tr}(X)) \) represented by the dual map

\[ R(-q)[-p] \cong L^d \otimes L^d(q)[p]^* \xrightarrow{1 \otimes f^*} L^d \otimes R_{tr}(X)^* \cong R_{tr}(X). \]

On the other hand, the element \( f \circ \tau \) of \( H^{p,q}(k,R) = \text{Hom}(L^d, L^d(q)[p]) \) corresponds to the element \( 1 \otimes \tau^* f^* \) of \( H_{-p,-q}(k,R) \) represented by the dual map

\[ R(-q)[-p] \cong L^d \otimes L^d(q)[p]^* \xrightarrow{1 \otimes f^*} L^d \otimes R_{tr}(X)^* \xrightarrow{1 \otimes \tau^*} L^d \otimes L^d \cong R. \]

Since \( 1 \otimes f^* \) is the canonical projection \( R_{tr}(X) \to R \), \( 1 \otimes \tau^* f^* \) is the image of \( 1 \otimes f^* \) under \( \pi^* \).

\[ \square \]

**7.2 The case of norm varieties**

Recall from Definition 1.13 that a **norm variety** for a symbol \( a \) in \( K^M_n(k)/\ell \) is a smooth projective variety \( X \) of dimension \( \ell^{n-1} - 1 \) such that \( a \) vanishes in \( K^M_n(k(X))/\ell \), and which is \( \ell \)-generic in the sense that any splitting field \( F \) of \( a \) has a finite extension \( E \) of degree prime to \( \ell \) with \( X(E) \neq \emptyset \).

In this section, we assume that there is a norm variety \( X \) for the symbol \( a = \{ a_1, \ldots, a_n \} \), and show that the image of the pushforward map \( N : H_{-1,-1}(X) \to k^\times \) is the group of units \( \beta \) of \( k \) such that \( \{ a_1, \ldots, a_n, \beta \} \) vanishes in \( K^M_{n+1}(k)/\ell \). This will be used in Section 10.4 to construct a norm variety for \( \{ a_1, \ldots, a_n, a_{n+1} \} \), by induction on \( n \).
Proposition 7.7. Let \( a = \{a_1, \ldots, a_n\} \in K^M_n(k) \) be a non-trivial symbol. Assume that BL(n-1) holds, that \( k \) is \( \ell \)-special and that \( X \) is a norm variety for \( a \). Then the following sequence is exact:

\[
H^{BM}_{-1,-1}(X) \xrightarrow{N} k^\times \xrightarrow{a \cup (-)} K^M_n(k)/\ell.
\]

Proof. We first show that the composition is trivial. It suffices to consider the image of a generator \([x, \beta]\). Since \( X \) is a smooth splitting variety for \( a \), \( a \) vanishes in \( K^M_n(k(X))/\ell \) and also in \( K^M_n(k(x))/\ell \) (by specialization; see Remark 1.13.1). By the projection formula, \( \{a, N(\beta)\} = N_{k(x)/k}\{a, \beta\} = 0 \).

Since \( F = k(\sqrt[n]{a_1}) \) splits \( a \), \( X \) is an \( \ell \)-generic splitting variety and \( F \) is \( \ell \)-special, we conclude that \( X \) has an \( F \)-point \( x \). Since \( N([x, b]) = b^n \) for \( b \in k \), the image of \( N \) contains \( k^\times \). Since \( H_{-1,-1}(X, \mathbb{Z}/\ell) \cong H_{-1,-1}(X, \mathbb{Z}/\ell) \), this shows that it suffices to show that the following sequence is exact:

\[
H_{-1,-1}(X, \mathbb{Z}/\ell) \rightarrow k^\times/k^\times \rightarrow H^{n+1}_{et}(k, \mu^{\otimes n+1}_\ell).
\]

We claim that this sequence forms the top row of a large commutative diagram:

\[
\begin{array}{ccc}
H_{-1,-1}(X, \mathbb{Z}/\ell) & \xrightarrow{N} & k^\times/k^\times \\
\cong & & \cong \\
H^{2d+1,d+1}(X, \mathbb{Z}/\ell) & \xrightarrow{\tau} & H^{1,1}(k, \mathbb{Z}/\ell) \\
\lambda & & \delta \cup \\
H^{2d+1,d+1}(M, \mathbb{Z}/\ell) & \xrightarrow{\lambda} & H^{1,1}(X, \mathbb{Z}/\ell) \\
\end{array}
\]

We first describe the top half of this diagram. The map labelled \( \tau \) is composition with the fundamental class \( \tau : \mathbb{L}^d \rightarrow R_{et}(X) \), defined in 5.15 and dual to the structure map \( \pi : R_{et}(X) \rightarrow R \); the upper left square commutes by Lemma 7.6.

Recall that \( d = \ell^{n-1} - 1 \) and \( b = d/(\ell - 1) \). Since BL(n-1) holds, Lemma 3.13 states that \( a \in H^n_{et}(k, \mu^{\otimes n}_\ell) \) is the image of an element \( \delta \) under the injection \( H^{n,n-1}(X, \mathbb{Z}/\ell) \rightarrow H^n_{et}(k, \mu^{\otimes n}_\ell) \). Thus the upper right square commutes, and the upper right vertical is an injection. (The middle vertical isomorphisms \( H^{1,1}(X, \mathbb{Z}/\ell) \cong H^{1,1}(k, \mathbb{Z}/\ell) \cong k^\times/k^\times \) come from Lemma 1.35.)

In Section 5.2 we used the element \( \mu = Q_{n-2} \cdots Q_0(\delta) \) to construct a motive \( A \) and its symmetric powers \( D = S^{\ell-2}(A) \) and \( M = S^{\ell-1}(A) \), fitting into the triangles defining a Rost motive (see Proposition 5.7). Part of the cohomology exact sequence of the first of these triangles is

\[
H^{2d+1,d+1}(M, \mathbb{Z}/\ell) \xrightarrow{S^{\ell-1}x} H^{1,1}(X, \mathbb{Z}/\ell) \xrightarrow{r^*} H^{2d+2,d+1}(D, \mathbb{Z}/\ell).
\]
We also have an isomorphism $s^* : H^{2d+2, d+1}(D,\mathbb{Z}/\ell) \to H^{2d+3, 3} (X,\mathbb{Z}/\ell)$, by Lemma 4.16. The map $\lambda : R_\ell^d(X) \to M$ is defined in Proposition 5.9, and the lower left square commutes (for some unit $c$) by Theorem 5.18. This also establishes exactness of the bottom row in the large diagram.

It remains to show that the triangles in the lower right square commute. Given this, the exactness of the bottom row formally implies that the top row is exact, proving the proposition.

Because the operations $Q_i$ are $K_M^*(k)$-linear by 13.15 we have

$$Q_{n-1} \cdots Q_0 (\delta \cup \beta) = Q_{n-1} \cdots Q_0 (\delta) \cup \beta = Q_{n-1} (\mu) \cup \beta$$

for every unit $\beta \in k^\times$. Thus the upper right triangle in the lower right square commutes. Note that the elements $\mu$ of $H^{2d+1,b} (X,\mathbb{Z})$ and $Q_{n-1}(\mu)$ of $H^{2d+2, b+1} (X,\mathbb{Z})$ are both nonzero by Corollary 3.16.

Referring to Definition 5.10, we see that the composition $s^* \circ r^*$ in the above diagram is multiplication by the element $\phi^V(\mu)$ of $H^{2d+2, b+1} (X,\mathbb{Z}/\ell)$. We showed in Corollary 6.34 (which uses Theorem 15.38) that $\phi^V$ agrees with $\beta P^b$. In addition, since $\mu$ is annihilated by the $Q_i$ with $i \leq n-2$ we have $\beta P^b(\mu) = (-1)^{n-1} Q_{n-1}(\mu)$ by Lemma 5.14. This shows that the bottom triangle in the lower right square also commutes. This competes the proof. $\square$

### 7.3 Historical notes

The group we refer to as $H_{-1,-1}(X)$ first surfaced in the early 1970’s as the $K$-cohomology group $H^d(X, K_{d+1})$ ($d = \dim(X)$), computed via the Gersten resolution of the sheaf $K_{d+1}$. For curves, the groups $H^1(X, K_2)$ were an important tool in understanding $K_1(X)$, especially in the work of Bloch. However, the $K$-cohomology groups $H^d(X, K_{d+1})$ for $d > 1$ did not attract much attention until Rost’s 1988 paper [Ros88] where $A_0(X, K_1)$ was defined and $N : A_0(X, K_1) \to k^\times$ was shown to be injective for certain quadric hypersurfaces $X$. Rost’s 1996 paper [Ros96] considered $A_0(X, K_1)$ in the context of cycle modules. This thread was picked up by Déglise in [Dég03], who connected it with motives (and homotopy invariant sheaves with transfers).

The observation that this group was also the Borel–Moore motivic homology group $H_{-1,-1}(X)$ was established in [SJ06, 1.1], and most of Section 7.1 is taken from [SJ06]. Proposition 7.7, which is due to Voevodsky, appeared first for $\ell = 2$ as Theorem 2.1 in the 1996 preprint version of [OVV07], and later (for all $\ell$) in the appendix to [SJ06].
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Part II
The goal of Part II is to show that Rost varieties exist. Recall that Rost varieties for a symbol \( a = \{a_1, ..., a_n\} \) were defined in Section 1.3; a Rost variety \( X \) must have dimension \( d = \ell^{n-1} - 1 \), its function field must split the symbol, it must satisfy some conditions about characteristic classes, and a certain homology group \( \check{H}_{-1, -1}(X) \) must inject into the group \( k^\times \) of units of the field.

The strategy is to define a related notion, that of a norm variety for \( a \), show that norm varieties exist and then show that norm varieties are Rost varieties. The existence of norm varieties will be established in Chapter 10, using Rost’s Chain Lemma 9.1; the fact that they are Rost varieties will be given in Chapter 11.

We remind the reader that we are proceeding by induction on \( n \), so that we shall assume that \( BL(n-1) \) holds, and use the material from Part I which depends upon it. We will also invoke some results about cohomology operations from Part III.

To streamline the presentation, we begin with some preliminary chapters. In Chapter 8, we use algebraic cobordism to establish some degree formulas (due to Rost) that we shall need. In Chapter 9, we shall establish the Chain Lemma.
Chapter 8

Degree formulas

Let $\delta$ be a function from a class of smooth projective varieties over a field $k$ to some abelian group. A degree formula for $\delta$ is a formula relating $\delta(X)$, $\delta(Y)$ and $\deg(f)$ for any generically finite map $f : X \to Y$ in this class. The formula is usually $\delta(Y) = \deg(f)\delta(X)$.

In this chapter, we recall three degree formulas (8.7, 8.9 and 8.12) involving the algebraic cobordism ring $\Omega_*(k)$ over a field $k$ of characteristic 0, in a form due to Levine and Morel [LM07]. These are used in Theorem 10.12 and Proposition 10.14 to prove that any norm variety over $k$ is a $\nu_{n-1}$-variety. In particular, this is the case for the norm variety we construct in Theorem 11.24.

Using a standard result (8.16) for the complex bordism ring $MU_*$, which uses a gluing argument of equivariant bordism theory, we establish Rost’s DN Theorem (8.18) for degrees, and define the invariant $\eta(X/S)$ of a pseudo-Galois cover, which are used in the proof of the Norm Principle 11.27 (the initialism ‘DN’ is for ‘Degree’ and ‘Norm Principle’).

8.1 Algebraic cobordism

If $k$ is a field, the algebraic cobordism ring $\Omega_*(k)$ is a positively graded $\mathbb{Z}$-algebra. Although its definition in [LM07, 2.4.10] is a bit lengthy, we shall only need a few facts about it. These facts are summarized in this section.

The ring $\Omega_*(k)$ is generated as a group by the classes $[X] \in \Omega_{\dim X}(k)$ of smooth projective $k$-varieties $X$. The unit of the ring is $1 = [\text{Spec } k]$ and the product is determined by $[X][Y] = [X \times Y]$. As a functor, $\Omega_*(k)$ is covariant in $k$; if $k \subseteq k'$, $\Omega_*(k) \to \Omega_*(k')$ sends $[X]$ to $[X \times_k \text{Spec } k']$; by convention, if $X$ is a disjoint union of varieties $X_i$ we write $[X]$ for $\sum [X_i]$.

The Lazard ring $L_*$ is the polynomial ring $\mathbb{Z}[c_1, c_2, \ldots]$. We grade it by placing $c_n$ in degree $n$; it is the coefficient ring of the universal formal group law. By definition [LM07, 2.4.10], $\Omega_*(k)$ has a canonical formal group law, so there is a canonical graded ring homomorphism $L_* \to \Omega_*(k)$.

When $k = \mathbb{C}$, there is a canonical map $\Omega_n(\mathbb{C}) \to MU_{2n}$ sending the class of
a smooth projective $X$ to the class of the complex manifold $X(\mathbb{C})$; see [LM07, 4.3.1]. By Quillen’s theorem [Ada74, II.8], the cobordism ring $MU_{2\ast}$ has a formal group law, and the universal map $\mathbb{L}_n \to MU_{2\ast}$ is an isomorphism. This isomorphism factors through the map $\Omega_n(\mathbb{C}) \to MU_{2\ast}$, which is also an isomorphism; see [LM07, 4.3.7].

Now suppose that $k$ is any field of characteristic 0. Then the canonical maps $\mathbb{L}_n \to \Omega_n(k)$ are also isomorphisms by [LM07, 4.3.7]. By universality of $\mathbb{L}_n$, we have graded ring isomorphisms:

$$\begin{align*}
\mathbb{L}_n & \cong \Omega_n(k) \cong \Omega_n(\mathbb{Q}) \cong \Omega_n(\mathbb{C}).
\end{align*}$$

(8.1)

**Example 8.1.** $\Omega_0(k) \cong \mathbb{Z}$, and if $k'/k$ is a finite separable field extension of degree $e$ then $[\text{Spec}(k')]/e \in \Omega_0(k)$. If $\text{char}(k) = 0$, this is immediate from the fact that $\text{Spec}(k' \otimes_k \bar{k}) \cong \sqcup Family Spec(\bar{k})$, together with the observation that the isomorphism $\Omega_0(k) \xrightarrow{\sim} \Omega_0(\bar{k})$ of (8.1) takes $[\text{Spec}(k')]$ to $[\text{Spec}(k' \otimes_k \bar{k})] = e[\text{Spec}(\bar{k})] = e$. If $\text{char}(k) > 0$, the isomorphism $\Omega_0(k) \cong \mathbb{Z}$ is established in [LM07, 2.3.4], using geometric relations for $\Omega_*(k)$ that we have not mentioned.

The homology theory $\Omega_*$

Except for section 8.2, we shall not need any other facts about $\Omega_*(k)$. For that result, we shall need to know that $\Omega_*(k)$ extends to a functor $\Omega_*$ which assigns a graded $\Omega_*(k)$-module $\Omega_*(X)$ to every $k$-variety $X$, and that each group $\Omega_0(X)$ is generated by classes $[Y \mathcal{I} \to X]$ where $Y$ is a smooth $n$-dimensional variety over $k$ and $f$ is projective; see [LM07, 2.5.11]. For each proper map $p : X' \to X$, there is a pushforward map $p_*$ sending $[Y \mathcal{I} \to X']$ to $[Y \mathcal{I} \mathcal{F} \to X]$; $p_*$ is not a ring homomorphism. In fact, $\Omega_*$ is an “oriented Borel–Moore functor” in the sense of [LM07, 2.1.2, 2.4.10], but we shall not need the full strength of this definition.

**Example 8.2.** The pushforwards $\mathbb{Z} = \Omega_0(k(x)) \to \Omega_0(X)$ associated to closed points $x \in X$ induce a map from the group of zero-cycles on $X$ onto $\Omega_0(X)$. By [LM07, 4.5.1], it induces an isomorphism $CH_0(X) \cong \Omega_0(X)$.

For each open $j : U \subset X$, the restriction $[f] \mapsto [f|_U]$ defines a pullback map $j'$, making $\Omega_*$ into a presheaf of $\Omega_*(k)$-modules on each $X$. Moreover, if $\text{char}(k) = 0$ then for each open $j : U \subset X$ with closed complement $i : Z \to X$ the sequence

$$\Omega_*(Z) \xrightarrow{i_*} \Omega_*(X) \xrightarrow{j'_*} \Omega_*(U) \to 0$$

(8.3)

is exact; see [LM07, 3.2.7].

If $X$ is a $d$-dimensional $k$-variety, and $F = k(X)$, the pullback maps sending $[Y \to X]$ to $[Y_F]$ induce a natural homomorphism $\Omega_{n+d}(X) \to \Omega_n(F)$. With
this as motivation, we write $\Omega_n(k(X)/k)$ for the stalk of the presheaf $\Omega_{n+d}$ at the generic point of $X$, i.e., the colimit of the groups $\Omega_{d+n}(U)$, taken over the poset of all open $U$ in $X$. This is a birational invariant of $X$, and hence depends only on the field $F = k(X)$. The pullback maps sending $[Y \to U]$ to $[Y_F]$ induce a natural factorization $\Omega_{n+d}(X) \to \Omega_n(F/k) \to \Omega_n(F)$, and $\Omega_n(F/k) \to \Omega_n(F)$ is an isomorphism if $\text{char}(k) = 0$; see [LM07, 4.4.2].

**Definition 8.4** (Degree map). ([LM07, 4.4.4]) If $\text{char}(k) = 0$ and $\dim(X) = d$, the degree homomorphism is the natural composition

$$\deg_X : \Omega_{n+d}(X) \to \Omega_n(k(X)/k) \cong \Omega_n(k(X)) \cong \Omega_n(k).$$

It is not hard to see that $\deg_X([X]) = 1$ in $\Omega_0(k)$ and that if $\alpha \in \Omega_n(X)$ has $\deg_X(\alpha) = 0$ then there is an open $U \subset X$ such that $\alpha$ vanishes in $\Omega_n(U)$.

**Example 8.4.1.** If $Y \xrightarrow{f} X$ is a map of finite degree, then $\deg_X([Y \xrightarrow{f} X]) = \deg(f)$ in $\Omega_0(k(X)) \cong \mathbb{Z}$. This follows from Example 8.1.1 because the fiber $Y_k(X)$ over the generic point of $X$ is $\text{Spec } k(Y)$, and $[k(Y) : k(X)] = \deg(f)$.

### 8.2 The General Degree Formula

In this section, we prove the General Degree Formula 8.7. Our formulation is taken from [LM07, Theorem 4.4.15]. We begin with a useful calculation, modified from [LM07, 4.4.7].

**Theorem 8.5.** Suppose that $X$ is a smooth $k$-variety, with $\text{char}(k) = 0$. Then $\Omega_*(X)$ is generated as a graded $\Omega_*(k)$-module by $[X]$ and the subgroups $\Omega_i(X)$ with $i < \dim X$.

**Proof.** We proceed by induction on $d = \dim(X)$, the case $d = 0$ being the observation that for each finite field extension $k \subset k'$ the ring isomorphism $\Omega_*(k) \xrightarrow{\cong} \Omega(k')$ of (8.1) sends $[\text{Spec } k]$ to $[\text{Spec } k']$.

Consider a class $[Y \xrightarrow{i} X]$ in $\Omega_{n+d}(X)$ with $n \geq 0$, and set $\lambda = \deg_X([Y \xrightarrow{i} X])$. Then $\lambda$ is an element of $\Omega_n(k)$, and $\alpha = [Y \xrightarrow{i} X] - \lambda \cdot [X]$ is in $\Omega_{n+d}(X)$. By construction, $\deg_X(\alpha) = 0$. Thus there is a dense open $U \subset X$ such that $\alpha$ vanishes in $\Omega_{n+d}(U)$. We see from (8.3) that $\alpha = i_*\beta$ for some $\beta \in \Omega_*(Z)$, $Z = X - U$. By induction, $\beta = \sum c_i[Z_i \to Z]$ where the $c_i \in \Omega_*(k)$ and the $Z_i$ are smooth over $k$ of dimension at most $\dim Z < \dim(X)$. Applying the pushforward, $i_*\beta$ is in the $\Omega_*(k)$-submodule of $\Omega_* (X)$ generated by the $\Omega_i(X)$ with $i < \dim X$, and $[Y \xrightarrow{i} X] = \lambda \cdot [X] + i_*\beta$. \qed

**Corollary 8.5.1.** Suppose that $X$ is any $k$-variety, with $\text{char}(k) = 0$, and that $\tilde{X} \xrightarrow{i} X$ is a resolution of singularities. Then $\Omega_*(X)$ is generated as a graded $\Omega_*(k)$-module by $[\tilde{X} \xrightarrow{i} X]$ and the subgroups $\Omega_i(X)$ with $i < \dim X$. 
Proof. There is a dense open \( U \) of \( X \) over which \( p \) is an isomorphism. Let \( Z \subset X \) and \( \tilde{Z} \subset \tilde{X} \) denote the respective closed complements of \( U \). The corollary follows immediately from the following diagram, whose rows are exact by (8.3), and Theorem 8.5.

\[
\begin{array}{cccccc}
\Omega_*(\tilde{Z}) & \longrightarrow & \Omega_*(\tilde{X}) & \longrightarrow & \Omega_*(U) & \longrightarrow & 0 \\
p_* & & & & & & \\
\Omega_*(Z) & \longrightarrow & \Omega_*(X) & \longrightarrow & \Omega_*(U) & \longrightarrow & 0 \quad \Box
\end{array}
\]

Definition 8.6. For each projective \( X \), let \( \mathcal{I}(X) \) denote the ideal of \( \Omega_*(k) \) generated by the classes \([Z]\) of smooth projective varieties \( Z \) such that \( \dim(Z) < \dim(X) \) and there is a \( k \)-morphism \( Z \to X \).

That is, \( \mathcal{I}(X) \) is the subgroup of \( \Omega_*(k) \) generated by the classes \([Z \times W] = [Z] \cdot [W] \), where \( W \) and \( Z \) are smooth projective varieties, \( \dim(Z) < \dim(X) \) and there is a \( k \)-morphism \( Z \to X \).

Remark 8.6.1. Applying the pushforward \( p_* : \Omega_*(X) \to \Omega_*(k) \) to Theorem 8.5, we see that for smooth projective \( X \) the ideal \( p_* \Omega_*(X) \) of \( \Omega_*(k) \) is generated by the ideal \( \mathcal{I}(X) \) of Definition 8.6 and the element \([X]\).

Theorem 8.7 (General Degree Formula). Let \( f : Y \to X \) be a morphism of smooth projective \( k \)-varieties, with \( \dim(X) = \dim(Y) \) and char\((k) = 0 \). Then

\[ [Y] - \deg(f)[X] \in \mathcal{I}(X). \]

Proof. First suppose that \( Y \not\to X \) is not dominant, so that \( \deg(f) = 0 \) and \( f(Y) = Z \) for some subvariety \( Z \) of \( X \). By Corollary 8.5.1, \([Y \to Z]\) is in the \( \Omega_*(k) \)-linear span of the \( \Omega_i(Z) \) for \( i \leq \dim(Z) \). As \( Z \subset X \), \([Y] \in \Omega_*(X) \) is in \( \mathcal{I}(X) \). Since \([Y] - 0[X] \) is in \( \mathcal{I}(X) \), the formula holds in this case.

Now suppose that \( Y \to X \) is dominant, hence of finite degree. In this case, the degree map \( \Omega_d(X) \to \Omega_0(k(X)) \cong \mathbb{Z} \) sends \([Y \to X]\) to \( \deg(f) \), by Example 8.4.1. Therefore the element \( \alpha = [Y \to X] - \deg(f)[X] \) of \( \Omega_d(X) \) vanishes under the degree map \( \Omega_d(X) \to \Omega_0(k(X)) \). Thus (as in the proof of Theorem 8.5) there is a dense open \( U \subset X \) such that \( \alpha \) vanishes in \( \Omega_d(U) \). By (8.3), \( \alpha = i_* \beta \) for some \( \beta \in \Omega_*(Z) \), \( Z = X \setminus U \). Hence the pushforward \( p_* \alpha \) equals the pushforward \( (p \circ i)_* \beta \) under \( \Omega_*(Z) \to \Omega_*(k) \). By Theorem 8.5, \((p \circ i)_* \beta \) is in the ideal \( \mathcal{I}(X) \), so we are done. \( \Box \)

Corollary 8.8. Let \( f : X' \to X \) be a morphism of smooth projective \( k \)-varieties of the same dimension, with char\((k) = 0 \). If the degree of \( f \) is prime to \( \ell \) then \( \mathcal{I}(X')(\ell) = \mathcal{I}(X)(\ell) \) as ideals of \( \Omega_*(k) \otimes \mathbb{Z}_(\ell) \).

Proof. By definition \( \mathcal{I}(X') \subseteq \mathcal{I}(X) \). We will show by induction on \( \dim(Y) \) that if \( Y \to X \) is a projective \( k \)-morphism with \( Y \) smooth and \( \dim(Y) < \dim(X) \) then \([Y] \in \mathcal{I}(X')(\ell) \). If \( \dim(Y) = 0 \), i.e., \( Y \) is a closed point \( x \) of \( X \), then \([x] \) is
an element of $\Omega_d(k) \cap I(X)$. Since $\ell \nmid \deg(f)$, there is a closed point $x'$ of $X'$
over $x$ with $e = [k(x') : k(x)]$ prime to $\ell$, and $[x'] \in I(X')$. Since $[x'] = e[x]$ by
Example 8.1.1, we have $[x] = [x']/e$ in $\Omega_0(k)(\ell) = \mathbb{Z}(\ell)$.

Choose an irreducible component $Y'$ of $Y \times_X X'$ such that $e = [k(Y') : k(Y)]$
is prime to $\ell$, and let $\hat{Y}$ be a resolution of singularities of $Y'$. By Theorem 8.7,
$[\hat{Y}] - e[Y]$ is in $I(Y)$. Since $[\hat{Y}] \in I(X')$ and $I(Y) \subseteq I(X')(\ell)$ by the inductive
hypothesis, we see that $e[Y]$ and hence $[Y]$ is in $I(X'(\ell))$.

\[\square\]

8.3 Other degree formulas

Other important degree formulas arise by applying suitable homomorphisms from $\Omega_d(k)$ to abelian groups. We enumerate a few, proving those we shall need.

The characteristic number $s_d(X)$ of a smooth $d$-dimensional projective variety $X$ provides an illustration of this method; it is used in Propositions 10.14 and 10.15 as part of the proof that norm varieties are Rost varieties.

Recall from Section 1.3 that the number $s_d(X)$ is defined to be the degree of the characteristic class $s_d(T_X) \in CH^d(X)$. It is shown in [LM07, 4.4.19] that $X \mapsto s_d(X)$ is an algebraic cobordism invariant, i.e., it factors through a homomorphism $s_d : \Omega_d(k) \rightarrow \mathbb{Z}$ satisfying $s_d([X]) = s_d(X)$.

**Theorem 8.9** (Rost’s Degree Formula for $s_d$). Let $f : W \rightarrow X$ be a morphism of smooth projective varieties of dimension $d = \ell^r - 1$, over a field of characteristic 0. Suppose that the degree of every 0-cycle on $X$ is divisible by $\ell$. Then

$$s_d(W) \equiv \deg(f)s_d(X) \pmod {\ell^2}.$$ 

**Proof.** (See [Ros02], [LM07, Thm. 4.4.23].) Consider the element $a = [W] - \deg(f)[X]$ in $\Omega_d(k)$. Since $s_d$ is additive, $s_d(a) = s_d(W) - \deg(f)s_d(X)$. Since $a \in I(X)$ by Theorem 8.7, it suffices to show that $s_d$ vanishes modulo $\ell^2$ on $I_d(X)$, the degree $d$ part of $I(X)$. By Definition 8.6, $I_d(X)$ is generated as a group by the classes $[Y \times Z]$, where $Z \rightarrow X$ is a map with $\dim(Z) < d$ and $\dim(Y) + \dim(Z) = d$.

It is a general fact that when $\dim(Y), \dim(Z) > 0$ we have $s_{\dim(Y) + \dim(Z)}(Y \times Z) = 0$. For stably complex manifolds this is [MS74, 16.3 and 16.5]; for algebraic varieties this is [LM07, (4.8), p. 132]. In the case at hand, when $\dim(Z) < d$, we have $s_d(Y \times Z) = 0$ unless $\dim(Z) = 0$. When $\dim(Z) = 0$, i.e., $Z$ is a 0-cycle, we have $\ell|\deg(Z)$ by assumption. In this case, $\dim(Y) = d = \ell^r-1 - 1$, and we saw in Section 1.3 that $\ell|s_d(Y)$. Hence $\ell^2|\deg(Z)s_d(Y) = s_d(Y \times Z)$, as desired.

\[\square\]

**Remark 8.9.1.** The characteristic numbers $s_d$ in [MS74] and in this book are written as $S_d$ in [LM07]; the class called $s_d(X)$ in [LM07] is our class $s_d(X)/\ell$. 
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A second class of examples, including the Levine–Morel “higher degree formula” (Theorem 8.12 below), comes from graded ring homomorphisms

\[ \psi = \psi_{\ell, n} : L_* \to F_\ell[v] \]

with \( v = v_n \) in degree \( d = \ell^n - 1 \), associated to \( \ell \)-typical formal group laws of height \( n \). Note that \( \psi(x) = 0 \) for \( x \in \Omega_i(k) \) unless \( d | i \), and that \( \psi \) takes \( \Omega_{r,d}(k) \cong \mathbb{L}_{r,d} \) to the 1-dimensional vector space generated by \( v^r \).

**Construction 8.10.** Here is a sketch of the construction of \( \psi \); useful references for this material are Appendix A2 of Ravenel’s book [Rav86] and [Lan73]. There is a universal \( \ell \)-typical formal group law, which we fix; it is represented by a ring homomorphism from \( L_* \) to \( \mathbb{Z}((\ell))[v_1, v_2, \ldots] \), with \( v_i \) in degree \( \ell^i - 1 \). More restrictively, we may consider \( \ell \)-typical formal group laws of height \( n \); a universal such law is represented by the quotient homomorphism \( \psi = \psi_{\ell, n} : L_* \to F_\ell[v_n] \), obtained by going modulo \( \ell \) and killing all the \( v_i \) for \( i \neq n \).

The following definition of the numbers \( t_{d,r}(X) \) is taken from [LM07, 4.4].

**Definition 8.11.** Fix a graded ring homomorphism \( \psi : \mathbb{L}_* \to F_\ell[v] \) corresponding to an \( \ell \)-typical formal group laws of height \( n \), as above. For \( r > 0 \), the homomorphism

\[ t_{d,r} : \Omega_{r,d}(k) \cong \mathbb{L}_{r,d} \to F_\ell \]

is defined by \( \psi(x) = t_{d,r}(x) v^r \) for \( x \in \Omega_{r,d}(k) \). That is, \( t_{d,r}(x) \) is the coefficient of \( v_r^r \) in \( \psi(x) \). If \( X \) is a smooth projective variety over \( k \), of dimension \( r d \), then \( X \) determines a class \([X]\) in \( \Omega_{r,d}(k) \), and we write \( t_{d,r}(X) \) for \( t_{d,r}([X]) \).

Note that a different choice of \( \psi \) corresponds to an automorphism of \( F_\ell[v] \), so the number \( t_{d,r} \) depends upon the choice of formal group law above, but only up to a unit of \( F_\ell \).

Here is the Levine–Morel “higher degree formula” (cf. [LM07, Thm. 4.4.23].) We fix an \( n \) and set \( d = \ell^n - 1 \), \( \psi = \psi_{\ell, n} \).

**Theorem 8.12 (Higher Degree Formula).** Let \( X \) be a smooth projective variety of dimension \( r d \) over a field \( k \) of characteristic 0 which admits a sequence of surjective morphisms with \( X^{(i)} \) smooth and \( \dim X^{(i)} = d \cdot i \):

\[ X = X^{(r)} \to X^{(r-1)} \to \cdots \to X^{(0)} = \text{Spec}(k). \]

Suppose moreover that \( \ell \) divides the degree of every zero-cycle on each of the \( X^{(i)} \times X^{(i-1)} k(X^{(i-1)}) \). Then \( \psi([X]) = 0 \).

In particular, if \( W \) is also smooth projective of dimension \( r d \) then for every morphism \( f : W \to X \) we have \( \psi([W]) = \deg(f) \cdot \psi([X]) \), i.e.,

\[ t_{d,r}(W) = \deg(f) \cdot t_{d,r}(X). \]
Degree formulas

Proof. Since \([W] – \deg(f)[X]\) is in \(\mathcal{I}(X)\) by Theorem 8.7, it suffices to show that \(\psi(\mathcal{I}(X)) = 0\). We will show that \(\psi(\mathcal{I}(X^{(i)})) = 0\) by induction on \(i\).

We first show that \(\psi(\mathcal{I}(X^{(1)})) = 0\). By assumption, if \(z\) is a closed point of \(X^{(1)}\) then the degree of \(z\) is divisible by \(\ell\); since \([z] = [k(z) : k] in \Omega_0(k)\) by Example 8.4.1, we have \(\psi([z]) = 0\). Next, note that if \(d\) does not divide \(\dim(Z)\), then \(\psi([Z]) = 0\) as \(F\ell[v]\) is zero in degree \(\dim(Z)\). Since \(\dim(X^{(1)}) = d\), \(\psi([Z]) = 0\) for every generator \([Z]\) of \(\mathcal{I}(X^{(1)})\).

In the general case, consider a generator \([Z]\) of the ideal \(\mathcal{I}(X^{(i)})\), defined by a \(k\)-morphism \(f : Z \to X^{(i)}\) with \(\dim(Z) < d i\). If \(d \nmid \dim(Z)\) then \(\psi([Z]) = 0\) for degree reasons. If \(\dim(Z) < d(i – 1)\) then \([Z] \in \mathcal{I}(X^{(i-1)})\) via the obvious composition \(f_i : Z \to X^{(i-1)}\), and \(\psi([Z]) = 0\) by induction. Thus we may assume that \(\dim(Z) = d(i – 1) = \dim(X^{(i-1)})\). By the General Degree Formula 8.7, \([Z] – \deg(f_i)[X^{(i-1)}] \in \mathcal{I}(X^{(i-1)})\). Since \(\psi(\mathcal{I}(X^{(i-1)})) = 0\), we get \(\psi([Z]) = \deg(f_i)\psi([X^{(i-1)}])\). Thus in order to show that \(\psi([Z]) = 0\), it suffices to show that \(\deg(f_i) \equiv 0 \pmod{\ell}\).

If \(f_i\) is not dominant, then \(\deg(f_i) = 0\) by definition. On the other hand, if \(f_i\) is dominant, then the generic point of \(Z\) maps to a closed point \(\eta\) of \(X^{(i)} \times_{X^{(i-1)}} k(X^{(i-1)})\). By the 0-cycles hypothesis of this theorem, \(\ell\) divides \(\deg(\eta) = \deg(f_i)\).

Example 8.12.1. Here is a typical application. Suppose that \(t_{d,r}(W) \neq 0\) in \(F\ell\). Then the degree of any dominant map \(f : W \to X\) must be prime to \(\ell\).

Here are some properties of the numbers \(t_{d,r}\) that we shall need below, in Corollary 8.17 and Theorem 8.18. Recall from Section 1.3 (or [MS74, 16.6/16.E] and [Sto68, p. 130]) that if \(d = \ell^n – 1\) then \(\ell\) divides the characteristic number \(s_d(X)\), so that \(s_d(X)/\ell\) is an integer.

Lemma 8.13. Let \(X/k\) be a smooth projective variety of dimension \(rd\), and let \(k \subseteq \mathbb{C}\) be an embedding.

1. There is a \(u \in F_\ell^x\) such that \(t_{d,1}(x) \equiv u s_d(x)/\ell \pmod{\ell}\) for all \(x \in \Omega_d(k)\).
2. If \(X = \prod_{i=1}^r X_i\) and \(\dim(X_i) = d\), then \(t_{d,r}(X) = \prod_{i=1}^r t_{d,1}(X_i)\).
3. \(t_{d,r}(X)\) depends only on the class of the manifold \(X(\mathbb{C})\) in the complex bordism ring \(MU_*\).

Proof. Part (1) is [LM07, Proposition 4.4.22(3)]. Part (2) is immediate from the graded multiplicative structure on \(\Omega_*(k)\): since \([X] = \prod[X_i], \psi([X]) = \prod \psi([X_i]) = \prod t_{d,1}(X_i) v\). Finally, part (3) is a consequence of the fact that the natural homomorphism \(\Omega_*(k) \to MU_{2*}\) is an isomorphism (since both rings are canonically isomorphic to the Lazard ring \(L_{2*}\)).
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8.4 An equivariant degree formula

In this section we consider $G$-varieties, where $G = \mu^\ell_n$, and use the Higher Degree Formula 8.12 to prove the DN Theorem 8.18. This theorem shows that (for a certain class of $G$-varieties $X$) the degrees of maps $W \to X$ must be prime to $\ell$ for a class of varieties $W$. At its heart, it follows the pattern of Example 8.12.1.

We will need the following standard consequence of equivariant bordism theory of complex manifolds, which is usually attributed to Conner and Floyd.

Let $\psi : L^* \to F_\ell[v_n]$ be as in Definition 8.11, with $v = v_n$ in degree $d = \ell^n - 1$.

Lemma 8.14. Suppose that the abelian $\ell$-group $G = (\mathbb{Z}/\ell)^n$ acts without fixed points on a stably complex manifold $M$, preserving the stably complex structure. Then $\psi([M]) = 0$ in $F_\ell[v_n]$.

Proof. Let $I(n)$ denote the ideal in $MU_*$ generated by $\{\ell, [M_1], \ldots, [M_{n-1}]\}$, where each $M_i$ is a complex manifold with $\dim_{\mathbb{C}}(M_i) = \ell^i - 1$ which generates $MU_{2\ell^i-2}$ modulo decomposable elements (a “Milnor manifold”). By [tD70] [Flo71], $I(n)$ is the ideal of bordism classes represented by smooth $G$-manifolds without fixed points. Since $M$ has no fixed points, $[M]$ is in $I(n)$.

Since $\ell$ is the only generator of $I(n)$ whose dimension is a multiple of $d = \ell^n - 1$, the map $\psi : MU_2 \to F_\ell[v_n]$ is zero on every generator and hence on $I(n)$. It follows that $\psi([M]) = 0$. \qed

Definition 8.15. For any group $G$, we say that two stably complex $G$-manifolds are $G$-fixed point equivalent if $\text{Fix}_G X$ and $\text{Fix}_G Y$ are 0-dimensional, and there is a bijection $\text{Fix}_G X \to \text{Fix}_G Y$ under which the families of tangent spaces at the fixed points are isomorphic as $G$-representations.

We say that two $G$-varieties $X$ and $Y$ over $k$ are $G$-fixed point equivalent if $\text{Fix}_G X$ and $\text{Fix}_G Y$ are 0-dimensional, lie in the smooth locus of $X$ and $Y$, and there is a separable extension $K$ of $k$ and a bijection $\text{Fix}_G X_K \to \text{Fix}_G Y_K$ under which the families of tangent spaces at the fixed points are isomorphic as $G$-representations over $K$.

Theorem 8.16. Let $G$ be $(\mathbb{Z}/\ell)^n$ and let $X$ and $Y$ be compact complex $G$-manifolds which are $G$-fixed point equivalent. Then $\psi([X]) = \psi([Y])$ in $F_\ell[v_n]$, i.e., $t_{d,r}(X) = t_{d,r}(Y)$ for all $r > 0$.

Proof. Remove equivariantly isomorphic small balls about the fixed points of $X$ and $Y$, and let $M = X \cup -Y$ denote the result of joining the rest of $X$ and $Y$, using the opposite (stably complex) orientation on $Y$, as in the figure.
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construction is possible because \( X \) and \( Y \) are \( G \)-fixed point equivalent. Then \( M \) has a canonical stably complex structure, \( G \) acts on \( M \) with no fixed points, and \([X] - [Y] = [M]\) in \( MU_*\); see [Sto68, II]. By Lemma 8.14, \( \psi([X]) - \psi([Y]) = \psi([M]) = 0 \). By Definition 8.11, the final assertion follows automatically.

Theorem 8.16 applies to complex \( G \)-varieties, via realization, and even to \( G \)-varieties over a field \( k \) with an embedding into \( \mathbb{C} \). By Lemma 8.13(1), we conclude:

**Corollary 8.17.** For \( d \)-dimensional \( X \) and \( Y \) as in Theorem 8.16, we have \( s_d(X) \equiv 0 \pmod{\ell^2} \) iff \( s_d(Y) \equiv 0 \pmod{\ell^2} \).

We can now establish the “DN” degree theorem. It will be used in Chapter 11 to verify the Norm Principle.

To motivate it, suppose we are given varieties \( X \) and \( Y \), a finite field extension \( k(Y) \subset F \) and an \( F \)-point of \( X \), \( \text{Spec}(F) \to X \). Up to birational equivalence, this data determines a smooth variety \( W \) with \( k(W) = F \) together with a dominant map \( g : W \to Y \) and a map \( f : W \to X \) compatible with the data in the sense of the following diagram:

\[
\begin{array}{ccc}
\text{Spec}(F) & \xrightarrow{\text{finite}} & W \\
\downarrow & & \downarrow f \\
\text{Spec}(k(Y)) & \xrightarrow{\text{dominant}} & Y \\
\downarrow & & \downarrow \\
\text{Spec}(k(Y)) & \xrightarrow{\text{finite}} & X.
\end{array}
\]

Indeed, the data determines a smooth variety \( W' \) up to birational equivalence together with a dominant rational map \( Y \prec W' \prec X \); we may replace \( W' \) by a blow-up \( W \) to eliminate the points of indeterminacy and obtain the desired morphisms \( f : W \to X \), \( g : W \to Y \), with \( \deg(g) = [F : k(Y)] \).

**Theorem 8.18 (DN Theorem).** Let \( u_1, \ldots, u_r \) be \( r \) symbols in \( K_{n+1, j}^M(k)/\ell \) and let \( X_1, \ldots, X_r \) be smooth projective \( G \)-varieties, each of dimension \( d = \ell^n - 1 \) such that for each \( i \):

1. \( k(X_i) \) splits \( u_i \);
2. \( u_i \) is non-zero over \( k(X_1 \times \cdots \times X_{i-1}) \); and
3. \( s_d(X_i) \not\equiv 0 \pmod{\ell^2} \).

Set \( X = \prod X_i \) and let \( Y \) be a smooth projective \( G \)-variety which is \( G \)-fixed point equivalent to the disjoint union of \( m \) copies of \( X \), where \( \ell \nmid m \).

If \( g : W \to Y \) is a dominant map of degree prime to \( \ell \), then any map \( f : W \to X \) is dominant and of degree prime to \( \ell \).

**Proof.** We will apply the Higher Degree Formula 8.12 to \( W \xrightarrow{f} X \) and the sequence of projections between the \( X^{(i)} = \prod_{j=1}^r X_j, 1 \leq i \leq r \). We must first check that the zero-cycle hypothesis of Theorem 8.12 is satisfied. For a fixed \( i \),
it is convenient to set $F_i = k(X_1 \times \cdots \times X_{i-1})$ and $X' = X^{(i)} \times X^{(i-1)} F_i$. The hypotheses (1–2) of the DN Theorem say that the symbol $u_i$ is nonzero over $F_i$ but splits over the generic point of $X'$; by specialization (see Remark 1.13.1), $u_i$ splits over all closed points of $X'$. This implies that $\ell$ divides the degree of any closed point $\eta$ of $X'$, by the following transfer argument 1.2: the composition $K^M_*(k)/\ell \to K^M_*(k(\eta))/\ell \to K^M_*(k)/\ell$ is multiplication by $\deg(\eta) = [k(\eta) : k]$; since it sends the nonzero element $u_i$ to 0, $\ell \mid \deg(\eta)$. Hence Theorem 8.12 applies and we have $\psi([W]) = \deg(f) \psi([X])$.

Now $\psi(I(X)) = 0$ by Theorem 8.12, and $I(W) \subseteq I(X)$ since $W \to \text{Spec}(k)$ factors through $X$, so $\psi(I(W)) = 0$. We now localize at $\ell$; since $\deg(g)$ is prime to $\ell$, Corollary 8.8 implies that $I(Y)_{(\ell)} = I(W)_{(\ell)}$ as ideals of the localization $\Omega_*(k)_{(\ell)}$. Since the map $\psi : \Omega_*(k) \to \mathbb{F}_\ell[v]$ factors through $\Omega_*(k)_{(\ell)}$, $\psi$ is zero on $I(Y)_{(\ell)}$.

Applying the General Degree Formula 8.7 to $g$, we conclude that $\psi([W]) = \deg(g) \psi([Y])$, so that $\deg(f) \psi([X]) = \psi([W]) = \deg(g) \psi([Y])$, i.e.,

$$\deg(f) t_{d,r}(X) = \deg(g) t_{d,r}(Y).$$

On the other hand, since $Y$ is $G$-fixed point equivalent to $m$ copies of $X$, we have $m \cdot t_{d,r}(X) = t_{d,r}(Y)$ by Theorem 8.16. Condition (3) of the DN Theorem and Lemma 8.13(1,2) imply that $t_{d,1}(X_i) \neq 0$ for all $i$ and hence that $t_{d,r}(X) \neq 0$. It follows that $\deg(f) = m \deg(g) \neq 0$ in $\mathbb{Z}/\ell$, as required.  

\section{The $\eta$-invariant}

In this section we define an invariant $\eta(X/S)$ in $\mathbb{Z}/\ell$ for pseudo-Galois covers (morphisms which are generically Galois), and provide a degree formula for $\eta(X/S)$ which will be needed in Chapter 11. Although $\eta$ can be formulated in terms of an invariant in $\Omega_0(k) \cong \mathbb{Z}$, it is simpler to define it directly. We assume in this section that $k$ is a field containing $1/\ell$ and $\mu_\ell$.

**Definition 8.19.** Let $p : X \to S$ be a finite surjective map of varieties over $k$. We say that $p$ is a pseudo-Galois cover if $k(X)/k(S)$ is a Galois field extension with group $G = \text{Gal}(k(X)/k(S))$, and the action of $G$ on the field $k(X)$ extends to an action of $G$ on $X$. Note that $p$ is étale over an open subvariety $U$ of $S$.

**Examples 8.20.** (1) A Galois covering is a finite étale map $X \to S$ of varieties such that $k(X)/k(S)$ is a Galois field extension and the action of $G = \text{Gal}(k(X)/k(S))$ on $k(X)$ extends to an action of $G$ on $X$. Equivalently, $X \times_S X$ is isomorphic to the disjoint union $X \times G = \sqcup_{g \in G} X$ of copies of $X$. (See [SGA71, V(2.8)].)

(2) If $\mu_\ell \subset k$, $G = \mu_\ell$ acts on $\mathbb{A}^1 = \text{Spec}(k[t])$; $\zeta \in \mu_\ell$ sends $t$ to $\zeta t$. Then $\mathbb{A}^1$ is pseudo-Galois over $S = \text{Spec}(k[t])$ but is not étale over the origin.

(3) If a finite group $G$ acts on a variety $X$, the geometric quotient $X/G$ has function field $k(X)^G$, and $X \to X/G$ is pseudo-Galois. If $X \to S$ is any pseudo-Galois cover with group $G$, the canonical map $X/G \to S$ is birational. If in addition $S$ is normal then $X/G \cong S$, by Zariski’s Main Theorem.
We will now assume that $X \overset{\sim}{\rightarrow} S$ is a pseudo-Galois cover with group $G = \mathbb{Z}/\ell$ and that $\mu_\ell \subset k$. Choosing an isomorphism $G \overset{\sim}{\rightarrow} \mu_\ell$, the Galois group $G$ acts on $\mathbb{A}^1$ (as in Example 8.20(2)), and we can form $\mathbb{A}^1 \times_G X$. If $U \subset S$ is the (open) locus where $X$ is étale over $S$, then $L = \mathbb{A}^1 \times_G (p^{-1}U)$ is a line bundle over $U$. If in addition $U$ is smooth, we may form the divisor class $c_1(L)$ in $CH^1(U)$ and the zero-cycle $z = c_1(L)^{\dim(U)}$ in $CH_0(U)$.

Lemma 8.21. If $U$ is a smooth open subvariety of a projective variety $S$, and every closed point $s$ in the complement of $U$ has $[k(s) : k] \equiv 0 \pmod{\ell}$, the degree $CH_0(S) \rightarrow \mathbb{Z}$ induces a map $\deg_U : CH_0(U) \rightarrow \mathbb{Z}/\ell$.

Suppose that $f : S' \rightarrow S$ is a projective morphism with $\dim(S') = \dim(S)$, and $U' \subset f^{-1}(U) \subset S'$ is such that every point $s'$ in the complement $S' \setminus U'$ of $U'$ has $[k(s') : k] \equiv 0 \pmod{\ell}$. If $U$ is smooth and $f_U : U' \rightarrow U$ then for every $0$-cycle $z$ on $U$,

$$\deg_U(f_U^*z) = (\deg f)\deg_U(z) \quad \text{in } \mathbb{Z}/\ell.$$ 

Proof. There is an exact sequence $CH_0(S \setminus U) \rightarrow CH_0(S) \rightarrow CH_0(U) \rightarrow 0$. Since $\deg : CH_0(S) \rightarrow \mathbb{Z}$ sends $[s]$ to $[k(s) : k]$, the image of $CH_0(S \setminus U)$ is contained in $\ell\mathbb{Z}$, whence the first assertion.

For the second assertion, note that we may replace $U'$ by $f^{-1}(U)$ since $\ell$ divides the degree of every point in $f^{-1}(U) \setminus U'$. In this case, the restriction $f_U : U' \rightarrow U$ is proper, and the projection formula yields

$$\deg_U(f_U^*z) = \deg_U(f_*f_U^*z) = (\deg f)\deg_U(z).$$

Definition 8.22. Suppose that $p : X \rightarrow S$ is a pseudo-Galois cover with group $G = \mathbb{Z}/\ell$, with $S$ projective. We say that $\eta(X/S)$ is defined if there is a smooth open $U \subset S$ such that $p$ is étale over $U$, and $\ell$ divides $[k(s) : k]$ for every closed $s \in S \setminus U$.

In this case, we define the invariant $\eta(X/S)$ in $\mathbb{Z}/\ell$ to be the degree of $z = c_1(L)^{\dim(U)}$ in $\mathbb{Z}/\ell$, i.e., $\eta(X/S) = \deg(z)$. This is well defined in $\mathbb{Z}/\ell$ and independent of the choice of $U$ by the case $S' = S$ of Lemma 8.21.

Remark 8.22.1. We could have defined $\eta(X/S)$ in terms of algebraic cobordism. Suppose given a pseudo-Galois cover $X \rightarrow S$ with $d = \dim(X)$. Then $[U]$ is an element of $\Omega_d(U)$, and the standard cycle $[U, L_1, \ldots, L]$ is an element of $\Omega_0(U)$, in the sense of [LM07, 2.1.6, 2.4.10].

If $\text{char}(k) = 0$, we have $CH_0(S) \cong \Omega_0(S)$ by Example 8.1.1. This extends to a morphism $\theta : \Omega_* \rightarrow CH_*$ of oriented Borel–Moore homology theories [LM07, 4.5.1]. By [LM07, 2.1.8], $\theta([U, L_1, \ldots, L]) = c_1(L)^d$. Now take the degree.

The next lemma shows that $\eta(X/S)$ is essentially a birational invariant.

Lemma 8.23. Suppose that $X/S$ is a pseudo-Galois cover with group $G = \mathbb{Z}/\ell$. If $f : S' \rightarrow S$ is a birational morphism, and $X'$ is the normalization of $X \times_S S'$ in the field $k(X)$, then $X'/S'$ is pseudo-Galois.

Suppose in addition that $S$ and $S'$ are projective, $S'$ is smooth and $\eta(X/S)$ is defined (8.22). Then $\eta(X'/S')$ is defined, and equals $\eta(X/S)$.
Proof. The group $G$ acts on $X'$ because it is the normalization of the $G$-variety $X \times_S S'$, so $X' \to S'$ is pseudo-Galois and $\bar{f} : S' \to S$ lifts to a map $f : X' \to X$.

To see that $\eta(X'/S')$ is defined, let $U$ be a smooth open in $S$ such that $[k(s) : k] \equiv 0 \pmod{\ell}$ for all $s \in S \setminus U$, and set $U' = f^{-1}(U)$. Since $S'$ is smooth, so is $U'$. If $s' \in S' \setminus U'$ then $s = \bar{f}(s') \not\in U$ and hence $[k(s') : k] \equiv 0 \pmod{\ell}$. Consider the open subscheme $V = X \times_S U$ of $X$; since $V \to U$ is étale, the pullback $V' = V \times_U U'$ is étale over $U'$ and hence smooth. Since $X'$ is normal, it follows that the open subscheme $X' \times_{S'} U'$ of $X'$ is isomorphic to $V'$ and hence that $\eta(X'/S')$ is defined.

Finally, the equality $\eta(X/S) = \eta(X'/S')$ is a special case of the calculation in Lemma 8.24 below. Note that $X'/G \to S'$ is an isomorphism by Example 8.20(3), since $S'$ smooth.

Lemma 8.24. Suppose that $X \xrightarrow{\eta} S$ is pseudo-Galois with group $G$, and that $f : X' \to X$ is a $G$-equivariant morphism of projective varieties of dimension $d$. Set $S' = X'/G$. If $\eta(X/S)$ and $\eta(X'/S')$ are both defined then

$$\eta(X'/S') = \deg(f) \eta(X/S).$$

Proof. Since $f$ is equivariant, it induces a morphism $\bar{f} : X'/G \to X/G \to S$. Let $U \subset S$ be such that $X$ is étale over $U$, and $[k(s) : k] \equiv 0 \pmod{\ell}$ for every $s \in S \setminus U$. Setting $U' = \bar{f}^{-1}(U)$, we have the $G$-equivariant diagram:

$$\begin{array}{ccc}
p'^{-1}(U') & \longrightarrow & p^{-1}(U) \\
\downarrow & & \downarrow \\
U' & \longrightarrow & U.
\end{array}$$

Since the vertical maps are Galois covers, it is easy to check that this is a pullback diagram. Thus the line bundle $L'$ on $U'$ is the pullback $\bar{f}^*L$ of the line bundle $L$ on $U$, and $\bar{f}^* : CH_0(U) \to CH_0(U')$ sends $z = c_1(L)^d$ to $z' = c_1(L')^d$. Since $\deg : CH_0(S') \to \mathbb{Z}$ factors through $\bar{f}_*$, Lemma 8.21 yields

$$\eta(X'/S') = \deg_{U'}(z') = \deg_{U'}(\bar{f}_*\bar{f}^*z) = \deg(\bar{f})\deg_U(\bar{f}_*z) = \deg(\bar{f})\eta(X/S).$$

Corollary 8.24.1. Let $X/S$ be a pseudo-Galois cover with group $G = \mathbb{Z}/\ell$, and set $S' = X/G$. Then $\eta(X/S) = \eta(X'/S')$.

Proof. The cover $X/S'$ is pseudo-Galois by Example 8.20(3). Let $U \subset S$ be an open associated to $\eta(X/S)$. Since $X|_U \to U$ is a Galois cover, $X/G \to S$ is an isomorphism over $U$. It follows immediately that $\eta(X'/S')$ is defined, so Lemma 8.24 applies (with $f : X \to X$ the identity).

Theorem 8.25. Suppose that char($k$) = 0 and that $X/S$ and $X'/S'$ are two pseudo-Galois covers with group $G = \mathbb{Z}/\ell$. Suppose in addition that $X$ and $X'$ are projective of the same dimension, and that $\eta(X/S)$ and $\eta(X'/S')$ are defined. Then for any $G$-equivariant rational map $f : X' \dashrightarrow X$,

$$\eta(X'/S') = \deg(f) \cdot \eta(X/S).$$
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Proof. By definition, \( f \) induces a \( G \)-map from a \( G \)-invariant open \( U' \) in \( X' \) to \( X \). Hence \( f \) induces a unique map \( U'/G \to X/G \), i.e., a rational map \( X'/G \dashrightarrow X/G \) and hence (by Example 8.20(3)) a unique rational map \( f : S' \dashrightarrow S \) compatible with \( f \). Clearly, \( \deg(f) = \deg(f) \).

There is a birational map \( \bar{S} \to S' \) with \( \bar{S} \) smooth projective, which eliminates the points of indeterminacy of the rational map \( \bar{f} \) in the sense that \( \bar{f} \) extends to the morphism \( \bar{S} \to S \). Let \( \bar{X} \) denote the normalization of \( X' \times_{S'} \bar{S} \) in \( k(X') \); by Lemma 8.23, \( \eta(\bar{X}/\bar{S}) \) is defined and equals \( \eta(X'/S') \). By Lemma 8.24, \( \eta(\bar{X}/\bar{S}) = \deg(f) \cdot \eta(X/S) \), and the result follows. \( \square \)

### 8.6 Historical notes

The notion of framed bordism was introduced by Pontryagin in the 1938 paper [Pon38], in order to study homotopy groups. Bordism for real (and oriented) manifolds was introduced by René Thom [Tho54] in 1954. It was promoted to a generalized cohomology theory (cobordism) by Atiyah [Ati61a] in 1961. The extension to stably complex structures (with coefficient ring \( MU_* \)) was introduced by Milnor and Novikov (see [Mil60]) and made into a generalized cohomology theory in [Las63]. The development up to 1968 is summarized in [Sto68]; Quillen’s identification of \( MU_* \) with the Lazard ring \( L_* \) followed soon after, and all of the cobordism-theoretic versions of the results in this chapter were known by 1975 (see [Ada74]). This includes Lemma 8.13, Lemma 8.14 and Theorem 8.16 (birational invariance of \( s_d(X)/\ell \)).

The applications to zero-cycles on varieties in this chapter first appeared in Rost’s 1998 preprint [Ros98b], where the passage to stably complex manifolds and the complex cobordism ring \( MU_* \) played an important role. With the appearance of the algebraic cobordism ring \( \Omega_* \) in 2001 (published as the book [LM07] in 2007), it became possible to recast many of these results in a cleaner algebraic way. The proofs in [LM07] only use resolution of singularities (and weak factorization), which holds in characteristic 0.

The definition of a pseudo-Galois covering originated in the 1996 paper [SV96] in connection with \( qfh \) sheaves. The invariant \( \eta(X/S) \) of Definition 8.22 is due to Rost, and first appeared in [SJ06].

This chapter is based upon the lectures of Markus Rost at the Institute for Advanced Study in Spring 2005, and [SJ06]. Section 8.5 is based on Section 3 of [SJ06]. The name ‘DN Theorem’ (Degree Theorem for the Norm Principle) is due to Rost.
Chapter 9

Rost’s chain lemma.

In this chapter we state and prove Rost’s Chain Lemma (Theorem 9.1). The proof (due to Markus Rost) does not use the inductive assumption of Part I that BL(n-1) holds. The Chain Lemma is used in Chapter 10 to construct norm varieties.

Throughout this chapter, $\ell$ is a fixed prime, and $k$ is a field containing $1/\ell$ and all $\ell$-th roots of unity. We fix an integer $n \geq 2$ and an $n$-tuple $(a_1, \ldots, a_n)$ of units in $k$, such that the symbol $a = \{a_1, \ldots, a_n\}$ is nontrivial in the Milnor $K$-group $K^n_M(k)/\ell$.

Here is the statement of the Chain Lemma, which we prove in §9.5 below; the special case $n = 2$ is proven in Section 9.2. The notion of an $\ell$-form on a locally free sheaf over $S$ is introduced in Section 9.1; Definition 9.4 shows how $\ell$-forms may be used to define elements of $K^n_M(k(S))/\ell$.

**Theorem 9.1** (Rost’s Chain Lemma). Let $a = \{a_1, \ldots, a_n\}$ be a nontrivial symbol in $K^n_M(k)/\ell$, where $k$ is a field containing $1/\ell$. Then there exists a smooth projective cellular variety $S/k$ and a collection of invertible sheaves $J = J_1, J'_1, \ldots, J_{n-1}, J'_{n-1}$ on $S$ equipped with nonzero $\ell$-forms $\gamma = \sigma_1, \sigma'_1, \ldots, \sigma_{n-1}, \sigma'_{n-1}$ satisfying the following conditions.

1. $\dim S = \ell(\ell^{n-1} - 1) = \ell^n - \ell$;
2. $\{a_1, \ldots, a_n\} = \{a_1, \ldots, a_{n-2}, \gamma_{n-1}, \gamma'_{n-1}\} \in K^n_M(k(S))/\ell$,
   $\{a_1, \ldots, a_{i-1}, \gamma_i\} = \{a_1, \ldots, a_{i-2}, \gamma_{i-1}, \gamma'_{i-1}\} \in K^i_M(k(S))/\ell$ for $2 \leq i < n$.
   In particular, $\{a_1, \ldots, a_n\} = \gamma, \gamma'_1, \ldots, \gamma'_{n-1}\} \in K^n_M(k(S))/\ell$;
3. $\gamma \notin \Gamma(S, J)^{\otimes (-\ell)}$;
4. for any $i$ and any $s \in V(\gamma_i) \cup V(\gamma'_i)$, the field $k(s)$ splits $\{a_1, \ldots, a_n\}$;
5. for any $i$ and any $s \in V(\gamma_i) \cup V(\gamma'_i)$, $\ell$ divides $[k(s) : k]$;
6. the degree of $c_1(J)^{\dim S}$ is relatively prime to $\ell$.

Note that parts (3) and (5) are immediate from parts (2) and (4).
9.1 Forms on vector bundles

We begin with a review of some well-known facts about $\ell$-forms.

If $V$ is a vector space over a field $k$, an $\ell$-form on $V$ is a symmetric $\ell$-linear function on $V$, i.e., a $k$-linear map $\phi : \text{Sym}^\ell(V) \to k$. It determines an $\ell$-ary form, i.e., a function $\varphi : V \to k$ satisfying $\varphi(\lambda v) = \lambda^\ell \varphi(v)$, by $\varphi(v) = \phi(v, v, \ldots, v)$. If $\ell!$ is invertible in $k$, $\ell$-forms are in 1–1 correspondence with $\ell$-ary forms.

When $\dim(V) = 1$, there is little difference between $\ell$-forms and $\ell$-ary forms. If $V = k$ then every $\ell$-form $\phi$ may be written as $\phi(\lambda_1, \ldots, \lambda_\ell) = a \prod \lambda_i$ for some $a \in k$, and $\phi$ is determined by its associated $\ell$-ary form, $\varphi(\lambda) = a \lambda^\ell$. If $\dim(V) = 1$, the choice of an isomorphism $f : V \to k$ determines a form $f^* \varphi$ on $V$. Up to isometry, non-zero 1-dimensional $\ell$-forms are in 1–1 correspondence with elements of $k^\times / k^\times_\ell$, because the isomorphism $v \mapsto sf(v)$ determines the form $sf^* \varphi$. Therefore an $n$-tuple of forms $\varphi_i$ on a 1-dimensional $V$ determines a well-defined element of $K^M_n(k) / \ell$ which we write as $\{\varphi_1, \ldots, \varphi_n\}$.

**Definition 9.2.** Given an $\ell$-ary form $\varphi$ on a 1-dimensional vector space $V$, the Kummer algebra $A = A_{\varphi}(V)$ is the quotient of the symmetric algebra $\text{Sym}^\ell(V)$ by the relation $u^\ell = \varphi(u)$ for $u \in V$. If $u$ is a nonzero element of $V$ and $a = \varphi(u) \in k$ then $A \cong k[u] / (u^\ell - a)$. If $a \not\in k^\times_\ell$ then $A$ is the field $k(\sqrt[\ell]{a})$; if $a \in k^\times_\ell - \{0\}$ then $A \cong \prod k$.

Of course the notion of an $\ell$-form on a projective module over a commutative ring makes sense, but it is a special case of $\ell$-forms on locally free modules (algebraic vector bundles), which we now define.

**Definition 9.3.** If $\mathcal{E}$ is a locally free $\mathcal{O}_X$-module over a scheme $X$ then an $\ell$-form on $\mathcal{E}$ is a symmetric $\ell$-linear function on $\mathcal{E}$, i.e., an $\mathcal{O}_X$-linear map $\phi : \text{Sym}^\ell(\mathcal{E}) \to \mathcal{O}_X$. If $\mathcal{E}$ is invertible, we will sometimes identify the $\ell$-form with the diagonal $\ell$-ary form $\varphi = \phi \circ \Delta : \mathcal{E} \to \mathcal{O}_X$; locally, if $v$ is a section generating $\mathcal{E}$ then the form is $\varphi(vu) = a t^\ell$, where $a = \varphi(v)$.

**Remark 9.3.1.** The geometric vector bundle over a scheme $X$ whose sheaf of sections is $\mathcal{E}$ is $\mathcal{V} = \text{Spec}(\text{Sym}^*(\mathcal{E}))$, where $\mathcal{E}^*$ is the dual $\mathcal{O}_X$-module of $\mathcal{E}$. We will sometimes describe $\ell$-forms in terms of $\mathcal{V}$.

The projective space bundle associated to $\mathcal{E}$ is $\pi : \mathbb{P}(\mathcal{E}) = \text{Proj}(S^*(\mathcal{E})) \to X$, $S^* = \text{Sym}^*(\mathcal{E})$. The tautological sheaf $\mathcal{O}(-1)$ on $\mathbb{P}(\mathcal{E})$ is the sheaf of sections of the line bundle $\mathbb{L} = \text{Spec}(\text{Sym}^1(\mathcal{O}(1)))$. The multiplication $S^* \otimes \mathcal{E} \to S^*(1)$ in the symmetric algebra induces a surjection of locally free sheaves $\pi^*(\mathcal{E}) \to \mathcal{O}(1)$ and hence an injection $\mathcal{O}(-1) \to \pi^*(\mathcal{E})$; this yields a canonical morphism $\mathbb{L} \to \pi^*(\mathcal{V})$ of the associated geometric vector bundles.

We will use the following notational shorthand. For a scheme $Z$, a point $z$ on some $Z$-scheme and a locally free sheaf $\mathcal{E}$ on $Z$ we write $\mathcal{E}|_z$ for the fiber of $\mathcal{E}$ at $z$, i.e., the $k(z)$-vector space $z^*(\mathcal{E})$ for $z \to Z$. If $\varphi$ is an $\ell$-ary form on an invertible sheaf $\mathbb{L}$, $0 \neq u \in \mathbb{L}|_z$ and $a = \varphi|_z(u)$, then $\varphi|_z : (\mathbb{L}|_z) \to k(z)$ is the $\ell$-ary form $\varphi|_z(tu) = at^\ell$. By $V(\varphi)$ we mean $\{z \in Z : \varphi|_z = 0\}$.

---
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The notation \( \{\gamma, \ldots, \gamma'_{n-1}\} \) in the Chain Lemma 9.1 is a special case of the notation in the following definition.

**Definition 9.4.** Given invertible sheaves \( H_1, \ldots, H_n \) on \( X \), \( \ell \)-forms \( \alpha_i \) on \( H_i \), and a point \( x \in X \) at which each form \( \alpha_i|_x \) is nonzero, we write \( \{\alpha_1|_x, \ldots, \alpha_n|_x\} \) for the element \( \{\alpha_1|_x, \ldots, \alpha_n|_x\} \) of \( K^M_n(k(x))/\ell \) described before 9.2: if \( u_i \) is a generator of \( H_i|_x \) and \( \alpha_i|_x(u_i) = a_i \) then \( \{\alpha_1|_x, \ldots, \alpha_n|_x\} = \{a_1, \ldots, a_n\} \).

We record the following useful consequence of this construction. Recall that if \((R, m)\) is a regular local ring with quotient field \( F \), any regular sequence \( r_1, \ldots, r_n \) generating \( m \) determines a specialization map \( K^M_n(F) \to K^M_n(R/m) \); if \( a_1, \ldots \) are units of \( R \), this specializations sends \( \{a_1, \ldots\} \) to \( \{\bar{a}_1, \ldots\} \). (See Remark 1.13.1.)

**Lemma 9.5.** Suppose that the \( \ell \)-forms \( \alpha_i \) are all nonzero at the generic point \( \eta \) of a smooth \( X \). The set \( U \) of points \( x \in X \) on which each \( \alpha_i|_x \neq 0 \) is open, and for every \( x \in U \), the symbol \( \{\alpha_1|_x, \ldots, \alpha_n|_x\} \) in \( K^M_n(k(x))/\ell \) is obtained by specialization from the symbol in \( K^M_n(k(X))/\ell \).

**Definition 9.6.** Any \( \ell \)-form \( \psi : \operatorname{Sym}^\ell(E) \to \mathcal{O}_X \) on \( E \) induces a canonical \( \ell \)-form \( \epsilon \) on the tautological sheaf \( \mathcal{O}(-1) \) on \( \mathbb{P}(E) \):

\[
\epsilon : \mathcal{O}(-\ell) = \operatorname{Sym}^\ell(\mathcal{O}(-1)) \to \operatorname{Sym}^\ell(\pi^*\mathcal{E}) = \pi^*\operatorname{Sym}^\ell(\mathcal{E}) \xrightarrow{\psi} \pi^*\mathcal{O}_X = \mathcal{O}_{\mathbb{P}(E)}.
\]

**Example 9.7.** Given an invertible sheaf \( L \) on \( X \), and an \( \ell \)- ary form \( \varphi \) on \( L \), the sheaf \( V = \mathcal{O} \oplus L \) has the \( \ell \)-ary form \( \psi(t, u) = t^\ell - \varphi(u) \). Then \( \mathbb{P}(V) \to X \) is a \( \mathbb{P}^1 \)-bundle, and its tautological sheaf \( \mathcal{O}(-1) \) has the \( \ell \)-form \( \epsilon \) described in 9.6.

Over a point in \( \mathbb{P}(V) \) of the form \( \infty = (0 : u) \), the \( \ell \)-form on \( \mathcal{O}(-1)|_\infty \) is \( \epsilon(0, \lambda u) = -\lambda^\ell \varphi(u) \). If \( q = (1 : u) \) is any other point on \( \mathbb{P}(V) \) then the 1-dimensional subspace \( \mathcal{O}(-1)|_q \) of the vector space \( V|_q \) is generated by \( v = (1, u) \) and the \( \ell \)-form \( \epsilon|_q \) on \( \mathcal{O}(-1)|_q \) is determined by \( \epsilon(v) = \psi(1, u) = 1 - \varphi(u) \) in the sense that \( \epsilon(\lambda v) = \lambda^\ell(1 - \varphi(u)) \).

One application of these ideas is the formation of the sheaf of Kummer algebras associated to an \( \ell \)-form.

**Definition 9.8.** If \( L \) is an invertible sheaf on \( X \), equipped with an \( \ell \)-ary form \( \varphi \), the **Kummer algebra** \( \mathcal{A}_\varphi(L) \) is the sheaf \( \mathcal{A}(L) = \bigoplus_{r=0}^{\ell-1} L^{\otimes r} \) regarded as a sheaf of algebras in the following way: locally, if \( u \) is a section generating \( L \) then \( \mathcal{A}(L) \cong \mathcal{O}[u]/(u^\ell - \varphi(u)) \). If \( x \in X \) and \( a = \varphi|_x(u) \) is nonzero then the \( k(x) \)-algebra \( \mathcal{A}|_x \) is the Kummer algebra \( k(x)(\sqrt[\ell]{a}) \), defined in 9.2; it is a field if \( a \notin k(x)^{\times \ell} \) and \( \prod k(x) \) otherwise.

Since the norm on \( \mathcal{A}_\varphi(L) \) is given by a homogeneous polynomial of degree \( \ell \), we may regard the norm as a map from \( \operatorname{Sym}^\ell\mathcal{A}_\varphi(L) \) to \( \mathcal{O} \).

Using the well-known isomorphism \( \operatorname{Sym}^n(\mathbb{A}^1) \cong \mathbb{A}^n \), it is easy to check that if \( L \) is an invertible sheaf on \( X \) then the \((\ell-1)\)st symmetric power of the projective line bundle \( \mathbb{P}(\mathcal{O} \oplus L) \) over \( X \) is \( \operatorname{Sym}^{\ell-1}_X \mathbb{P}(\mathcal{O} \oplus L) = \mathbb{P}(\mathcal{A}(L)) \), where
\( \mathcal{A}(L) = \bigoplus_{i=0}^{\ell-1} L^{\otimes i} \). The canonical \( \ell \)-form \( \epsilon \) on the tautological sheaf \( \mathcal{O}(-1) \) on the projective bundle \( \mathbb{P} = \mathbb{P}(\mathcal{A}(L)) \), given in 9.6, is the natural \( \ell \)-form:

\[
\mathcal{O}(-1)^{\otimes \ell} \to \text{Sym}^{\ell} \pi^* \mathcal{A}(L) \to \mathcal{O}_\mathbb{P},
\]

where \( \pi : \mathbb{P} \to X \) is the structure map and the canonical inclusion of \( \mathcal{O}(-1) \) into \( \pi^* (\mathcal{A}(L)) = \bigoplus_0^{\ell-1} \pi^* L^{\otimes i} \) induces the first map.

Recall from 9.6 and 9.8 that \( \phi \) is an \( \ell \)-form on \( L \), \( \psi = (1, -\phi) \) is an \( \ell \)-form on \( \mathcal{O} \oplus L \) and \( \epsilon \) is the canonical \( \ell \)-form on \( \mathcal{O}(-1) \) induced from \( \psi \).

**Lemma 9.9.** Suppose that \( x \in X \) has \( \phi|_x \neq 0 \) and that \( 0 \neq u \in L|_x \). Then \( \epsilon|_{(0,u)} \neq 0 \). Moreover, \( \phi(u) \in k(x)^{\times \ell} \) iff there is a point \( [l] \in \mathbb{P}(\mathcal{O} \oplus L) \) over \( x \) so that \( \epsilon|_l = 0 \).

**Proof.** Let \( w = (t, su) \) be a point of \( \mathcal{O}(-1)|_x \) over \( [l] = (t : su) \in \mathbb{P}(\mathcal{O} \oplus L)|_x \). If \( t = 0 \) then \( \ell = (0 : u) \) and \( \epsilon(w) = -s^t \phi(u) \), which is nonzero for \( s \neq 0 \). If \( t \neq 0 \) then \( \epsilon|_l \) is determined by the scalar \( \epsilon(w) = \psi(t, su) = t^r - s^t \phi(u) \). Thus \( \epsilon|_l = 0 \) iff \( \phi(u) = (t/s)^{t/r} \).

**Remark 9.9.1.** Here is an alternative proof, using the Kummer algebra \( K = k(x)(a), a = \sqrt{\phi(u)} \). Since \( \epsilon(w) = \psi(t, su) \) is the norm of the nonzero element \( t - sa \) in \( K \), the norm \( \epsilon(w) \) is zero iff the Kummer algebra is split, i.e., \( \phi(u) = a^t \in k(x)^{\times \ell} \).

### 9.2 The Chain Lemma when \( n = 2 \).

In this section, we prove the Chain Lemma 9.1 for a symbol \( \{a_1, a_2\} \). To do this, we construct certain iterated projective bundles \( Y_i \) together with invertible sheaves and \( \ell \)-forms on them; the variety \( S \) in the Chain Lemma will be \( Y_i \).

We begin with a generic construction, which starts with a pair \( L_0, L_{-1} \) of invertible sheaves on a variety \( Y_0 = Y_{-1} \) and produces a tower of varieties \( Y_i \), equipped with distinguished invertible sheaves \( L_i \). Each \( Y_i \) is a product of \( \ell - 1 \) projective line bundles over \( Y_{i-1} \), so \( Y_i \) has relative dimension \( r(\ell - 1) \) over \( Y_0 \).

\[
Y_\ell \to \cdots \to Y_{-1} \xrightarrow{f_{-1}} Y_{-2} \xrightarrow{f_{-2}} Y_{-3} \xrightarrow{f_{-3}} \cdots \to Y_1 \xrightarrow{f_1} Y_0 = Y_{-1}.
\]

**Definition 9.10.** Given a morphism \( f_{-1} : Y_{-1} \to Y_{-2} \) and invertible sheaves \( L_{-1} \) on \( Y_{-1} \), \( L_{-2} \) on \( Y_{-2} \), we form the projective line bundle \( \mathbb{P}(\mathcal{O} \oplus L_{-1}) \) over \( Y_{-1} \) and its tautological sheaf \( \mathcal{O}(-1) \). We define \( Y_i \) to be the product \( \prod_{l=1}^{\ell-1} \mathbb{P}(\mathcal{O} \oplus L_{l-1}) \) over \( Y_{i-1} \). Writing \( f_r \) for the projection \( Y_r \to Y_{r-1} \), and \( \mathcal{O}_{Y_r}(-1, \ldots, -1) \) for the external product \( \mathcal{O}(-1) \boxtimes \cdots \boxtimes \mathcal{O}(-1) \) on \( Y_r \), we define the invertible sheaf \( L_r \) on \( Y_r \) to be \( L_r = (f_r \circ f_{r-1})^* (L_{r-2} \otimes \mathcal{O}_{Y_r}(-1, \ldots, -1)) \).

**Example 9.11** (\( k \)-tower). The \( k \)-tower is the tower obtained when we start with \( Y_0 = \text{Spec}(k) \), using the trivial invertible sheaves \( L_{-1}, L_0 \). Note that \( Y_1 = \prod \mathbb{P}^1 \) and \( L_1 = \mathcal{O}_{Y_1}(-1, \ldots, -1) \), while \( Y_2 \) is a product of projective line bundles over \( \prod \mathbb{P}^1 \), and \( L_2 = \mathcal{O}_{Y_2}(-1, \ldots, -1) \).
Remark 9.11.1. In the Chain Lemma (Theorem 9.1) for \( n = 2 \) we have \( S = Y_\ell \) in the \( k \)-tower, and the invertible sheaves are \( J = J_1 = L_\ell \), \( J'_1 = f_\ell^*(L_{\ell-1}) \).

Before defining the \( \ell \)-forms \( \gamma_1 \) and \( \gamma'_1 \) in 9.16, we quickly establish 9.15; this verifies part (6) of Theorem 9.1, that the degree of \( c_1(L_\ell)^{\ell-\ell} \) is prime to \( \ell \).

If \( L \) is an invertible sheaf over \( Y \), and \( \lambda = c_1(L) \), the Chow ring of \( \mathbb{P} = \mathbb{P}(O \oplus L) \) is \( CH^*(\mathbb{P}) = CH^*(Y)[z]/(z^2 + \lambda z) \), where \( z = c_1(O(-1)) \). If \( \pi : \mathbb{P} \to Y \) then \( \pi_*(z) = -1 \) in \( CH^*(Y) \). Applying this observation to the construction of \( Y_\ell \) out of \( Y = Y_{\ell-1} \) with \( \lambda_{\ell-1} = c_1(L_{\ell-1}) \), we have

\[
CH^*(Y_\ell) = CH^*(Y_{\ell-1})[z_{\ell,1}, \ldots, z_{\ell,\ell-1}]/(\{z_{\ell,j}^2 + \lambda_{\ell-1}z_{\ell,j} \mid j = 1, \ldots, \ell - 1\}),
\]

where \( z_{\ell,j} \) is the first Chern class of the \( j \)-th tautological sheaf \( O(-1) \), and the inclusion of \( CH^*(Y_{\ell-1}) \) as a subring of \( CH^*(Y_\ell) \) is via the pullback of cycles. In \( CH^*(Y_\ell) \), \( \lambda_\ell = c_1(L_\ell) \) equals \( \lambda_{\ell-1} + \sum z_{\ell,i} \). By induction on \( r \), this yields the following result:

**Lemma 9.12.** \( CH^*(Y_\ell) \) is a free \( CH^*(Y_0) \)-module. A basis consists of the monomials \( \prod z_{i,j}^{e_{i,j}} \) for \( e_{i,j} \in \{0,1\} \), \( 0 < i \leq r \) and \( 0 < j < \ell \). As a graded algebra, \( CH^*(Y_\ell)/\ell \cong CH^*(Y_0)/\ell \otimes_{R_0} R_\ell \), where \( R_0 = \mathbb{F}_\ell[\lambda_0, \lambda_{-1}] \) and

\[
R_\ell = \mathbb{F}_\ell[\lambda_{-1}, \lambda_0, \ldots, \lambda_\ell, z_{1,1}, \ldots, z_{\ell,\ell-1}]/I_\ell,
\]

\[
I_\ell = \left( \{z_{\ell,j}^2 + \lambda_{\ell-1} z_{\ell,j} \mid 1 \leq i \leq r, 0 < j < \ell\}, \{\lambda_i - \lambda_{i-2} - \sum_{j=1}^{\ell-1} z_{i,j} \mid 1 \leq i \leq r\} \right).
\]

**Definition 9.13.** For \( i = 1, \ldots, \ell \), set \( z_i = \sum_{j=1}^{\ell-1} z_{i,j} \) and \( \zeta_i = \prod z_{i,j} \). It follows from Lemma 9.12 that \( \lambda_i = \lambda_{i-2} + z_{i,1}, z_{i,j}^{k+1} = (-1)^k \lambda_{i-1}^{k} z_{i,j} \) and

\[
z_{i,j}^\ell = \sum_{j} z_{i,j}^{e_{i,j}} = \sum_{j} z_{i,j}^{\lambda_{i-1}^{\ell}} = z_i^{\lambda_{i-1}^{\ell}}
\]

in the ring \( R_\ell \), and hence in \( CH^*(Y_\ell)/\ell \).

By Lemma 9.12, if \( 1 \leq r \leq \ell \) then multiplication by \( \prod \zeta_i \in CH^{r(\ell-1)}(Y_\ell) \) is an isomorphism \( CH_0(Y_\ell)/\ell \cong CH_0(Y_0)/\ell \). If \( Y_0 = \text{Spec}(k) \) then \( CH_0(Y_\ell)/\ell \) is isomorphic to \( \mathbb{F}_\ell \), and generated by \( \prod \zeta_i \).

**Lemma 9.14.** If \( y \in CH_0(Y_0) \), the degree of \( y \cdot \zeta_1 \cdots \zeta_r \) is \((-1)^{r(\ell-1)} \text{deg}(y)\).

**Proof.** The degree on \( Y_\ell \) is the composition of the \( (f_\ell)_* \) with the degree map on \( Y_0 \). The projection formula implies that \( (f_\ell)_*(\zeta_r) = (-1)^{\ell-1} \), and

\[
(f_\ell)_*(y \cdot \zeta_1 \cdots \zeta_r) = (y \cdot \zeta_1 \cdots \zeta_{r-1}) \cdot (f_\ell)_*(\zeta_r) = (-1)^{\ell-1} y \cdot \zeta_1 \cdots \zeta_{r-1}.
\]

By induction on \( r \), \( (f_1 \circ \cdots \circ f_\ell)_*(y \cdot \zeta_1 \cdots \zeta_r) \) equals \((-1)^{r(\ell-1)}y \). The result follows. \( \square \)
Proposition 9.15. For every 0-cycle $y$ on $Y_0$ and $1 \leq r \leq \ell$, $\lambda_r = c_1(L_r)$ satisfies

$$y \lambda_r^{r-1} \equiv y \zeta_1 \cdots \zeta_r \pmod{CH_0(Y_r)/\ell}, \text{ and } \deg(y \lambda_r^{r-1}) \equiv \deg(y) \pmod{\ell}.$$  

For the $k$-tower 9.11 (with $y = 1$), we have $\deg(y \lambda_r^{r-1}) \equiv 1 \pmod{\ell}$.

Proof. If $r = 1$ this follows from $y \lambda_1 = y \lambda_0 = 0$ in $CH^*(Y_0)$: $\lambda_1 = z_1 + \lambda_{-1}$ and $y \cdot \zeta_1 \equiv y \lambda_1^{r-1}$. For $r \geq 2$, we have $\lambda_r = z_r + \lambda_{r-2}$ and $z_r \equiv z_r \lambda_r^{r-1}$ by 9.13. Because $\ell - r \geq 0$, we have

$$\lambda_r^{r-1} = (z_r + \lambda_{r-2})^{(r-1)+\ell-r} \equiv (z_r + \lambda_{r-2})^{\ell-r} \pmod{\ell}$$

where $T \in CH^*(Y_{r-1})[z_r]$ is a homogeneous polynomial of total degree less than $\ell-1$ in $z_r$.

By 9.12, the coefficients of $yT$ are elements of $CH^*(Y_{r-1})$ of degree $> \dim(Y_{r-1})$, so $yT$ must be zero. Then by the inductive hypothesis,

$$y \lambda_r^{r-1} \equiv (-1)^{r-2} y \lambda_{r-1}^{(r-1)(r-1)} \equiv (-1)^{r-1} y \zeta_r \cdot (\zeta_1 \cdots \zeta_{r-1})$$

in $CH^*(Y_r)/\ell$, as claimed. The degree assertion follows from Lemma 9.14. \hfill $\Box$

The $\ell$-forms for $n = 2$

We now turn to the $\ell$-forms in the Chain Lemma 9.1, using the $k$-tower 9.11. We will inductively equip the invertible sheaves $\mathcal{O}_{Y_r}(-1, \ldots, -1)$ and $L_r$ of 9.11 with $\ell$-forms $\Psi_r$ and $\varphi_r$; the $\gamma_1$ and $\gamma_1'$ of the Chain Lemma 9.1 will be $\varphi_1$ and $\varphi_{1-1}$.

When $r = 0$, we equip the trivial invertible sheaves $L_{-1}, L_0$ on $Y_0 = Spec(k)$ with the $\ell$-forms $\varphi_{-1}(t) = a_0 t^\ell$ and $\varphi_0(t) = a_1 t^\ell$. The $\ell$-form $\varphi_{r-1}$ on $L_{r-1}$ induces an $\ell$-form $\psi(t, u) = t^\ell - \varphi_{r-1}(u)$ on $\mathcal{O} \oplus L_{r-1}$ and an $\ell$-form $\epsilon(y)$ on the tautological sheaf $\mathcal{O}(-1)$, as in Example 9.7. As observed in Example 9.7, at the point $q = (1 : x)$ of $\mathbb{P}(\mathcal{O} \oplus L_{r-1})$ the subspace $\mathcal{O}(-1)|_q$ is generated by $y = (1, x)$ and we have $\epsilon(y) = \psi(1, x) = 1 - \varphi_{r-1}(x)$.

Definition 9.16. The $\ell$-form $\Psi_r$ on $\mathcal{O}_{Y_r}(-1, \ldots, -1)$ is the product form $\prod \epsilon$:

$$\Psi_r(y_1 \boxtimes \cdots \boxtimes y_{r-1}) = \prod \epsilon(y_i).$$

The $\ell$-form $\varphi_r$ on $L_r = (f_{r-1} \circ f_r)^*(L_{r-2}) \otimes \mathcal{O}_{Y_r}(-1, \ldots, -1)$ is defined to be

$$\varphi_r = (f_{r-1} \circ f_r)^*(\varphi_{r-2}) \otimes \Psi_r.$$

Proposition 9.17. Let $x = (x_1, \ldots, x_{\ell-1})$ be a point of $Y_r$ with residue field $E = k(x)$. For $-1 \leq i \leq r$, choose generators $u_i$ and $v_i$ for the one-dimensional $E$-vector spaces $L_i|_x$ and $\mathcal{O}_{Y_r}(-1, \ldots, -1)|_x$ respectively, in such a way that $u_i = u_{i-2} \otimes v_i$. 
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1. If \( \varphi_i|_x = 0 \) for some \( 1 \leq i \leq r \) then \( \{a_1, a_2\}_E = 0 \in K_2(E)/\ell \).

2. If \( \varphi_i|_x \neq 0 \) for all \( i, 1 \leq i \leq r \), then
\[
\{a_1, a_2\}_E = (-1)^r \{\varphi_{r-1}(u_{r-1}), \varphi_r(u_r)\} \in K_2(E)/\ell.
\]

Proof. By induction on \( r \). Both parts are obvious if \( r = 0 \). To prove the first part, we may assume that \( \varphi_i|_x \neq 0 \) for \( 1 \leq i \leq r-1 \), but \( \varphi_r|_x = 0 \). We have \( u_r = u_{r-2} \otimes v_r \) and by the definition of \( \varphi_r \), we conclude that
\[
0 = \varphi_r(u_r) = \varphi_{r-2}(u_{r-2}) \Psi_r(v_r),
\]
whence \( \Psi_r(v_r) = 0 \). Now the element \( v_r \neq 0 \) is a tensor product of sections \( w_j \) and \( \Psi_r(v_r) = \prod \epsilon(w_j) \), so \( \epsilon(w_j) = 0 \) for a nonzero section \( w_j \) of \( \mathcal{O}(-1)|_{x_j} \). By Lemma 9.9, \( \varphi_{r-1}(u_{r-1}) \) is an \( \ell \)th power in \( E \). Consequently, \( \{\varphi_{r-2}(u_{r-2}), \varphi_{r-1}(u_{r-1})\}_E = 0 \) in \( K_2(E)/\ell \). This symbol equals \( \{a_1, a_2\}_E \) in \( K_2(E)/\ell \), by (2) and induction. This finishes the proof of the first assertion.

For the second claim, we can assume by induction that
\[
\{a_1, a_2\}_E = \pm \{\varphi_{r-2}(u_{r-2}), \varphi_{r-1}(u_{r-1})\}_E.
\]
Now \( \varphi_r(u_r) = \varphi_{r-2}(u_{r-2}) \Psi_r(v_r) \). Letting \( K = k(x)(\alpha) \), \( \alpha = \sqrt[\ell]{\varphi_{r-1}(u_{r-1})} \), we have \( N_{K/k(x)}(t - s\alpha) = t^\ell - s^\ell \varphi_{r-1}(u_{r-1}) = \psi(t, su_{r-1}) \), and hence
\[
\Psi_r(v_r) = \prod \epsilon(w_j) = \prod \psi(t_i, s_i u_{r-1}) = N_{K/k(x)}(v')
\]
for some \( v' \in K \). But \( \{\varphi_{r-1}(u_{r-1}), N_{K/k(x)}(v')\}_E = 0 \) by Lemma 9.18 below. We conclude that
\[
\{\varphi_{r-2}(u_{r-2}), \varphi_{r-1}(u_{r-1})\}_E = -\{\varphi_{r-1}(u_{r-1}), \varphi_r(u_r)\}_E \mod \ell;
\]
this concludes the proof of the second assertion. \( \square \)

Lemma 9.18. For any field \( k \), any \( a \in k^\times \), and any \( b \) in \( K_a = k[\sqrt{a}] \), the symbol \( \{a, N_{K_a/k}(b)\} \) is trivial in \( K_2(k)/\ell \).

Proof. Because \( \{a, b\} = \ell \{\sqrt[\ell]{a}, b\} \) vanishes in \( K_2(K_a)/\ell \), we have \( \{a, N(b)\} = N(a, b) = \ell N(\{\sqrt[\ell]{a}, b\}) = 0 \). \( \square \)

Proof of the Chain Lemma 9.1 for \( n = 2 \). We verify the conditions for: the variety \( S = Y_1 \) in the \( k \)-tower 9.11; the invertible sheaves \( J = J_1 = L_1 \), \( J_1' = f_1^*(L_{t-1}) \); and the \( \ell \)-forms \( \gamma_1 \) and \( \gamma_1' \) in 9.1, which are the forms \( \varphi_t \) and \( \varphi_{t-1} \) of 9.16. Part (1) of Theorem 9.1 is immediate from the construction of \( S = Y_1 \); parts (2) and (4) were proven in Proposition 9.17; parts (3) and (5) follow from (2) and (4); and part (6) is Proposition 9.15 with \( y = 1 \). \( \square \)
9.3 The symbol chain

In this section, we describe the pattern of the Chain Lemma in all weights. Using downward induction on \( n \), we will construct a tower

\[
S = S_1 \rightarrow S_2 \rightarrow \cdots \rightarrow S_{n-2} \rightarrow S_{n-1} \rightarrow S_n = \text{Spec}(k),
\]

(9.19)

along with sheaves \( J_i, J_i' \) on \( S_i \) carrying \( \ell \)-forms \( \gamma_i, \gamma_i' \) satisfying the conditions of the Chain Lemma 9.1. The relative dimension of \( S_{i-1} \) over \( S_i \) will be \( \ell^i - \ell^{i-1} \), so that \( S = S_1 \) will have dimension \( \ell^n - \ell \), as required by Theorem 9.1(1), and each function field \( k(S_{i-1}) \) will be purely transcendental over \( k(S_i) \).

The construction will use a family of functions \( \Phi, \Psi \). To define them, we start with the function \( \Phi_0(t) = t^\ell \) and a sequence \( a_1, a_2, \ldots, a_n \) of units of \( k \). For \( r \geq 1 \), we inductively define functions \( \Phi_r \) in \( \ell^r \) variables and \( \Psi_r \) in \( \ell^r - \ell^{r-1} \) variables, taking values in \( k \), and prove (in 9.23) that \( \{a_1, \ldots, a_r, \Phi_r(x)\} \equiv 0 \) (mod \( \ell \)). Note that \( \Phi_r \) and \( \Psi_r \) depend only upon the units \( a_1, \ldots, a_r \). We write \( x_i \) for a sequence of \( \ell^r \) variables \( x_{ij} \) (where \( j = (j_1, \ldots, j_r) \) and \( 0 \leq j_\ell < \ell \)), so that \( \Phi_r(x_i) \) is defined for \( i = 0, \ldots, \ell - 1 \), and we inductively define

\[
\Psi_{r+1}(x_1, \ldots, x_{\ell-1}) = \prod_{i=1}^{\ell-1} (1 - a_{r+1} \Phi_r(x_i)),
\]

(9.20)

\[
\Phi_{r+1}(x_0, \ldots, x_{\ell-1}) = \Phi_r(x_0) \Psi_{r+1}(x_1, \ldots, x_{\ell-1}).
\]

(9.21)

We say that two rational functions are \textit{birationally equivalent} if they can be transformed into one another by an automorphism (over the base field \( k \)) of the field of rational functions.

\textbf{Example 9.22.} \( \Psi_1(x_1, \ldots, x_{\ell-1}) \) is \( \prod (1 - a_1 x_i) \) and \( \Phi_1(x_0, \ldots, x_{\ell-1}) \) is \( x_0 \prod (1 - a_1 x_i) \), the norm of the element \( x_0 \prod (1 - a_1 x_i) \) in the Kummer extension \( k(x)(\alpha_1) \), \( \alpha_1 = \sqrt{a_1} \). Thus \( \Phi_1 \) is birationally equivalent to symmetrizing in the \( x_i \), followed by the norm from \( k[\sqrt{a_1}] \) to \( k \).

More generally, \( \Psi_r(x_1, \ldots, x_{\ell-1}) \) is the product of norms of elements in Kummer extensions \( k(x_1, \ldots, x_{\ell-1})(\sqrt{a_r}) \) of \( k(x_1, \ldots, x_{\ell-1}) \).

It is useful to interpret the map \( \Phi_1 \) geometrically. Given a field extension \( k(\alpha) \) of degree \( \ell \) over \( k \), let \( \mathbb{A}^{k(\alpha)} \) denote the variety, isomorphic to \( \mathbb{A}^\ell \), whose \( F \)-points \( (x_0, \ldots, x_{\ell-1}) \) correspond to elements \( \sum x_i \alpha^i \) of \( F(\alpha) \). In fact, \( \mathbb{A}^{k(\alpha)} \) is the Weil restriction \( R_{k(\alpha)/k}(\mathbb{A}^\ell) \) of the affine line over \( k(\alpha) \); see section 11.3. Corresponding to the norm map \( k(\alpha) \rightarrow k \), there is a morphism \( N : \mathbb{A}^{k(\alpha)} \rightarrow \mathbb{A}^1 \).

Similarly, the function \( k^\ell \rightarrow k(\alpha) \) defined by

\[
(x_0, t_1, \ldots, t_{\ell-1}) \mapsto x_0(1 - t_1 \alpha + t_2 \alpha^2 - \cdots \pm t_{\ell-1} \alpha^{\ell-1})
\]

induces a birational isomorphism \( \mathbb{A}^\ell \xrightarrow{m} \mathbb{A}^{k(\alpha)} \). Finally, let \( \mathbb{A}^{\ell-1} \xrightarrow{\Phi} \mathbb{A}^{\ell-1}/\Sigma_{\ell-1} \cong \mathbb{A}^{\ell-1} \) be the symmetrizing map sending \( (x_1, \ldots) \) to the elementary symmetric functions \( (s_1, \ldots) \). Then the following diagram commutes:

\[
\begin{array}{ccc}
\mathbb{A}^\ell & \xrightarrow{1 \times q} & \mathbb{A}^1 \times \mathbb{A}^{\ell-1} \\
\Phi_1 & \downarrow & \Phi \\
& & \mathbb{A}^{k(\alpha)} \cong \mathbb{A}^\ell \\
& & \mathbb{A}^1.
\end{array}
\]
Remark 9.22.1. If $\ell = 2$, $\Phi_1(x_0, x_1) = x_0^2(1 - a_1 x_1^2)$ is birationally equivalent to the norm form $u^2 - a_1 v^2$ for $k(\sqrt{a_1})/k$, and $\Phi_2 = \Phi_1(x_0)[1 - (a_2 \Phi_1(x_1))]$ is birationally equivalent to the norm form $\langle\langle a_1, a_2\rangle\rangle = (u^2 - a_1 v^2)[1 - a_2(u^2 - a_1 t^2)]$ for the quaternionic algebra $A_{-1}(a_1, a_2)$.

More generally, $\Phi_n$ is birationally equivalent to the Pfister form
\[ \langle\langle a_1, \ldots, a_r \rangle\rangle = \langle\langle a_1, \ldots, a_{r-1} \rangle\rangle \perp a_n \langle\langle a_1, \ldots, a_{r-1} \rangle\rangle \]
and $\Psi_r$ is equivalent to the restriction of the Pfister form to the subspace defined by the equations $x_0 = (1, \ldots, 1)$.

Remark 9.22.2. (Rost [Ros99]) Suppose that $\ell = 3$, and that $k$ contains a cube root of unity, $\zeta$. Then $\Phi_2$ is birationally equivalent to (symmetrizing, followed by) the reduced norm of the algebra $A_3(a_1, a_2)$ and $\Phi_3$ is equivalent to the norm form of the exceptional Jordan algebra $J(a_1, a_2, a_3)$. When $r = 4$, Rost showed that the set of nonzero values of $\Phi_4$ is a subgroup of $k^\times$.

For the next lemma, it is useful to introduce the function field $F_r$ over $k$ in the $\ell^r$ variables $x_{j_1}, \ldots, x_{j_r}$, $0 \leq j_t < \ell$. Note that $F_r$ is isomorphic to the tensor product of $\ell$ copies of $F_{r-1}$.

Lemma 9.23. \{a_1, \ldots, a_r, \Phi_r(x)\} = \{a_1, \ldots, a_r, \Psi_r(x)\} = 0 \in K^M_{r+1}(F_r)/\ell.

If $b \in k$ is a nonzero value of $\Phi_r$, then $\{a_1, \ldots, b\} = 0 \in K^M_{r+1}(k)/\ell$.

Proof. By Lemma 9.18, $\{a_r, \Psi_r(x)\} = 0$ because $\Psi_r(x)$ is a product of norms of elements of $k(x)(\alpha_r)$ by Example 9.22. If $r = 1$ then $\{a_1, \Phi_1(x)\} = \{a_1, x_0\} \equiv 0$ as well. The result for $F_r$ follows by induction, using (9.21):
\[ \{a_1, \ldots, a_{r+1}, \Phi_{r+1}(x)\} = \{a_1, \ldots, a_{r+1}, \Phi_r(x_0)\} \{a_1, \ldots, a_{r+1}, \Psi_{r+1}(x)\} = 0. \]
The result for $b$ follows from the first assertion, and specialization from $F_r$ to $k$, using the regular local ring at the point $c$ where $\Phi_r(c) = b$. □

The Chain Lemma is based upon the observation that certain manipulations (or “moves”) of Milnor symbols do not change the class in $K^M_n(k)/\ell$. Here is the class of moves we will model geometrically in Section 9.4: strings of these moves will be used in Section 9.5 to prove the Chain Lemma.

Definition 9.24. A move of type $C_n$ on a sequence $a_1, \ldots, a_n$ in $k^\times$ is a transformation of the kind:

Type $C_n$: \[(a_1, \ldots, a_n) \mapsto (a_1, \ldots, a_{n-2}, a_{n-1} \Psi_{n-1}(x), a_{n-1}).\]

Here $\Psi_{n-1}$ is a function of $\ell^{n-1}-\ell^{n-2}$ new variables $x_1 = \{x_{1,1}, \ldots, x_{1,\ell-1}\}$, with each $x_{1,j}$ a family of $\ell^{n-2}$ variables, and the function field of this move is $k(x_1)$.

A move of type $B_n$ on a sequence $a_1, \ldots, a_n$ in $k^\times$ is the result of switching $a_{n-1}$ and $a_n$, and then doing $\ell$ moves of type $C_n$, applied to the sequence $a_1, \ldots, a_{n-2}, a_n, a_{n-1}$:

Type $B_n$: \[(a_1, \ldots, a_n) \mapsto (a_1, \ldots, a_{n-2}, \gamma_{n-1}, \gamma'_{n-1}).\]

The $i$th move of type $C_n$ uses a fresh set of $\ell^{n-1} - \ell^{n-2}$ variables $x_i = \{x_{i,j}\}$, so a move of type $B_n$ uses $\ell^n - \ell^{n-1}$ new variables.
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By Lemma 9.23, \( \{a_1, \ldots, a_n\} = -\{a_1, \ldots, a_{n-2}, a_n \Psi_{n-1}(x), a_{n-1}\} \) in the larger group \( K^M_n(k(x_1))/\ell \). That is, each move of type \( C_n \) changes the symbol by a sign. Therefore each move of type \( B_n \) leaves the symbol unchanged:

\[
\{a_1, \ldots, a_n\} = \{a_1, \ldots, a_{n-2}, \gamma_{n-1}, \gamma'_{n-1}\}
\]  \hspace{1cm} (9.25)

in \( K^M_n(F'_n)/\ell \), where \( F'_n = k(x_1, \ldots, x_r) \) is a function field in \( \ell^n - \ell^{n-1} \) variables.

The functions \( \gamma_{n-1} \) and \( \gamma'_{n-1} \) in 9.25 are the ones appearing in the Chain Lemma 9.1. In Section 9.5, we will define a variety \( S_{n-1} \) with function field \( F'_n \). This is the initial step in the construction of the tower (9.19).

The next step uses a set \( x_2 \) of \( \ell^{n-1} - \ell^{n-2} \) more new variables to do a move of type \( B_{n-1} \) on \( \{a_1, \ldots, a_{n-2}, \gamma_{n-1}\} \) to get the sequence \( \{a_1, \ldots, a_{n-3}, \gamma_{n-2}, \gamma'_{n-2}, \gamma'_{n-1}\} \). The field of this move is \( F'_{n-1} = F'_n(x_2) \), a function field in \( \ell^n - \ell^{n-2} \) variables over \( k \). In Section 9.5, we will define a variety \( S_{n-2} \) with this function field, together with a morphism \( S_{n-2} \to S_{n-1} \).

Next, apply a move of type \( B_{n-2} \) over the field \( F''_{n-2} = F'_{n-1}(x_2) \), then a move of type \( B_{n-3} \), and so on, ending with a move of type \( B_2 \) over the field \( F''_2 \) in \( \ell^n - \ell^{n-2} \) variables over \( k \). We have the sequence \( \{\gamma_1, \gamma_1', \gamma_2', \ldots, \gamma'_{n-1}\} \) in \( \ell^n - \ell \) variables \( x_1, \ldots, x_{n-1} \). Moreover, we see from Lemma 9.23 that

\[
\{a_1, \ldots, a_n\} = \{a_1, \ldots, a_{n-2}, \gamma_{n-1}, \gamma'_{n-1}\} \quad \text{in} \quad K^M_n(k)/\ell. \hspace{1cm} (9.26)
\]

Let \( S \) be any variety containing \( U = \mathbb{A}^{n-\ell} \) as an affine open, so that \( k(S) = k(x_1, \ldots, x_{n-1}) \), each \( x_i \) is \( \ell^{n-1} \) variables \( x_{i,j} \) and all invertible sheaves on \( U \) are trivial.

Parts (1), (2) and hence (3) of the Chain Lemma 9.1 are immediate from (9.25) and (9.26).

Now the only thing to do is to construct \( S = S_1 \), extend the invertible sheaves (and forms) from \( U \) to \( S \), and prove parts (4) and (6) of 9.1.

### 9.4 The tower of varieties \( P_r \) and \( Q_r \)

In this section, we construct a tower of varieties \( P_r \) and \( Q_r \) over a fixed base scheme \( S' \), with \( \ell \)-forms on invertible sheaves over them. Each \( P_r \) (resp., \( Q_r \)) will produce a model of the forms \( \Psi_r \) (resp., \( \Phi_r \)) in (9.20) and (9.21). This tower, depicted in (9.26), is defined in 9.28 below.

\[
P_{n-1} \to \cdots \to P_r \to Q_{r-1} \to P_{r-1} \to \cdots \to Q_1 \to P_1 \to Q_0 = S'
\]  \hspace{1cm} (9.26)

The passage from \( S' \) to the variety \( P_{n-1} \) is a model for the move of type \( C_n \) defined in 9.24.

Recall that if \( \mathcal{E}_j \) is a sheaf over \( X_j \) and \( \pi_j: \prod X_i \to X_j \) are the projections, the external product \( \mathcal{E}_1 \boxtimes \cdots \boxtimes \mathcal{E}_m \) is defined to be \( \pi_1^* (\mathcal{E}_1) \otimes \cdots \otimes \pi_m^* (\mathcal{E}_m) \).
Definition 9.27. Let $X$ be a geometrically irreducible variety over some fixed base $S'$. Given invertible sheaves $K$, $L$ on $X$, we can form the sheaf $V = \mathcal{O} \oplus L$, the $\mathbb{P}^1$-bundle $\mathbb{P}(V)$ over $X$, and $\mathcal{O}(-1)$. Taking products over $S'$, set

$$ P = \prod_{i=1}^{\ell-1} \mathbb{P}(\mathcal{O} \oplus L); \quad Q = X \times_{S'} P. $$

If $X$ has relative dimension $d$ over $S'$ then $P$ and $Q$ have relative dimensions $(\ell - 1)(d + 1)$ and $\ell d + \ell - 1$, respectively.

On $P$ and $Q$, we have the external products of the tautological sheaves:

$$ \mathcal{O}_P(-1, \ldots, -1) = \mathcal{O}(-1) \boxtimes \mathcal{O}(-1) \boxtimes \cdots \boxtimes \mathcal{O}(-1) \text{ on } P, $$

$$ K \boxtimes \mathcal{O}(-1, \ldots, -1) \text{ on } Q. $$

Given $\ell$-forms $\varphi$ and $\sigma$ on $K$ and $L$, respectively, the sheaf $\mathcal{O}(-1)$ has the $\ell$-form $\epsilon$, as in Example 9.7, and the sheaves $\mathcal{O}(-1, \ldots, -1)$ and $K \boxtimes \mathcal{O}(-1, \ldots, -1)$ are equipped with the product $\ell$-forms $\Psi = \prod \epsilon$ and $\Phi = \varphi \boxtimes \Psi$.

Remark 9.27.1. Let $x = (x_1, \ldots, x_{\ell-1})$ denote the generic point of $X^{\ell-1}$. The function fields of $P$ and $Q$ are $k(P) = k(x)(y_1, \ldots, y_{\ell-1})$ and $k(Q) = k(P) \otimes k(x_0)$. We may represent the generic point of $P$ in coordinate form as a $(\ell - 1)$-tuple $\{(1 : y_i)\}$, where the $y_i$ generate $L$ over $x_i$. Then $y = \mathbb{E}_{i=1}^{\ell-1}(1, y_i)$ is a generator of $\mathcal{O}(-1, \ldots, -1)$ at the generic point, and $\Psi(y) = \prod (1 - \sigma(y_i))$ by 9.7. If $v_0$ is a generator of $K$ at the generic point $x_0$ of $X$, then $\Phi(y) = \varphi(v_0) \Psi(y)$.

Example 9.27.2. An important special case arises when we begin with two invertible sheaves $H$ on $S'$, $K$ on $X$, with $\ell$-forms $\alpha$ and $\varphi$. In this case, we set $L = H \boxtimes K$ and equip it with the product form $\sigma(u \otimes v) = \alpha(u) \varphi(v)$. At the generic point $q$ of $Q$ we can pick a generator $u \in H|_q$ and set $y_i = u \otimes v_i$; the forms are the forms of (9.20) and (9.21), with $\Phi_r$ and $a_{r+1}$ replaced by $\varphi$ and $\alpha$:

$$ \Psi(y) = \prod(1 - \alpha(u) \varphi(v_i)), \quad \Phi(y) = \varphi(v_0) \Psi(y). $$

Remark 9.27.3. Suppose a group $G$ acts on $S'$, $X$, $K$ and $L$, and $K_0$, $L_0$ are nontrivial 1-dimensional representations so that at every fixed point $x$ of $X$

$$ k(x) = k \quad \text{and} \quad L_x \cong L_0. $$

Then $G$ acts on $P$ (resp., $Q$) with $2^{\ell-1}$ fixed points $y$ over each fixed point of $X^{\ell-1}$ (resp., of $X^\ell$), each with $k(y) = k$, and each fiber of $\mathcal{O}(-1, \ldots, -1)$ (resp., $K \boxtimes \mathcal{O}(-1, \ldots, -1)$) is the representation $L_0^j$ (resp., $K_0 \boxtimes L_0^j$) for some $j$ ($0 \leq j < \ell$). Indeed, $G$ acts nontrivially on each term $\mathbb{P}^1$ of the fiber $\prod \mathbb{P}^1$, so that the fixed points in the fiber are the points $(y_1, \ldots, y_{\ell-1})$ such that each $y_i$ is either $(0 : 1)$ or $(1 : 0)$.

We now set $Q_0 = S'$ and recursively define the tower (9.26) of $P_r$ and $Q_r$ over a fixed base $S'$, an invertible sheaf $K_r$ on $Q_r$, and an $\ell$-form $\Phi_r$ on $K_r$. We start with invertible sheaves $H_1, \ldots, H_r$, and $K_0 = \mathcal{O}_{S'}$ on $S'$. Each $H_i$ has a nonzero $\ell$-form $\alpha_i$, and $K_0$ has the $\ell$-form $\Phi_0(t) = t^\ell$. 
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**Definition 9.28.** Given a variety $Q_{r-1}$ over $S' = Q_0$ and an invertible sheaf $K_{r-1}$ on $Q_{r-1}$, we form the varieties $P_r = P$ and $Q_r = Q$ using the construction in Definition 9.27, with $X = Q_{r-1}$, $K = K_{r-1}$ and $L = H_r \boxtimes K_{r-1}$ as in 9.27.2. To emphasize that $P_r$ only depends upon $S'$ and $H_1, \ldots, H_r$, we will sometimes write $P_r(S'; H_1, \ldots, H_r)$. As in 9.27, $P_r$ has the invertible sheaf $\mathcal{O}(-1, \ldots, -1)$, and $Q_r$ has the invertible sheaf $K_r = K_{r-1} \boxtimes \mathcal{O}(-1, \ldots, -1)$.

<table>
<thead>
<tr>
<th>Constructed</th>
<th>Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_r = Q_{r-1} \times P_r$</td>
<td>$P_r$</td>
</tr>
<tr>
<td>$K_r = K_{r-1} \boxtimes \mathcal{O}(-1, \ldots, -1)$</td>
<td>$K_{r-1}$</td>
</tr>
<tr>
<td>$\Phi_r = \Phi_{r-1}(\Psi_r)$</td>
<td>$\Psi_r$</td>
</tr>
<tr>
<td>$\Phi_{r-1}$</td>
<td>$\Phi_{r-1}$</td>
</tr>
</tbody>
</table>

Inductively, the invertible sheaf $K_{r-1}$ on $Q_{r-1}$ is equipped with an $\ell$-form $\Phi_{r-1}$. As described in 9.27 and 9.27.2, the invertible sheaf $\mathcal{O}(-1, \ldots, -1)$ on $P_r$ acquires an $\ell$-form $\Psi_r$ from the $\ell$-form $\alpha_r \otimes \Phi_{r-1}$ on $L = H_r \boxtimes K_{r-1}$, and $K_r$ acquires an $\ell$-form $\Phi_r = \Phi_{r-1} \otimes \Psi_r$.

**Example 9.28.1.** $Q_1 = P_1$ is $\prod_{i=1}^{r-1} \mathbb{P}^1(\mathcal{O} \oplus H_1)$ over $S'$, equipped with the invertible sheaf $K_1 = \mathcal{O}(-1, \ldots, -1)$. If $H_1$ is a trivial invertible sheaf with $\ell$-form $\alpha_1(t) = a_1 t$ then $\Phi_1$ is the $\ell$-form $\Phi_1$ of Example 9.22.

$P_2$ is $\prod_{i=1}^{r-1} \mathbb{P}^1(\mathcal{O} \oplus H_2 \oplus K_1)$ over $Q_1^{r-1}$, and $K_2 = K_1 \boxtimes \mathcal{O}(-1, \ldots, -1)$.

**Lemma 9.29.** If $r > 0$ then $\dim(P_r/S') = (\ell - 1)^r - 1$ and $\dim(Q_r/S') = \ell^r - 1$.

**Proof.** Set $d_r = \dim(Q_r/S')$. The lemma follows easily by induction from the formulas $\dim(P_r/S') = (\ell - 1)(d_r + 1)$, $\dim(Q_{r+1}/S') = \ell d_r + \ell r - 1$. □

Choosing generators $u_i$ for $H_i$ at the generic point $s$ of $S'$, we get units $a_i = \alpha_i(u_i)$ in $k(S')$, and $\{\alpha_1, \ldots, \alpha_r\}_s = \{a_1, \ldots, a_r\}$. Recall that the inductive Definition 9.28 begins with the $\ell$-form $\Phi_0(t) = t^r$ over $Q_0 = S'$.

**Lemma 9.30.** For all $r > 0$, the $\ell$-forms $\Psi_r$ and $\Phi_r$ of 9.28 agree at the generic points of $P_r$ and $Q_r$ with the forms defined in (9.20) and (9.21).

**Proof.** This follows by induction on $r$, using the analysis of Example 9.27.2. Given a point $q = (q_1, \ldots, q_r)$ of $Q_{r-1}$ and a point $\{(1 : y_i)\}$ on $P_r$ over it, $y = \mathbb{P}^{r-1}(1 : y_i)$ is a nonzero point of $\mathcal{O}(-1, \ldots, -1)$ and $y_i = 1 \otimes v_i$ for a section $v_i$ of $K_{r-1}$. Since $\epsilon(1, y_i) = 1 - a_r \Phi_{r-1}(v_i)$ and $\Psi_r(y) = \prod \epsilon(1, y_i)$, the forms $\Phi_r$ agree. Similarly, if $v_0$ is the generator of $K_{r-1}$ over the generic point $q_0$ then $y' = v_0 \otimes y$ is a generator of $K_r$ and

$$\Phi_r(y') = \Phi_{r-1}(v_0) \Phi_r(y),$$

which is also in agreement with the formula in (9.21). □

Recall that $K_0$ is the trivial invertible sheaf, and that $\Phi_0$ is the standard $\ell$-form $\Phi_0(v) = v^r$ on $K_0$. Every point of $P_r = \prod \mathbb{P}(\mathcal{O} \oplus L)$ has the form $w = (w_1, \ldots, w_{r-1})$, and the projection $P_r \to \prod Q_{r-1}$ sends $w \in P_r$ to a point $x = (x_1, \ldots, x_{r-1})$. 
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Proposition 9.31. Let \( s \in S' \) be a point such that \( \alpha_1, \ldots, \alpha_r \mid_s \neq 0 \), and let \( w \) be a point of \( P_r \) over \( s \).

1. If \( \Psi_r \mid w = 0 \), then \( \{ \alpha_1, \ldots, \alpha_r \} \mid w \) vanishes in \( K^M_r(k(w))/\ell \).
2. If \( \Phi_{r,q} = 0 \) for some \( q = (x_0, w) \in \mathcal{Q}_r \), then \( \{ \alpha_1, \ldots, \alpha_r \} \mid_q \) vanishes in \( K^M_r(k(q))/\ell \).

Proof. Since \( \Phi_r = \Phi_{r-1} \otimes \Psi_r \), the assumption that \( \Psi_r \mid w = 0 \) implies that \( \Phi_r \mid_q = 0 \) for any \( x_0 \in \mathcal{Q}_{r-1} \) over \( s \). Conversely, if \( \Phi_{r,q} = 0 \) then either \( \Psi_r \mid w = 0 \) or \( \Phi_{r-1} \mid_x = 0 \). Since \( \Phi_0 \neq 0 \), we may proceed by induction on \( r \) and assume that \( \Phi_{r-1} \mid x \neq 0 \) for each \( j \), so that \( \Phi_r \mid q = 0 \) is equivalent to \( \Psi_r \mid w = 0 \).

By construction, the \( \ell \)-form on \( L = H_r \otimes K_{r-1} \) is \( \sigma(u_r \otimes v) = a\Phi_{r-1}(v) \), where \( u_r \) generates the vector space \( H_{r,x} \), \( a_r = \alpha_i(u_r) \) and \( v \) is a section of \( K_{r-1} \). Since \( \Psi_r \mid w \) is the product of the forms \( \epsilon \mid_{w,j} \), some \( \epsilon \mid_{w,j} \neq 0 \). Lemma 9.9 implies that \( a_r\Phi_{r-1}(v) \) is a \( j \)th power in \( k(x_j) \), and hence in \( k(w) \), for any generator \( v \) of \( K_{r-1} \mid x_j \). By Lemma 9.23, \( \{ a_1, \ldots, a_{r-1}, a_r, \Phi_{r-1} \} = 0 \) in \( K^M_r(k(w))/\ell \), as claimed.

We conclude this section with some identities in \( CH^*(P_r)/\ell \), given in 9.34. To simplify the statements and proofs below, we write \( \text{ch}^*(X) \) for \( CH^*(X)/\ell \) and \( \text{ch}_0(X) \) for \( CH_0(X)/\ell \), and adopt the following notation.

Notation 9.32. Set \( \eta = c_1(H_r) \in \text{ch}^1(S') \), and \( \gamma = c_1(\mathcal{O}(\{ -1, \ldots, -1 \})) \in \text{ch}^1(P_r) \). Writing \( \mathbb{P} \) for the bundle \( \mathbb{P}(\mathcal{O} \oplus H_r \otimes K_{r-1}) \) over \( Q_{r-1} \), with tautological sheaf \( \mathcal{O}_{\mathbb{P}}(-1) \), let \( e \in \text{ch}(\mathbb{P}) \) denote \( c_1(\mathcal{O}_{\mathbb{P}}(-1)) \) and let \( \kappa \in \text{ch}(Q_{r-1}) \) denote \( c_1(K_{r-1}) \). We write \( c_j, \kappa_j \) for the images of \( c \) and \( \kappa \) in \( \text{ch}(P_r) \) under the \( j \)th coordinate pullbacks \( \text{ch}(Q_{r-1}) \rightarrow \text{ch}(\mathbb{P}) \rightarrow \text{ch}(P_r) \).

Lemma 9.33. Suppose that \( H_1, \ldots, H_{r-1} \) are trivial. Then

(a) \( \gamma^{\ell} = \gamma^{\ell-1} \eta^d \) in \( \text{ch}(P_r) \), where \( d = \ell^r - \ell^{r-1} \);

(b) If in addition \( H_r \) is trivial, then \( \gamma^d = -\prod c_j \kappa_j^d \), where \( e = \ell^{r-1} - 1 \).

(c) If \( S' = \text{Spec } k \) then the zero-cycles \( \kappa^c \in \text{ch}_0(Q_{r-1}) \) and \( \gamma^d \in \text{ch}_0(P_r) \) have degrees

\[
\deg(\kappa^c) \equiv (-1)^{r-1} \quad \text{and} \quad \deg(\gamma^d) \equiv -1 \quad \text{modulo } \ell.
\]

Proof. First note that because \( K_{r-1} \) is defined over the \( c \)-dimensional variety \( Q_{r-1}(\text{Spec } k; H_1, \ldots, H_{r-1}) \), the element \( \kappa = c_1(K_{r-1}) \) satisfies \( \kappa^{\ell-1} = 0 \). Thus \( (\eta + \kappa)^{\ell-1} = \eta^{\ell-1} \) and hence \( (\eta + \kappa)^d = \eta^d \). Now the element \( c = c_1(\mathcal{O}_{\mathbb{P}}(-1)) \) satisfies the relation \( c^2 = c(\eta + \kappa) \) in \( \text{ch}(\mathbb{P}) \) and hence

\[
c^{\ell} = c^{\ell-1}(\eta + \kappa)^{\ell} = c^{\ell-1} \eta^d
\]

in \( \text{ch}^r(\mathbb{P}) \). Now recall that \( P_r = \prod \mathbb{P} \). Then \( \gamma = \sum c_j \) and (a) holds:

\[
\gamma^{\ell} = \sum c_j^{\ell} = \sum c_j^{\ell-1} \eta^{\ell} = \gamma^{\ell-1} \eta^d.
\]
When $H_r$ is trivial we have $\eta = 0$ and hence $c^2 = c \kappa$. Setting $b_j = c_j^{\ell - 1} = c_j \kappa_j$, we have $\gamma^d = \gamma^{\ell - 1}(\ell - 1) = (\sum b_j)^{\ell - 1}$. To evaluate this, we use the algebra trick that since $b_j^2 = 0$ for all $j$ and $\ell = 0$ we have $(\sum b_j)^{\ell - 1} = (\ell - 1)! \prod b_j = -\prod b_j$. Thus (b) holds.

For (c), note that if $S' = \text{Spec } k$ then $\eta = 0$ and $\gamma^d$ is a zero-cycle on $P_r$. By the projection formula for $\pi : P_r \to \prod Q_{r-1}$, part (b) yields $\pi_* \gamma^d = (-1)^d \prod \kappa_j^r$. Since each $Q_{r-1}$ is an iterated projective space bundle, the Projective Bundle Formula [Har77, A11] yields $\text{ch}(\prod Q_{r-1})$ yields $\text{ch}(\prod Q_{r-1}) = \otimes_{1}^{\ell - 1} \text{ch}(Q_{r-1})$, and the degree of $\prod \kappa_j^r$ is the product of the degrees of the $\kappa_j^r$. By induction on $r$, these degrees are all the same, and nonzero, so $\text{deg}(\prod \kappa_j^r) \equiv 1 \pmod{\ell}$. Hence $\text{deg}(\gamma^d) \equiv -1 \pmod{\ell}$.

It remains to establish the formula for $\text{deg}(\kappa)\ell$ by induction on $r$, the case $r = 0$ being clear. Since the $\kappa$ in $\text{ch}(Q_r)$ is $c_1(K_r)$, and the $Q_1$ are projective space bundles, it suffices to compute that $c_1(K_r)^{\ell - 1} = \kappa^r \gamma^d$ in $\text{ch}(Q_r) = \text{ch}(Q_{r-1}) \otimes \text{ch}(P_r)$. Since $\kappa^{r+1} = 0$ and $c_1(K_r) = \kappa + \gamma$ we have

$$c_1(K_r)^{\ell - 1} = \kappa^{r+1} + \gamma^{\ell - 1} = \gamma^{\ell - 1},$$

and hence $c_1(K_r)^{\ell - 1} = \gamma^{\ell - 1}$. Since $\gamma^{\ell - 1} = 0$, this yields the desired calculation:

$$c_1(K_r)^{\ell - 1} = c_1(K_r)\ell c_1(K_r)^{\ell - 1} = (\kappa + \gamma)^\ell \gamma^d = \kappa^\ell \gamma^d.$$

\[\Box\]

**Corollary 9.34.** If $H_1, \ldots, H_{r-1}$ are trivial, there is a ring homomorphism $\mathbb{F}_\ell[\lambda, z]/(z^{\ell} - \lambda^{\ell - 1}z) \to \text{ch}(P_r)$, sending $\lambda$ to $\eta^{\ell - 1}$ and $z$ to $\gamma^{\ell - 1}$.

### 9.5 Models for moves of type $C_n$

In this section we construct maps $S_{n-1} \to S_n$ which model the $\ell$ moves of type $C_n$ defined in 9.24. Each of the moves of type $C_n$ introduces $\ell^{n-1} - \ell^{n-2}$ new variables, and will be modelled by a map $Y_\ell \to Y_{r-1}$ of relative dimension $\ell^{n-1} - \ell^{n-2}$, using the $P_{n-1}$ construction in 9.28 over the base $S' = S_n$, starting with $Y_0 = S_n$. The result (Definition 9.35) will be a family of sheaves $L_i$ lying over varieties $Y_i$ fitting into a tower of the form:

$$j_{n-1} = L_{n-1} \quad L_{n-1} \quad L_2 \quad L_1 \quad L_0 = J_n$$

$$S_{n-1} = Y_{n-1} \quad \xrightarrow{f_{n-1}} \quad Y_{n-1} \quad \xrightarrow{\cdots} \quad Y_2 \quad \xrightarrow{f_2} \quad Y_1 \quad \xrightarrow{f_1} \quad Y_0 = S_n.$$

Fix $n \geq 2$, a variety $S_n$, and invertible sheaves $H_1, \ldots, H_{n-2}$, $L_0 = J_n$ and $L_{n-1}$ on $S_n$. The first step in building the tower is to form $Y_1 = P_{n-1}(S_n; H_1, \ldots, H_{n-2}, L_0)$ as in 9.28, with invertible sheaf $L_1 = L_{n-1} \boxtimes \mathcal{O}_{Y_1}(-1, \ldots, -1)$. In forming the other $Y_i$, the base $S'$ in the $P_{n-1}$ construction 9.28 will become $Y_{r-1}$ and the role of $L_0$ will be played by $L_{r-1}$. Here is the formal definition.
Definition 9.35. For \( r > 1 \), we define morphisms \( f_r : Y_r \to Y_{r-1} \) and invertible sheaves \( L_r \) on \( Y_r \) as follows. Inductively, we are given a morphism \( f_{r-1} : Y_{r-1} \to Y_{r-2} \) and invertible sheaves \( L_{r-1} \) on \( Y_{r-1} \), \( L_{r-2} \) on \( Y_{r-2} \). Set

\[
Y_r = P_{n-1}(Y_{r-1}; H_1, \ldots, H_{n-2}, L_{r-1}) \xrightarrow{f_r} Y_{r-1},
\]

\[
L_r = f_r^*f_{r-1}^*(L_{r-2}) \otimes \mathcal{O}_{Y_r}(-1, \ldots, -1),
\]

where \( \mathcal{O}_{Y_r}(-1, \ldots, -1) \) is defined in 9.27.

We define \( S_{n-1} \) to be \( Y_1 \); by Lemma 9.29, \( \dim(Y_r/Y_{r-1}) = \ell^{n-1} - \ell^{n-2} \) and hence \( \dim(S_{n-1}/S_n) = \ell^n - \ell^{n-1} \). Finally, we set

\[
J_{n-1} = L_\ell, \quad J'_{n-1} = f_\ell^*(L_{\ell-1}).
\]

For example, when \( n = 2 \), this tower is exactly the tower of 9.10: we have \( Y_r = P_{1}(Y_{r-1}; L_{r-1}) = \prod \mathbb{P}^1(\mathcal{O} \oplus L_{r-1}) \).

Remark 9.35.1. The invertible sheaves \( J_{n-1} \) and \( J'_{n-1} \) will be the invertible sheaves of the Chain Lemma 9.1. The rest of the tower of \( S_i \) displayed in (9.19) will be obtained in Definition 9.37 by repeating this construction and setting \( S = S_1 \).

The \( \ell \)-forms

We now define the \( \ell \)-forms on the invertible sheaves \( J_{n-1} \) and \( J'_{n-1} \) of Definition 9.35. Suppose that the invertible sheaves \( L_{-1} \) and \( L_0 = J_n \) on \( S_n \) are equipped with the \( \ell \)-forms \( \beta_0 \) and \( \beta_{-1} \). Initially, \( \beta_0 \) and \( \beta_{-1} \) are \( \alpha_{n-1} \) and \( \alpha_n \). Then \( \Psi_{n-1} \) is an \( \ell \)-form on \( \mathcal{O}_{Y_n}(-1, \ldots, -1) \), depending upon \( \beta_0 \), and we endow the sheaf \( L_1 \) in Definition 9.35 with the \( \ell \)-form \( \beta_1 = f^*(\beta_{-1}) \otimes \Psi_{n-1} \); inductively, the form \( \beta_{-1} \) determines a form \( \Psi_{n-1} \) and we endow the invertible sheaf \( L_r \) with the \( \ell \)-form

\[
\beta_r = f^*(\beta_{r-2}) \otimes \Psi_{n-1}.
\]

Example. When \( n = 2 \), we saw that the tower 9.35 is exactly the tower of 9.10. In addition, the \( \ell \)-form \( \beta_r = \Psi_1 \) (depending upon \( \beta_{r-1} \)) on \( \mathcal{O}_{P_1}(-1, \ldots, -1) \) agrees with the \( \ell \)-form \( \varphi_r \) of 9.16.

Lemma 9.36. If \( \beta_0 = \alpha_{n-1} \) and \( \beta_{-1} = \alpha_n \), then (at the generic point \( s \) of \( Y_1 \)) the \( \ell \)-form \( \beta_1 \) agrees with the form \( a_n\Psi_{n-1} \) in (9.24), while \( \beta_\ell \) and \( \beta_{\ell-1} \) agree with the \( \ell \)-forms \( \gamma_{n-1} \) and \( \gamma'_{n-1} \) in (9.25). Moreover, \( \{\alpha_1, \ldots, \alpha_{n-2}, \beta_0, \beta_{-1}\} \) agrees with \(-\{\alpha_1, \ldots, \alpha_{n-2}, \beta_\ell, \beta_{\ell-1}\}\).

Proof. By Lemma 9.30, the form \( \Psi_{n-1}|_s \) agrees with the form \( \Psi_{n-1} \) of (9.20); this proves that \( \beta_1|_s \) agrees with \( a_n\Psi_{n-1} \). By Definition 9.24, the first move of type \( C_n \) replaces \( \beta_0, \beta_{-1} \) by \( \beta_1, \beta_0 \). Applying Lemma 9.30 \( \ell \) times, we obtain (9.25). The final assertion now follows from 9.26.
9.6 Proof of the Chain Lemma

This section is devoted to proving the Chain Lemma 9.1.

**Scheme of the proof** 9.37. The tower (9.19) of varieties $S_i$ is obtained by downward induction, starting with $S_n = \text{Spec}(k)$ and sheaves $H_1, \ldots, H_n$. Construction 9.35 with $L_0 = H_n$ and $L_{-1} = H_{n-1}$ yields $S_{n-1}$ (or $S_0$), sheaves $J_{n-1}$ and $J'_{n-1}$ and $\ell$-forms $\gamma_{n-1} = \beta_1$ and $\gamma'_{n-1} = \beta_{\ell-1}$. Inductively, we repeat construction 9.35 for $i$ to produce the scheme $S_i$, the sheaves $J_i$ and $J'_i$, and $\ell$-forms on them, starting with the output $S_{i+1}$ and sheaves $H_1, \ldots, H_{i+1}$. Finally, we set $S = S_1$.

Since $\dim(S_i/S_{i+1}) = \ell^{i+1} - \ell^i$, we have $\dim(S_i/S_{i+1}) = \ell^n - \ell^i$. In particular, since $\dim(S_n) = 0$ and $S = S_1$, we have $\dim(S) = \ell^n - \ell^1$. This proves part (1) of the Chain Lemma.

By downward induction in the tower (9.19), each $J_i$ and $J'_i$ carries an $\ell$-form, which we call $\gamma_i$ and $\gamma'_i$, respectively. By 9.36, these forms agree with the forms $\gamma_i$ and $\gamma'_i$ of (9.25) and (9.26). Part (2) now follows from Lemma 9.36, (9.25) and (9.26); part (3) follows. Part (4) was proven in Proposition 9.31; part (5) follows. Thus we have established all but part (6) of the Chain Lemma.

The rest of this section is devoted to proving the final part (6), that the degree of the zero-cycle $c_1(J_i)_{\dim S}$ is relatively prime to $\ell$. This will be achieved in Theorem 9.43. In preparation, we need to compare the degrees of the zero-cycles $c_1(J_{n-1})_{\dim S_n-1}$ on $S_{n-1}$ and $c_1(J_i)_{\dim S_i}$ on $S_i$ for $i < n$.

In order to do so, we introduce the following algebra.

**Definition 9.38.** We define the graded $\mathbb{F}_\ell$-algebras $A_r$ and $\bar{A}_r = A_r/\lambda_{-1}A_r$ by:

$$A_r = \mathbb{F}_\ell[\lambda_{-1}, \lambda_0, \ldots, \lambda_r, z_1, \ldots, z_r]/(z_i^\ell - \lambda^2_{i-1}z_i, \lambda_i - \lambda_{i-2} - z_i \mid i = 1, \ldots, r).$$

The variables $\lambda_i$ and $z_i$ all have degree 1.

**Remark 9.38.1.** Suppose that $H_1, \ldots, H_{n-2}$ are trivial. By Corollary 9.34 with $r = n - 1$, there is an algebra homomorphism $A_\ell \to \text{ch}(Y_\ell)$, sending each $\lambda_i$ to $c_1(L_\ell)^{n-2}$ and each $z_i$ to $c_1(\mathcal{O}_{Y_\ell}(-1, \ldots, -1))^{n-2}$. When $L_{-1}$ is trivial, and hence $A_{-1} = c_1(L_{-1}) = 0$, $\rho$ factors through $\bar{A}_\ell$.

**Lemma 9.39.** In $\bar{A}_r$, every element $u$ of degree 1 satisfies $u^{\ell^2} = u^\ell \lambda_0^2 - u^\ell$.

**Proof.** We will show that $\bar{A}_r$ embeds into a product of graded rings of the form $\Lambda_k = \mathbb{F}_\ell[\lambda_0][v_1, \ldots, v_k]/(v_i^\ell - \lambda_i^2, v_i^\ell - \lambda_i^2)$, where $a \in \mathbb{F}_\ell$. Thus $u^\ell = a\lambda_0^\ell$ and $u^{\ell^2} = a^2\lambda_0^{2\ell^2}$, whence the result.

Since $\bar{A}_{r+1} = \bar{A}_r[z]/(z^\ell - \lambda^{2\ell-1}z)$ is flat over $\bar{A}_r$, it embeds by induction into a product of graded rings of the form $\Lambda' = \Lambda_k[z]/(z^\ell - \lambda^{2\ell-1}z)$, $\lambda \in \Lambda_k$. If $\lambda \neq 0$, there is an embedding of $\Lambda'$ into $\prod_{i=0}^{\ell-1} \Lambda_k$ whose ith component sends $z$ to $i\lambda$. If $\lambda = 0$, then $\Lambda' \cong \Lambda_k[1]$. 

**Remark 9.39.1.** It follows that if $k, m > 0$ and $(\ell^2 - \ell) \mid m$ then $u^{k\ell + m} = \lambda_0^m u^{k\ell}$. 
**Proposition 9.40.** In $\bar{A}_\ell$, $\lambda^N-\ell = \lambda^{N-\ell}(\prod z_i^{\ell-1} + T\lambda_0)$ for all $N \geq 2$, where $T$ is a homogeneous polynomial of degree $\ell^2-\ell-1$.

**Proof.** By Definition 9.38, $\bar{A}_\ell$ is free over $F_\ell[\lambda_0]$, with a basis consisting of the elements $\prod z_i^{m_i}$ ($0 \leq m_i < \ell$). Thus any term of degree $\ell^N-\ell$ is a linear combination of $F = \lambda_0^{N-\ell} \prod z_i^{\ell-1}$ and terms of the form $\lambda_0^{m_0} \prod z_i^{m_i}$ where $\sum m_i = \ell^N - \ell^2$ and $m_0 > \ell^N - \ell^2$. It suffices to determine the coefficient of $F$ in $\lambda^{N-\ell}$. Since $\lambda^{N-\ell} = \lambda^{N-2\ell}$ by Remark 9.39.1, it suffices to consider $N = 2$, when $F = \prod z_i^{\ell-1}$.

As in the proof of Proposition 9.15, if $\ell \geq r \geq 2$ we compute in the ring $\bar{A}_r$ that

$$\lambda_r^{(\ell-1)} = (z_r + \lambda_{r-2})^{(\ell-1)+(\ell-r)} = (z_r + \lambda_{r-2})^{(\ell-r)} = (z_r \lambda_{r-1} + \lambda^{(\ell-1)}) = z_r^{(\ell-1)} + T,$$

where $T$ is a homogeneous polynomial in $\bar{A}_{r-1}[z_r]$ of total degree $< \ell-1$ in $z_r$. By induction on $r$, the coefficient of $(z_1 \cdots z_r)^{(\ell-1)}$ in $\lambda_r^{(\ell-1)}$ is 1 for all $r$. \qed

**Lemma 9.41.** If $S_n = \text{Spec}(k)$ and $c = c_1(J_{n-1}) \subset CH^1(S_{n-1})$, then

$$\deg(e^{\text{dim }S_{n-1}}) \equiv -1 \pmod{\ell}.$$

**Proof.** Set $d = \text{dim }S_{n-1} = \ell^n - \ell^{n-1}$; under the map $A_{\ell} \xrightarrow{\rho} \text{ch}(S_{n-1})$ of 9.38.1, the degree $\ell^2 - \ell$ part of $A_{\ell}$ maps to $CH^d(S_{n-1})$. Since $S_n = \text{Spec}(k)$, all the sheaves $H_1, \ldots, H_{n-2}, H_n$ and $L_0 = J_n$ are trivial. This implies that $\rho$ factors through $\bar{A}_\ell$ and that $\rho(\lambda_0) = 0$. By Proposition 9.40, the zero-cycle $c^d = \rho(\lambda_1)^{\ell^2-\ell}$ equals the product of the $\rho(z_i)^{\ell-1} = c_1(O_Y((-1, \ldots, -1))^{d/\ell}$. Because $S_{n-1} = Y_\ell$ is a product of iterated projective space bundles, $CH_0(Y_\ell)$ is the tensor product of their $CH_0$ groups, and the degree of $c^d$ is the product of the degrees of the $c_1(O_Y((-1, \ldots, -1))^{d/\ell}$, each of which is $-1$ by Lemma 9.33. It follows that $\deg(c^d) \equiv -1 \pmod{\ell}$. \qed

**Theorem 9.42.** Fix $i \leq n - 1$. If $S_i$ has dimension $\ell^i - \ell^{i-1}$ and $H_1, \ldots, H_{i-2}$ and $H_i$ are trivial, then the zero-cycles $c_1(J_{i-1})^{\text{dim }S_{i-1}} \subset CH_0(S_{i-1})$ and $c_1(J_i)^{\text{dim }S_i} \subset CH_0(S_i)$ have the same degree modulo $\ell$:

$$\deg(c_1(J_{i-1})^{\text{dim }S_{i-1}}) \equiv \deg(c_1(J_i)^{\text{dim }S_i}) \pmod{\ell}.$$

**Proof.** By Remark 9.38.1, there is a homomorphism $A_{\ell} \xrightarrow{\rho} \text{ch}(S_{i-1})$, factoring through $\bar{A}_{\ell}$, sending $\lambda_j$ to $c_1(L_j)^{\ell^{2-2}}$ and $z_j$ to $c_1(O_Y((-1, \ldots, -1))^{d/\ell}$.

Set $N = s - i + 2$ and $y = \lambda_0^{\ell^2-\ell^2}$, so $\rho(y) = c_1(J_i)^{\text{dim }S_i} \subset \text{ch}(S_i)$. From Proposition 9.40 we have $\lambda^{(\ell^N-\ell^2)} \equiv y \prod z_i^{\ell-1}$, since

$$\rho(\lambda^{(\ell^N-\ell^2)+1}) = 0 \quad \text{in } f^*\text{ch}(S_i) \subset \text{ch}(S_{i-1}).$$

By Lemma 9.14, the degree of this element equals the degree of $y$ modulo $\ell$. \qed
If we combine Lemma 9.41 and Theorem 9.42, we obtain the following result.

**Theorem 9.43.** For each $i < n$, $\deg(c_1(J_i) \dim S_i) \equiv -1 \pmod{\ell}$.

Theorem 9.43 establishes the final part (6) of the Chain Lemma 9.1, that the degree of $c_1(J_i) \dim S_i$ is relatively prime to $\ell$.

### 9.7 Nice $G$-actions

In this section, we extend the Chain Lemma 9.1 to include an action by the group $\mu_\ell^n = (\mu_\ell)^n$ on $S$, $J_i$ and $J'_i$ leaving $\gamma_i$ and $\gamma'_i$ invariant. We will assume that $1/\ell \in k$ and $\mu_\ell \subset k^\times$, so that we may regard $\mu_\ell$ as a discrete group. We also show that the action is nice, in the following sense.

Recall that if a finite group $G$ acts on $X$ then the (reduced) fixed-point subscheme $\text{Fix}_G(X)$ is $\{x \in X : (\forall g \in G)gx = x \text{ and } g = 1 \text{ on } k(x)\}$.

**Definition 9.44.** (Rost, cf. [Ros98b, p.2]) Let $G$ be a finite group acting on a $k$-variety $X$. We say that the action is nice if $\text{Fix}_G(X)$ is 0-dimensional, and consists of $k$-points.

When $G$ also acts on an invertible sheaf $L$ over $X$, $G$ acts on the corresponding geometric bundle $L$. We say that the action on $L$ is nice if $G$ acts nontrivially on $L|_x$ for every fixed point $x \in X$. In this case, $\text{Fix}_G(L)$ is the zero-section of $L$ over $\text{Fix}_G(X)$.

Suppose that $G$ acts nicely on each of several invertible sheaves $L_i$ over $X$, giving a canonical representation $G \to \prod \text{Aut}(L_i|_x) = \prod k^\times$. We say that $G$ acts nicely on $\{L_1, \ldots, L_r\}$ if for each fixed point $x \in X$ the image of the canonical representation is $\prod G_i$, with each $G_i$ nontrivial.

**Remark 9.44.1.** If $X_i \to S$ are equivariant maps and the $X_i$ are nice $(i = 1, 2)$, then $G$ also acts nicely on $X_1 \times_S X_2$. However, even if $G$ acts nicely on invertible sheaves $L_i$ it may not act nicely on $L_1 \boxtimes L_2$, because the representation over $(x_1, x_2)$ is the product representation $L_1|_{x_1} \otimes L_2|_{x_2}$, and a tensor product of non-trivial representations can be trivial.

**Example 9.45.** Suppose that $G$ acts nicely on an invertible sheaf $L$ over $X$. Then the induced $G$-action on $\mathbb{P} = \mathbb{P}(\mathcal{O} \oplus L)$ and its tautological sheaf $\mathcal{O}(-1)$ is nice. Indeed, if $x \in X$ is a fixed point then the fixed points of $\mathbb{P}|_x$ consist of the two $k$-points $\{[\mathcal{O}], [L]\}$, and if $L|_x$ is the representation $\rho$ then $G$ acts on $\mathcal{O}(-1)$ at these fixed points as $\rho$ and $\rho^{-1}$, respectively.

By 9.44.1, $G$ also acts nicely on the products $P = \prod \mathbb{P}(\mathcal{O} \oplus L)$ and $Q = X \times_S P$ of Definition 9.27, but it may not act nicely on $\mathcal{O}_P(-1, \ldots, -1)$.

**Example 9.46.** If an $\ell$-group $G$ acts nicely on $L_i$ it also acts nicely on the projective space $\mathbb{P}(\mathcal{A})$ of the Kummer algebra sheaf $\mathcal{A} = \mathcal{A}(L)$ of 9.8. Indeed, an elementary calculation shows that $\text{Fix}_G \mathbb{P}(\mathcal{A})$ consists of the $\ell$ sections $[L']$, $0 \leq i < \ell$ over $\text{Fix}_G(X)$. In each fiber, the (vertical) tangent space at each fixed point is the representation $\rho \oplus \cdots \oplus \rho^{-1}$. If $G = \mu_\ell$, this is the reduced regular representation (because $\mu_\ell \subset k^\times$).
Over any fixed point \( x \in X \), \( L|_x \) is trivial, and the cyclic group of order \( \ell \) acts on the sheaf \( \mathcal{A}|_x \) by \( L^i \mapsto L^{i+1} \), rotating the fixed points. This induces \( G \)-isomorphisms between the tangent spaces at these points.

**Example 9.46.1.** In contrast, the action of \( G \) on \( Y = \mathbb{P}(\mathcal{O} \oplus \mathcal{A}) \) is not nice, because \( \text{Fix}_G(Y) \) is not 0-dimensional. In this case, an elementary calculation shows that \( \text{Fix}_G(Y) \) consists of the points \([L^i]\) of \( \mathbb{P}(\mathcal{A}) \), \( 0 < i < \ell \), together with the projective line \( \mathbb{P}(\mathcal{O} \oplus \mathcal{O}) \) over every fixed point \( x \) of \( X \). For each \( x \), the (vertical) tangent space at \([L^i]\) is \( 1 \oplus \rho \oplus \cdots \rho^{i-1} \); if \( G = \mu_\ell \), this is the regular representation.

When \( G = \mu_\ell^n \), the following lemma allows us to assume that the action on \( L|_x \) is induced by the standard representation \( \mu_\ell \subset k^\times \), via a projection \( G \to \mu_\ell \).

**Lemma 9.47.** Any nontrivial 1-dimensional representation \( \rho \) of \( G = \mu_\ell^n \) factors as the composition of a surjection \( G \xrightarrow{\pi} \mu_\ell \) with the standard representation of \( \mu_\ell \).

**Proof.** The representation \( \rho \) is an element of \( (\mathbb{Z}/\ell)^n = G^* = \text{Hom}(\mu_\ell^n, \mathbb{G}_m) \), and \( \pi \) is the Pontryagin dual of the induced map \( \mathbb{Z}/\ell \to G^* \) sending 1 to \( \rho \). \( \square \)

The construction of the \( P_r \) and \( Q_r \) in 9.28 is natural in the given invertible sheaves \( H_1, \ldots, H_r \), and \( K_0 \) over \( S' \). Therefore the construction of the \( Y_r \) and \( S_{n-1} \) in 9.35 is natural in the given invertible sheaves \( H_1, \ldots, H_{n-2}, L_0 \) and \( L_{-1} \).

The same is true for the construction of the \( S_i \) and \( S = S_1 \) in 9.37 above. Since \( \prod_{i=1}^n \text{Aut}(H_i) \) acts on the \( H_i \), this group (and the subgroup \( G = \mu_\ell^n \)) will act on the variety \( S_{n-1} \), and on the invertible sheaves \( J_{n-1} \) and \( J'_{n-1} \). Hence \( G \) acts on the variety \( S \) of the Chain Lemma. We will show that it acts nicely on \( S \).

Recall from Definition 9.28 that \( P_r \) and \( Q_r \) are defined by the construction 9.27 using the invertible sheaf \( L_r = H_r \otimes K_{r-1} \) over \( Q_{r-1} \).

**Lemma 9.48.** If \( S' = \text{Spec}(k) \), then \( G = \mu_\ell^n \) acts nicely on \( L_r, P_r \) and \( Q_r \).

This implies that any subgroup of \( \prod_{i=1}^n \text{Aut}(H_i) \) containing \( \mu_\ell^n \) also acts nicely.

**Proof.** We proceed by induction on \( r \), the case \( r = 1 \) being 9.45, so we may assume that \( \mu_\ell^{r-1} \) acts nicely on \( Q_{r-1} \). By 9.44.1, it suffices to show that \( G = \mu_\ell^r \) acts nicely on \( \mathbb{P}(\mathcal{O} \oplus L_r) \), where \( L_r = H_r \otimes K_{r-1} \). Since the final component \( \mu_\ell \) of \( G \) acts trivially on \( K_{r-1} \) and \( Q_{r-1} \) and nontrivially on \( H_r \), \( G = \mu_\ell^{r-1} \times \mu_\ell \) acts nicely on \( L_r \). By Example 9.45, \( G \) acts nicely on \( \mathbb{P}(\mathcal{O} \oplus L_r) \). \( \square \)

The proof of Lemma 9.48 goes through in slightly greater generality.

**Corollary 9.49.** Suppose that \( G = \mu_\ell^n \) acts nicely on \( S' \) and on the invertible sheaves \( \{H_1, \ldots, H_r\} \) over it. Then \( G \) acts nicely on \( L_r, P_r \) and \( Q_r \).

**Proof.** Without loss of generality, we may replace \( S' \) by a fixed point \( s \in S' \), in which case \( G \) acts nicely on \( \{H_1, \ldots, H_r\} \) through the surjection \( \mu_\ell^n \to \mu_\ell^r \).

Now we are in the situation of Lemma 9.48. \( \square \)
Example 9.49.1. Suppose that $G$ acts nicely on $Y_{r-1}$ and on the invertible sheaves $H_1, \ldots, H_{n-2}, L_{r-1}$. By Corollary 9.49, $G$ acts nicely on $Y_r = P_{n-1}(Y_{r-1}; H_1, \ldots, H_{n-2}, L_{r-1})$ and on the sheaf $L_{r-1}$. Since the last factor $\mu_r$ of $G = \mu_r^n$ acts solely on $L_{r-2}$, it follows that the group $\mu_r^n = \mu_r^{n-1} \times \mu_r$ acts nicely on the family of invertible sheaves $H_1, \ldots, H_{n-2}, L_r$, and $L_r = L_{r-2} \otimes \mathcal{O}(-1, \ldots, -1)$ over $Y$.

We can now process the tower of varieties $Y_r$ defined in 9.35.

Proposition 9.50. Suppose that $G = G_0 \times \mu_r^n$ acts nicely on $S_n$ and (via $G \to \mu_r^n$) on $\{H_1, \ldots, H_{n-2}, L_0, L_{-1}\}$. Then $G$ acts nicely on each $Y_r$, and on its invertible sheaves $\{H_1, \ldots, H_{n-2}, L_r, L_{r-1}\}$.

Proof. The question being local, we may replace $S'$ by a fixed point $s \in S'$, and $G$ by $\mu_r^n$. We proceed by induction on $r$, the case $r = 1$ being Example 9.49.1, since $L_1 = H_n \otimes \mathcal{O}(-1, \ldots, -1)$. Inductively, suppose that $G$ acts nicely on $Y_r$ and on $\{H_1, \ldots, H_{n-2}, L_r, L_{r-1}\}$. Thus there is a factor of $G$ isomorphic to $\mu_r$ which acts nontrivially on $L_r$ but acts trivially on $\{H_1, \ldots, H_{n-2}, L_r\}$. Hence this factor acts trivially on $Y_{r+1} = P_{n-1}(Y_r; H_1, \ldots, H_{n-2}, L_r)$ and its invertible sheaf $\mathcal{O}(-1, \ldots, -1)$, and nontrivially on $L_{r+1} = L_{r-1} \otimes \mathcal{O}(-1, \ldots, -1)$. The assertion follows.

Corollary 9.51. $G = \mu_r^n$ acts nicely on $S$ and $J$.

Proof. By Definition 9.35, $S_{n-1} = Y_\ell$, $J_{n-1} = L_\ell$ and $J'_{n-1} = L_{n-1}$. By 9.50 with $r = \ell$, $G$ acts nicely on $S_{n-1}$ and on $\{H_1, \ldots, H_{n-2}, J_{n-1}, J'_{n-1}\}$. By downward induction, $G = \mu_{\ell-1}^{n-i} \times \mu_{\ell}^i$ acts nicely on $S_i$ and $\{H_1, \ldots, H_{n-1}, J_i, J'_i\}$ for all $i \leq n$. The case $i = 1$ is the conclusion, since $(S, J) = (S_1, J_1)$.

9.8 Chain Lemma, revisited.

In this section we prove a variation of the Chain Lemma, Theorem 9.52, which needs the extra assumption that $BL(n-1)$ holds, and will be used to prove the multiplication principle 11.5. To state Theorem 9.52, we need some notation.

Recall from the Chain Lemma 9.1 that the variety $S$ is equipped with an invertible sheaf $J$ and an $\ell$-form $\gamma$ on $J$. As in Definition 9.8, there is a sheaf of Kummer algebras $\mathcal{A} = \bigoplus_{i=0}^{\ell-1} J_i$ on $S$ associated to $\gamma$; we write $S(\sqrt[\ell]{\gamma})$ for the scheme $\text{Spec}(\mathcal{A})$, noting that it is finite and flat of degree $\ell$ over $S$.

The fiber of $S(\sqrt[\ell]{\gamma})$ over a point $s \in S$ is $\text{Spec}(\mathcal{A}_s)$ where $\mathcal{A}_s$ is described in Definition 9.8: if $u$ is a nonzero element of $J_s$ and $t = \gamma_s(u) \in k(s)$ then $\mathcal{A}_s = k(s)[u]/(u^\ell - t)$; if $t \notin k(s) \ell$, we write $k(s)(\sqrt[\ell]{\gamma(s)})$ for the field $k(s)(\sqrt[\ell]{t})$.

If $\mu_\ell \subset k^\times$, every field extension $E/k$ of degree $\ell$ is a cyclic Galois extension of the form $k(\sqrt[\ell]{t})$ for some $t \in k$. Theorem 9.52 says that if $E$ splits the symbol $\{a_1, \ldots, a_n\}$ then $E$ comes from the above construction for some $k$-point $s$ of $S$. 
Theorem 9.52. Let $k$ be an $\ell$-special field $k$ of characteristic 0, and suppose that $BL(n-1)$ holds. Given a nonzero symbol $a \in K_n^M(k)/\ell$ over $k$, let $S$ be the variety constructed in the Chain Lemma 9.1 for $a$.

For each cyclic extension $E$ of $k$ of degree $\ell$ that splits $a$, there exists a $k$-rational point $s \in S(k)$ such that $E = k(\sqrt[n]{s})$.

Before proving Theorem 9.52, we state a corollary in the form that will be used to prove the multiplication principle (Theorem 11.5).

Corollary 9.53. Let $k$ be a $\ell$-special field of characteristic 0, and suppose that $BL(n-1)$ holds. Given a nonzero symbol $a \in K_n^M(k)/\ell$ over $k$, and a sequence $E_1, \ldots, E_n$ of cyclic extensions of $k$ of degree $\ell$ splitting $a$, there exist $a_1', \ldots, a_n' \in k^\times$ such that $a = \{a_1', \ldots, a_n'\}$ and each $E_i$ splits the symbol $\{a_1', \ldots, a_n'\}$.

Proof of Corollary 9.53. We will prove by induction on $j$, $1 \leq j \leq n$, that we can find $a_1', \ldots, a_n'$ so that the splitting condition holds for $1 \leq i \leq j$. By Theorem 9.52, there is a $k$-point $s \in S$ so that $E_1 = k(\sqrt[n]{s})$. Since $a = \{\gamma(s), \ldots\}$ (by the Chain Lemma 9.1), the case $j = 1$ follows.

Inductively, suppose that the splitting condition holds for $j - 1$. After relabelling, we may assume that $E_i$ splits $\{a_1, \ldots, a_{i-1}\}$ for $2 \leq i \leq j$. Again using Theorem 9.52, choose a $k$-rational point $s \in S$ such that $E_1 = k(\sqrt[n]{s})$; $E_1$ splits $\{\gamma(s)\}$. By part (2) of the Chain Lemma 9.1, $a = \{\gamma(s), \gamma_1(s), \ldots, \gamma_{n-1}(s)\}$ and $\{a_1, \ldots, a_{i-1}, \gamma(s)\} = \{\gamma(s), \gamma_1(s), \ldots, \gamma_{i-1}(s)\}$. By induction, the latter symbol is split by $E_i$ for $2 \leq i \leq j$. Setting $a_i' = \gamma(s)$ and $a_t' = \gamma_{i-1}(s)$ for $i = 2, \ldots, j$, we see that the splitting condition holds for $j$.

The proof of Theorem 9.52 will use the invariant $\eta(X/S)$, which is defined in 8.22, and Theorems 7.5 and 8.25, which require characteristic 0.

Lemma 9.54. If $\mu_\ell \subset k$ and $\gamma$ is nonzero at the generic point $s_0$ of $S$, then either $\gamma_{s_0}(L|_{s_0}) = k(s_0)^{\times \ell}$ or else $S(\sqrt[n]{\gamma})$ is a pseudo-Galois cover of $S$ with group $\mu_\ell$. In this case, $\eta(S(\sqrt[n]{\gamma})/S)$ is defined in $\mathbb{Z}/\ell$ and equals the degree of the zero-cycle $c_1(J)^{\dim S}$, which is nonzero by the Chain Lemma 9.1(6).

Proof. Let $u$ be a nonzero element of $J|_{s_0}$ and consider the element $t = \gamma_{s_0}(u)$ of $k(s_0)$. The fiber of $S(\sqrt[n]{\gamma})$ over $s_0$ is $E_{s_0} = k(s)[u]/(u^\ell - t)$; if $t \notin k(s_0)^{\times \ell}$ then $E_{s_0}$ is a field extension of $k(s_0)$ with Galois group $\mu_\ell$. In this case, $S(\sqrt[n]{\gamma})$ is a variety with function field $E_{s_0}$. The natural action of $\mu_\ell$ on any line bundle, and in particular $J$, extends naturally to an action on $A$ and hence on $S(\sqrt[n]{\gamma})$. Thus $S(\sqrt[n]{\gamma}) \to S$ is a pseudo-Galois cover in the sense of Definition 8.19.

If $s$ is a closed point of $S$ contained in $V(\gamma)$ then $k(s)$ splits $a$ by 9.1(4) and hence $\ell$ divides $[k(s) : k]$. Hence $\eta = \eta(S(\sqrt[n]{\gamma})/S)$ is defined (see 8.22). Since the invertible sheaf corresponding to this pseudo-Galois covering of $S$ is the dual $J^*$ of $J$, $\eta = \deg(\gamma_{J^*})^{\dim S}$. Since $\gamma_{J^*}$ is $-\gamma_1(J)$ and $\dim(S) = \ell^n - \ell$ is even, we have $\eta = (-1)^{\dim S}\deg \gamma_1(J)^{\dim S} = \deg \gamma_1(J)^{\dim S}$, and the result follows.
Lemma 9.55. For every finite field extension $F'$ of $k(S(\sqrt[\ell]{\gamma}))$ of degree prime to $\ell$, there is a diagram of smooth projective varieties and dominant maps, where the degree of $h$ is prime to $\ell$ and $F'$ is the function field of $S(\sqrt[\ell]{\gamma})$:

$$
\begin{array}{c}
\tilde{S}(\sqrt[\ell]{\gamma}) \\
\downarrow \tilde{h} \\
S(\sqrt[\ell]{\gamma})
\end{array}
\xrightarrow{h} 
\begin{array}{c}
\tilde{S} \\
\downarrow h \\
S.
\end{array}
$$

If $\text{char}(k) = 0$ and $\mu_\ell \subset k$ then $\eta(\tilde{S}(\sqrt[\ell]{\gamma})/S) = \deg(h) \cdot \deg(c_1(J)^{\dim S})$.

Proof. Choose a Sylow $\ell$-subgroup $P$ of the Galois group of $F'/k(S)$, and let $F$ be the fixed subfield of $F'$ fixed by $P$. Then $[F':F] = \ell$ and $[F:k(S)]$ is prime to $\ell$. Let $\tilde{S}_F$ be the normal closure of $S$ over $F$, with canonical map $\tilde{S}_F \to S$; locally, the restriction of $\tilde{S}_F$ over an affine open Spec$(A) \subset S$ is Spec$(A)$, where $A$ is the normalization of $A$ in $F$. Let $\tilde{S}$ be a resolution of singularities of $\tilde{S}_F$ with projection $h : \tilde{S} \to S$. Finally, the $\ell$-form $\gamma$ on $J$ lifts to an $\ell$-form $h^* \gamma$ on $\tilde{S}(\sqrt[\ell]{\gamma})$, and the finite flat map $\tilde{S}(\sqrt[\ell]{\gamma}) \to \tilde{S}$ is compatible with $S(\sqrt[\ell]{\gamma}) \to S$.

The final assertion comes from Theorem 8.25 and Lemma 9.54. 

Remark 9.55.1. By the Chain Lemma 9.1(2), the function field of $S(\sqrt[\ell]{\gamma})$ splits $\alpha$. If $X$ is a norm variety for $\alpha$, there is a finite field extension $F'$ of $k(S(\sqrt[\ell]{\gamma}))$ of degree prime to $\ell$ and an $F'$-point Spec$(F') \to X$. Forming $\tilde{S}$ as in Lemma 9.55, this $F'$-point extends to a rational map $\phi : \tilde{S}(\sqrt[\ell]{\gamma}) \to X$.

Recall that the cyclic group $C_\ell = \langle \sigma \rangle$ acts on $X^\ell$ by $\sigma(x_1, ..., x_\ell) = (x_2, ..., x_\ell, x_1)$, and that $C^\ell X$ denotes the geometric quotient variety $X^\ell/C_\ell$.

Let $\sigma$ be a generator of $C_\ell$, and let $\phi : \tilde{S}(\sqrt[\ell]{\gamma}) \to X$ be the rational map mentioned above. Choosing an isomorphism $C_\ell \cong \mu_\ell$, the rational maps $\phi^i$ assemble to form a $C_\ell$-equivariant rational map $g = (\phi, \phi \sigma, ..., \phi \sigma^{\ell-1})$ from $\tilde{S}(\sqrt[\ell]{\gamma})$ to $X^\ell$. Taking geometric quotients yields a rational map $\bar{g}$ from $\tilde{S}$ to $C^\ell X = X^\ell/C_\ell$. Thus we have the commutative diagram:

$$
\begin{array}{c}
\tilde{S}(\sqrt[\ell]{\gamma}) \\
\downarrow \tilde{g} \\
\tilde{S}
\end{array}
\xrightarrow{\phi, \phi \sigma, ..., \phi \sigma^{\ell-1}} 
\begin{array}{c}
X^\ell \\
\downarrow \\
C^\ell(X).
\end{array}
$$

(9.55.2)

Proposition 9.56. If $\text{char}(k) = 0$ and $\mu_\ell \subset k$, the degree of $g$ is prime to $\ell$.

Proof. By the Degree Formula 8.25,

$$
\deg(h) \cdot \eta(S(\sqrt[\ell]{\gamma})/S) = \eta(\tilde{S}(\sqrt[\ell]{\gamma})/\tilde{S}) = \deg(g) \cdot \eta(X^\ell/C^\ell X).
$$

The left side is nonzero by Lemmas 9.54 and 9.55, which implies that $\deg(g)$ is also nonzero modulo $\ell$. 
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Proof of Theorem 9.52. Let $X$ be an $\ell$-generic splitting variety for $\mathfrak{a}$; $X$ exists by Theorem 10.17, because of our inductive hypothesis that BL(n-1) holds. Since $E$ splits $\mathfrak{a}$ and $E$ is $\ell$-special, there is an $E$-point $\psi : \text{Spec}(E) \to X$. Let $\sigma$ be a generator of the cyclic group $G = \text{Gal}(E/k)$; each $\psi \sigma^i$ is also an $E$-point of $X$. The sequence of these points yields a $G$-equivariant map $p: \text{Spec}(E) \to X^\ell$; taking geometric quotients yields a diagram

$$
\text{Spec}(E) \xrightarrow{p = (\psi, \psi \sigma, \ldots, \psi \sigma^{\ell - 1})} X^\ell \xrightarrow{z} C^\ell(X).
$$

Since the diagonal copy of $X$ in $X^\ell$ has no $k$-points, and is the singular locus of $C^\ell(X)$, the image of $z$ is a smooth point of $C^\ell(X)$, lying in the unramified locus of $X^\ell \to C^\ell(X)$. It follows that the diagram is Cartesian, i.e., that the fiber over $z$ consists of a single $E$-point, namely the image of $p$.

Since the map $g$ in (9.55.2) is dominant of degree prime to $\ell$ (by 9.56), so is the induced rational map $\tilde{g} : \tilde{S} \to C^\ell(X)$. By Theorem 7.5, we can lift the smooth $k$-point $z$ of $C^\ell(X)$ to a $k$-point $\tilde{s}$ of $\tilde{S}$ and hence a $k$-point $s$ of $S$ such that $g(s) = z$. Since $\gamma \neq 0$ in a neighborhood of every $k$-point of $S$, by the Chain Lemma 9.1(5), the map $\tilde{S}(\sqrt{t}) \to \tilde{S}$ is unramified in a neighborhood of $s$. Because the diagram (9.55.2) is Cartesian, the fiber of $\tilde{S}(\sqrt{t})$ over $\tilde{s}$ is a single point with residue field $E$. Thus $k(\sqrt{t}) = k(\tilde{s})(\sqrt{t}) \cong E$. \qed

9.9 Historical notes

The Chain Lemma for $n = 2$ and $\ell = 2$ is a reformulation of the common slot lemma for quaternionic division algebras: if the algebra $(a_1, a_2)$ is split over $k(\sqrt{c})$ then $(a_1, a_2) \cong (a_1, \gamma) \cong (c, \gamma)$ for some $\gamma \in k$. The extension to $n = 2$ and $\ell = 3$, formulated in terms of cyclic division algebras of degree 3 (in characteristic $\neq 3$), was given by Rost in [Ros99]. The Chain Lemma in its present form, and its proof, was given by Rost in the 1998 preprint [Ros98a].

Our formulation of the Chain Lemma (Theorem 9.1) is taken from the Suslin–Joukhovitski paper [SJ06, 5.1]. The proof of the Chain Lemma presented here is taken from [HW09] and is based upon Rost’s preprint [Ros98b], his web site [Ros98a] and Rost’s lectures at the Institute for Advanced Study in 1999-2000 and 2005.
Chapter 10

Existence of norm varieties

The main goal of this chapter, achieved in Theorem 10.17, is to construct norm varieties for symbols \( \underline{a} = \{a_1, \ldots, a_n\} \) over a field \( k \) of characteristic 0, and start the proof (completed in Chapter 11 using the Norm Principle) that norm varieties are Rost varieties. In turn, Rost varieties are used in Chapter 5 to produce Rost motives, which are used in Chapter 4 to establish the H90(n) condition used to prove our main theorem, Theorem 1.11.

Section 10.1 recalls the definition of a norm variety for a symbol \( \underline{a} \) in \( K^M_n(k)/\ell; \) if \( n \geq 2 \) and \( k \) is \( \ell \)-special, norm varieties are geometrically irreducible. In section 10.2, we use the Chain Lemma 9.1 to produce a specific \( \nu_{n-1} \)-variety \( P(\mathcal{A}) \), and a pencil \( Q \) of splitting varieties over \( \mathbb{A}^1 - \{0\} \) whose fibers \( Q_w \) are fixed point equivalent to \( P(\mathcal{A}) \). Using the bordism result 8.17, we see that any equivariant resolution \( Q(\underline{a}) \) of \( Q_w \) is a \( \nu_{n-1} \)-variety. In section 10.3 we use Rost’s degree formula 8.9 to show that any norm variety for \( \underline{a} \) is \( \nu_{n-1} \) because \( Q(\underline{a}) \) is. A norm variety for \( \underline{a} \) is constructed in the final section 10.4 by induction on \( n \), making use of the global inductive assumption that BL(n-1) holds, and the Norm Principle 10.18, whose proof we postpone to chapter 11.

The name “norm variety” reflects the fact that these varieties are birational to a hypersurface in a family of Kummer algebras defined by the equation \( \text{Norm}(\underline{u}) = a_n \). The current meaning in Definition 10.1 has evolved over the years; see the Historical Notes 10.5 for further details.

10.1 Properties of norm varieties

We first recall what a norm variety over a field \( k \) is. A field \( F \) over \( k \) is a splitting field for a symbol \( \underline{a} \in K^M_n(k)/\ell; \) if \( n \geq 2 \) and \( k \) is \( \ell \)-special, norm varieties are geometrically irreducible. In section 10.2, we use the Chain Lemma 9.1 to produce a specific \( \nu_{n-1} \)-variety \( P(\mathcal{A}) \), and a pencil \( Q \) of splitting varieties over \( \mathbb{A}^1 - \{0\} \) whose fibers \( Q_w \) are fixed point equivalent to \( P(\mathcal{A}) \). Using the bordism result 8.17, we see that any equivariant resolution \( Q(\underline{a}) \) of \( Q_w \) is a \( \nu_{n-1} \)-variety. In section 10.3 we use Rost’s degree formula 8.9 to show that any norm variety for \( \underline{a} \) is \( \nu_{n-1} \) because \( Q(\underline{a}) \) is. A norm variety for \( \underline{a} \) is constructed in the final section 10.4 by induction on \( n \), making use of the global inductive assumption that BL(n-1) holds, and the Norm Principle 10.18, whose proof we postpone to chapter 11.

The name “norm variety” reflects the fact that these varieties are birational to a hypersurface in a family of Kummer algebras defined by the equation \( \text{Norm}(\underline{u}) = a_n \). The current meaning in Definition 10.1 has evolved over the years; see the Historical Notes 10.5 for further details.
A norm variety for a nonzero symbol $\overline{\alpha} \in K^n_M(k)/\ell$ is a smooth projective $\ell$-generic splitting variety for $\overline{\alpha}$ of dimension $\ell^{n-1} - 1$.

**Example 10.1.1.** If $n = 1$ then Spec $k(\sqrt[\ell]{\alpha})$ is both a splitting variety and a norm variety for $\alpha \in k^\times$. This is because the element $\alpha$ of $K^n_M(k)/\ell = k^\times/k^{\ell}$ is split by a field $F$ exactly when $F$ contains $\sqrt[\ell]{\alpha}$. Similarly, if $E$ is any finite field extension of $k(\sqrt[\ell]{\alpha})$ of degree prime to $\ell$, then Spec($E$) is a norm variety for $\alpha \in k^\times$.

If $n = 2$ and $N$ is the norm form defined by the extension $k(\sqrt[\ell]{\alpha^2})/k$, then the $(\ell - 1)$-dimensional affine variety $Y$ defined by $N(X_0, \ldots, X_{\ell - 1}) = a_2$ is a geometrically irreducible splitting variety for $\overline{\alpha} = (a_1, a_2)$, as we saw in the proof of Proposition 1.25.

If $n = 2$ and $k$ contains the $\ell$th roots of unity, then the Severi–Brauer variety for $\overline{\alpha} = (a_1, a_2)$, defined in 1.14, is a norm variety for the symbol $\overline{\alpha}$. Since $K^M_2(F)/\ell \cong \ell Br(F)$, if $F$ is a splitting field for $\overline{\alpha}$ then the central simple $k$-algebra $A$ defining the Severi–Brauer variety $X$ satisfies $A \otimes_k F \cong M_2(F)$ and hence $X(F) \neq \emptyset$.

**Example 10.1.2.** If $k'$ is a finite separable field extension of $k$, of degree prime to $\ell$, then any norm variety for $\overline{\alpha}$ over $k'$ is also a norm variety for $\overline{\alpha}$ over $k$.

The assumption that $[k':k]$ is prime to $\ell$ ensures that $\overline{\alpha}$ is a nonzero symbol in $K^{M}(k')/\ell$, and that any field $F$ over $k$ has a prime-to-$\ell$ extension $F'$ over $k'$.

To avoid the frequent passage to extension fields associated with the $\ell$-generic splitting hypothesis, it will be useful to assume that $k$ has no extension fields of degree prime to $\ell$, i.e., that $k$ is an $\ell$-special field (Definition 1.9): $1/\ell \in k$ and $\ell$ divides the order of every finite field extension of $k$.

The assumption that $k'/k$ is separable is necessary. If $k$ is not perfect, there may be an inseparable extension $k'$ of $k$ and a norm variety $X$ over $k'$ which is not smooth over $k$ — and therefore cannot be a norm variety over $k$.

**Remark 10.1.3.** Let $X$ be a splitting variety for $\overline{\alpha}$. Then $k(x)$ is a splitting field for $\overline{\alpha}$ for every point $x \in X$, by specialization (see [Wei13, III.7.3]). It follows that if a field $F$ has a finite extension $E$ of degree prime to $\ell$ with $X(E) \neq \emptyset$ then $F$ is a splitting field of $\overline{\alpha}$. In particular, this implies that the degree of every closed point $x \in X$ is divisible by $\ell$.

Recall that the field of constants of an irreducible $k$-variety $X$ is the algebraic closure $k_c$ of $k(X)$. It is well known that $X$ is geometrically irreducible over $k_c$. Example 10.1.2 shows that the field of constants of a norm variety need not be $k$; we now show that every norm variety is either geometrically irreducible or arises in this way, provided that $n \geq 2$.

**Proposition 10.2.** Let $k$ be a field containing $1/\ell$. If $X$ is an $\ell$-generic splitting variety for $\overline{\alpha} = \{a_1, \ldots, a_n\}$, and $n \geq 2$, then $[k_c:k]$ is prime to $\ell$ and $X$ is a geometrically irreducible $\ell$-generic splitting variety for $\overline{\alpha}$ over $k_c$.

If $k$ is $\ell$-special and $n \geq 2$, every norm variety over $k$ is geometrically irreducible.
Norm varieties

Proof. Let $Y$ be a geometrically irreducible splitting variety for $a$, i.e., such that $k(Y)$ splits the symbol $a$. Such a variety always exists; for example, $Y$ could be the affine variety $N = a_2$ of Example 10.1.1, or the Severi–Brauer variety $Y$ of \{a_1, a_2\} over $k(\sqrt{4a_1})$. (See Example 10.1.2.)

If $X$ is an $\ell$-generic splitting variety, there is a field extension $F$ of $k(Y)$ with $[F : k(Y)]$ prime to $\ell$, and a point in $X(F)$. Let $k_c$ be the field of constants of $X$. Then $K = k(Y) \otimes_k k_c$ is a subfield of $F$, since $Y$ is geometrically irreducible. Now the degree $[K : k(Y)] = [k_c : k]$ divides $[F : k(Y)]$, which is prime to $\ell$. This proves that $[k_c : k]$ is prime to $\ell$. Since $X$ is always geometrically irreducible over $k_c$, it suffices to observe that $X$ is an $\ell$-generic splitting variety over $k_c$, which is elementary.

Remark 10.2.1. Proposition 10.2 fails for $n = 1$: $\text{Spec}(k(\sqrt[1]{a}))$ is a norm variety for $a_1$, is not geometrically irreducible over $k$, and $[k_c : k] = \ell$.

Lemma 10.3. Let $k'$ be a finite field extension of $k$, and $X$ a variety over $k$.

i) If $X_{k'} = X \times_k k'$ is a norm variety for $a$ over $k'$, and $[k' : k]$ is prime to $\ell$, then $X$ and $X_{k'}$ are also norm varieties for $a$ over $k$.

ii) If $X$ is a geometrically irreducible norm variety for $a$ over $k$, then $X_{k'}$ is a norm variety over $k'$.

Proof. For (i), suppose that $X_{k'}$ is a norm variety over $k'$. By Example 10.1.2, $X_{k'}$ is a norm variety over $k$. Since $[k'(X_{k'}) : k(X)] = [k' : k]$ is prime to $\ell$, $K^M_k(k(X))/\ell$ is a subfield of $K^M_k(k(X))/\ell$, so $a = 0$ in $K^M_k(k(X))/\ell$. The fact that $X$ is an $\ell$-generic splitting variety follows from the fact that if $X_{k'}(E) \neq \emptyset$ then $X(E) \neq \emptyset$ via the map $X_{k'}(E) \to X(E)$. Since $X_{k'}$ is smooth over $k'$, $X$ is smooth over $k$ (see [Har77, III.10.2]). Thus $X$ is a norm variety over $k$.

For (ii), we may suppose that $n \geq 2$, as the case $n = 1$ is vacuous. Since $X$ is smooth projective over $k$, $X_{k'}$ is smooth projective over $k'$. As $X$ is geometrically irreducible over $k$, $X_{k'}$ is irreducible; the function field $k'(X_{k'})$ splits $a$ since $k(X)$ does. Suppose that $F$ is a splitting field of $a$ over $k'$. Since $X$ is $\ell$-generic, there is a prime-to-$\ell$ extension $E/F$ and a map $\text{Spec}(E) \to X$ over $k$. Since $X_{k'} = X \times_k k'$ there is a map $\text{Spec}(E) \to X_{k'}$. which implies that $X_{k'}$ is $\ell$-generic over $k'$ and hence a norm variety over $k'$.

As pointed out after Definition 1.9, any maximal prime-to-$\ell$ algebraic extension $k''$ of $k$ is an $\ell$-special field. This prime-to-$\ell$ passage from $k$ to an $\ell$-special field $k''$ preserves norm varieties, by the following argument.

If $a$ is a nonzero symbol over $k$ then it is also nonzero over $k''$. Any norm variety for $a$ over $k''$ is the basechange of a smooth geometrically irreducible variety $X'$ defined over a finite extension $k'$ of $k$ with $[k' : k]$ prime to $\ell$. The argument of Lemma 10.3(i) applies to show that $X'$ is a norm variety for $a$ over $k'$ and hence is a norm variety over $k$. Conversely, if $X$ is a geometrically irreducible norm variety over $k$ then $X_{k''}$ is a norm variety over $k''$, by Lemma 10.3(ii).
Proposition 10.4. If \( k \) is a field of characteristic 0, the property of being a norm variety for \( a \) is a birational invariant.

Proof. Suppose that \( X \) and \( X' \) are smooth projective, with \( X \) a norm variety for \( a \), and that \( X \to X' \) is a birational morphism. Choose a tower \( X_n \to \cdots \to X_1 \to X \) of blow-ups along smooth centers and a morphism \( f : X_n \to X' \) resolving the indeterminacies of the birational map; such a tower exists by the Weak Factorization Theorem (and resolution of singularities). For every field \( F \), the map \( X_n(F) \to X(F) \) is onto by construction and there is a map \( X_n(F) \to X'(F) ; \) if \( F \) is an \( \ell \)-special splitting field for \( a \) then \( X(F) \) and hence \( X_n(F) \) and \( X'(F) \) are not empty. This shows that \( X' \) is \( \ell \)-generic, as required.

Corollary 10.5. If \( k \) is any field of characteristic 0, or if \( \mu_\ell \subset k^\times \), every nonzero symbol \( \{ a_1, a_2 \} \) has a geometrically irreducible norm variety over \( k \).

Proof. If \( \mu_\ell \subset k^\times \), the Severi–Brauer variety is a geometrically irreducible norm variety, by Example 10.1.1. If \( \text{char}(k) = 0 \), let \( Y \) be the (geometrically irreducible) affine splitting variety of Example 10.1.1 defined by \( N = a_2 \). Then \( Y \) is smooth; let \( \tilde{Y} \) be a smooth projective completion of \( Y \). If \( k' \) is obtained by adjoining an \( \ell^\text{th} \) root of unity to \( k \), then \( \tilde{Y}_{k'} \) is a norm variety for \( k' \) by Proposition 10.4, since \( \tilde{Y}_{k'} \) is birational to the Severi–Brauer variety (as observed in the proof of 1.25). By Lemma 10.3(i), \( \tilde{Y} \) is a norm variety.

10.2 Two \( \nu_{n-1} \)-varieties.

Part of the definition of a Rost variety (Definition 1.24) is that it is a \( \nu_{n-1} \)-variety, and that some \( \nu_i \)-variety maps to it for each smaller \( i \). In Section 10.3, we shall prove that norm varieties have these properties when \( k \) is a field of characteristic 0. For this, we need a pair of reference \( \nu_{n-1} \)-varieties, \( \mathbb{P}(A) \) and \( Q(a) \). In this section, we use the Chain Lemma 9.1 to produce these varieties. We require \( n \geq 2 \), so that \( S \) and \( A \) are defined.

Recall from Definition 1.17 that a \( \nu_i \)-variety is a smooth projective variety \( X \) of dimension \( d = \ell^i - 1 \) with \( s_d(X) \equiv 0 \) (mod \( \ell^2 \)). Here \( i \geq 1 \) and \( s_d(X) \) is the degree of the characteristic class \( s_d(T_X) \in CH^d(X) \), where \( T_X \) is the tangent bundle of \( X \).

For example, when \( n = 2 \) we saw in Example 1.18(1) and Proposition 1.25 that the projective space \( \mathbb{P}^{\ell-1} \) is a \( \nu_1 \)-variety (but not a norm variety), while any Severi–Brauer variety of dimension \( \ell - 1 \) is not only a norm variety, and a \( \nu_1 \)-variety, but is also a Rost variety for its underlying symbol.

Given a nontrivial symbol \( \{ a_1, \ldots, a_{n-1} \} \) in \( K^M_{n-1}(k) / \ell \), where \( k \) contains \( 1/\ell \) and \( n \geq 2 \), the Chain Lemma 9.1 states that there is a smooth projective \( S \) of dimension \( \ell^{n-1} - \ell \), an invertible sheaf \( J \) on \( S \) and an \( \ell \)-form \( \gamma : J^{\otimes \ell} \to \mathcal{O}_S \) satisfying the properties listed in loc. cit. Let \( A = A_c(J) \) denote the associated Kummer algebra (defined in 9.8): it is the locally free \( \mathcal{O}_S \)-module \( \bigoplus_{i=0}^{\ell-1} J^{\otimes \ell} \) equipped with a product defined by \( \gamma \).
Theorem 10.6. Let $S$ be the variety of the Chain Lemma 9.1 for some symbol in $K^M_{n-1}(k)/\ell$, $n \geq 2$, and $\mathcal{A} = \mathcal{A}_J$ the associated sheaf of Kummer algebras over $S$. Then the projective bundle $\mathbb{P}(\mathcal{A})$ is a $\nu_{n-1}$-variety.

Proof. Let $\pi : \mathbb{P}(\mathcal{A}) \to S$ be the projection. Since $\dim(S) = \ell^{n-1} - \ell$, the dimension of $\mathbb{P}(\mathcal{A})$ is $\ell^{n-1} - 1$. In the Grothendieck group $K_0(\mathbb{P}(\mathcal{A}))$, we have that

$$[T_{\mathbb{P}(\mathcal{A})}] = \pi^*([T_S]) + [T_{\mathbb{P}(\mathcal{A})/S}]$$

where $T_{\mathbb{P}(\mathcal{A})/S}$ is the relative tangent bundle. The characteristic class $s_d$ is additive, and $s_d(\pi^*([T_S])) = 0$ because the dimension of $S$ is less than $d$, so $s_d(\mathbb{P}(\mathcal{A})) = s_d(T_{\mathbb{P}(\mathcal{A})/S})$. Now $[T_{\mathbb{P}(\mathcal{A})/S}] = [\pi^*(\mathcal{A}) \otimes \mathcal{O}(1)]_{\mathbb{P}(\mathcal{A})/S} - 1$. Applying additivity again, together with the definition of the characteristic class $s_d$ (given before 1.17) and the decomposition of $\mathcal{A}$ and hence $\pi^*(\mathcal{A})$ into invertible sheaves, we obtain

$$s_d(\mathbb{P}(\mathcal{A})) = \deg \sum_{i=0}^{\ell-1} c_1(\pi^*J^{\otimes i} \otimes \mathcal{O}_{\mathbb{P}(\mathcal{A})/S}(1))^d.$$ 

The projective bundle formula presents the Chow ring $CH^*(\mathbb{P}(\mathcal{A}))$ as:

$$CH^*(\mathbb{P}(\mathcal{A})) = CH^*(S)[y]/\left(\prod_{i=0}^{\ell-1} (y - ix)\right)$$

where $x = -c_1(J) \subset H^1(S)$ and $y = c_1(\mathcal{O}(1)) \subset H^1(S)$. Then $s_d(\mathbb{P}(\mathcal{A}))$ is the degree of the following element of the ring $CH^*(\mathbb{P}(\mathcal{A}))$:

$$s_d'(\mathbb{P}(\mathcal{A})) = \sum_{i=0}^{\ell-1} (y - ix)^d = \sum_{i=0}^{\ell-1} a_i y^i x^{d-i}$$

for some integer coefficients $a_i$. Since $x \subset H^1(S)$, we have $x^r = 0$ for any $r > \dim(S) = \ell^{n-1} - \ell$. It follows that $s_d'(\mathbb{P}(\mathcal{A})) = a_{\ell-1} y^{\ell-1} x^{\dim(S)}$. By part (6) of the Chain Lemma 9.1, the degree of $x^{\dim(S)} = (-1)^{\dim(S)} c_1(J)^{\dim(S)}$ is prime to $\ell$. In addition, $\pi^*(y^{\ell-1}) = \pi^*(c_1(\mathcal{O}(1))^{\ell-1}) = [S]$ in $CH^0(S)$. By the projection formula $s_d(\mathbb{P}(\mathcal{A})) = a_{\ell-1} \deg x^{\dim(S)}$. Thus to prove the theorem, it suffices to show that $a_{\ell-1} \equiv \ell \pmod{\ell^2}$; this algebraic calculation is achieved in Lemma 10.7 below.

\[ \square \]

Lemma 10.7. In the ring $R = \mathbb{Z}/\ell^2[x, y]/(\prod_{i=0}^{\ell-1} (y - ix))$, the coefficient of $y^{\ell-1}$ in $u_m = \sum_{i=0}^{\ell-1} (y - ix)^{\ell-1}$ is $\ell x^b$, with $b = \ell^m - \ell$.

Proof. Since $u_m$ is homogeneous of degree $\ell^m - 1$, it suffices to determine the coefficient of $y^{\ell-1}$ in $u_m$ in the ring

$$R/(x - 1) = \mathbb{Z}/\ell^2[y]/\left(\prod_{i=0}^{\ell-1} (y - i)\right) \cong \prod_{i=0}^{\ell-1} \mathbb{Z}/\ell^2.$$ 

If $m = 1$, then $u_1 = \sum_{i=0}^{\ell-1} (y - i)^{\ell-1}$ is a polynomial of degree $\ell - 1$ with leading term $\ell y^{\ell-1}$. Inductively, we use the fact that for all $a \in \mathbb{Z}/\ell^2$, we have

$$a^{\ell^2 - \ell} = \begin{cases} 0, & \text{if } \ell \nmid a \\ 1, & \text{else.} \end{cases}$$
Thus for \( m \geq 2 \), if we set \( k = (\ell^{m-1} - 1)/(\ell - 1) \), then \( a^{\ell^{m-1}} = a^{(\ell-1)+k(\ell^2-\ell)} = a^{\ell-1} \in \mathbb{Z}/\ell^2 \), and therefore

\[
\sum_{i=0}^{\ell-1} (y - i)^{\ell^{m-1}} = \sum_{i=0}^{\ell-1} (y - i)^{\ell-1} = u_1
\]

holds in \( \mathcal{R} / (x-1) \); the result follows.

The second class of \( \nu_{n-1} \)-varieties is defined using the norm \( N : A \rightarrow \mathcal{O}_S \). Recall from 9.8 that \( N \) is homogeneous of degree \( \ell \), so it induces a morphism \( N : \mathbb{P}_S(A) \rightarrow \mathcal{O}_S / \mathcal{O}_S^{\ell} \). Given a point \( s \) of \( S \), the norm \( N : A \rightarrow k(s) \) on the \( k(s) \)-algebra \( A = A|_s \) induces a norm \( N : A_F \rightarrow F \) for every field \( F \) over \( k(s) \), where \( A_F \) denotes \( A \otimes_k F \). Since \( N(\lambda a) = \lambda^\ell N(a) \) for \( \lambda \in F \) and \( a \in A_F \), it induces a quotient function \( N : \mathbb{P}(A_F) \rightarrow F / F^{\times \ell} \), sending \([a]\) to \( N(a) / \ell^\ell \). It also induces a function

\[
\mathbb{P}_S(A_F \oplus F) \setminus \{[a,t] : t = 0\} \rightarrow F, \quad [a,t] \mapsto N(a) / \ell^\ell.
\]

**Definition 10.8.** We define the variety \( Q \) over \( S \times \mathbb{A}^1 \), and its fiber \( Q_w \) over \( w \in k \), by the equation \( N(a) = \ell^\ell w \):

\[
Q = \left\{ ([a : t], w) \in \mathbb{P}_S(A \oplus \mathcal{O}) \times \mathbb{A}^1 | N(a) = \ell^\ell w \right\},
\]

\[
Q_w = \left\{ [a : t] \in \mathbb{P}_S(A \oplus \mathcal{O}) | N(a) = \ell^\ell w \right\}, \quad \text{for } w \in k.
\]

Since \( \dim(S) = \ell^{n-1} - \ell \) we have \( \dim(Q_w) = \ell^{n-1} - 1 \).

**Remark 10.8.1.** When \( w \neq 0 \), there is a canonical map \( \pi : Q_w \rightarrow \mathbb{P}_S(A) \), sending \([a : t]\) to \([a]\). This is a cover of degree \( \ell \) over its image, since \( \pi([a : t]) = \pi([a : \zeta t]) \) for all \( \zeta \in \mu_\ell \). To see that \( \pi \) is well defined, note that over each point \( S \), the point \([0 : 1]\) of \( \mathbb{P}_S(A \oplus \mathcal{O}) \) is disjoint from \( Q_w \), i.e., \( Q_w \) is disjoint from the section \( \sigma : S \cong \mathbb{P}_S(\mathcal{O}) \rightarrow \mathbb{P}_S(A \oplus \mathcal{O}) \). Hence the projection \( \mathbb{P}_S(A \oplus \mathcal{O}) - \sigma(S) \rightarrow \mathbb{P}_S(A) \) from these points induces the morphism \( Q_w \rightarrow \mathbb{P}_S(A) \).

**Lemma 10.9.** If \( w \neq 0 \), the projective variety \( Q_w \) is geometrically irreducible and the open subscheme \( Q_w' \) where \( t \neq 0 \) is smooth.
Proof. That $Q^w_\nu$ is smooth over $S$ (and hence smooth) is an easy consequence of the Jacobian criterion, or Remark 10.8.1.

Now extend the base to make $k$ algebraically closed. If $Q^w_\nu$ is reducible, then there exists an $s \in S$ such that the form $N_s - w$ is reducible over the UFD $\mathcal{O}_{S,s}$, or equivalently, the polynomial $N_s - wt^\ell$ is reducible in $R[t]$, where $R = \mathcal{O}_{S,s}[x_1, \ldots, x_t]$ and $N_s \in R$. If $F = \text{frac}(R)$, $N_s - wt^\ell$ must factor in $F[t]$ (as $\mu_\ell \subset F^\times$) and hence (by Gauss’ Lemma) in $R[t]$ as $\prod(M - r_i t)$ for some linear form $M \in R$. Setting $t = 0$ yields $N_s = M^\ell$, i.e., $N_s$ is the $\ell$-th power of the linear form $M$. It follows that $\{a \in \mathcal{A}_s : N_s(a) = 0\}$, the degeneracy locus of $N_s$ in $\mathcal{A}_s$, is a proper, non-zero $\mathcal{O}_{S,s}$-submodule of $\mathcal{A}_s$. However, this is impossible because $\mathcal{A}_s = \mathcal{O}_{S,s}u^\ell/(u^\ell - c)$, so either $u^\ell - c$ is irreducible (in which case $\mathcal{A}_s$ is a domain and $N_s(a) = 0$ for $a \neq 0$) or else $u^\ell - c$ factors (in which case $\mathcal{A}_s$ is a product of domains and the degeneracy locus is not a submodule).

**Proposition 10.10.** For any nonzero $w \in k$, the variety $Q_w$ is a splitting variety for the symbol $\{a_1, \ldots, a_{n-1}, w\}$.

Proof. Let $x \in Q_w$ be a point, lying over the point $s \in S$. If $s \in V(\gamma)$, then by Theorem 9.1(4) the residue field $k(x)$ splits $\{a_1, \ldots, a_{n-1}\}$ and therefore splits $\{a_1, \ldots, a_{n-1}, w\}$. If $s$ is not in $V(\gamma)$, then by the Chain Lemma 9.1(2) we can assume that $a_{n-1} = \gamma(u)$ in $k(s)$, and consider the Kummer algebra $A = F[u]/(u^\ell - a_{n-1})$ over $F = k(x)$. Then $x$ determines an $F$-point $[a : 1]$ of $Q_w(F) \subset \mathbb{P}(A \oplus F)$, i.e., an element $a$ of $A$ such that $N_A/F(a) = w$ in $F$. Then we have $\{a_1, \ldots, a_{n-1}\}|_A = \{a_1, \ldots, u^\ell\} = 0$ over $A$, and (as in the proof of Lemma 9.18) we conclude:

$$\{a_1, \ldots, a_{n-1}, w\} = \{a_1, \ldots, a_{n-1}, Na\} = N\{a_1, \ldots, a_{n-1}, a\} = 0.$$

In order to show that $Q_w$ is a $\nu_{n-1}$-variety, we need to consider the action of the group $G = \mu_{\ell}^{n-1}$ on $Q_w$ and $\mathbb{P}(A)$. For this, we recall some terminology from Definitions 8.15 and 9.44 about the action of $G$ on $k$-varieties.

Two $G$-varieties $X$ and $Y$ are said to be $G$-fixed point equivalent over $k$ if $\text{Fix}_G X$ and $\text{Fix}_G Y$ are 0-dimensional, lie in the smooth locus of $X$ and $Y$, and there is a separable extension $K$ of $k$ and a bijection $\text{Fix}_G X_K \rightarrow \text{Fix}_G Y_K$ under which the families of tangent spaces at the fixed points are isomorphic as $G$-representations over $K$.

We say that $G$ acts nicely on a $k$-variety $X$ if the fixed locus $\text{Fix}_G X$ is a finite set of $k$-points; there is also a notion of $G$ acting nicely on a line bundle.

In the case at hand, the group $G = \mu_{\ell}^{n-1}$ acts nicely on $S$, $\mathcal{O}_S$, $J$ and $A$ by 9.51, and acts nicely on $\mathbb{P}(A)$ by 9.46. It also acts on $\mathbb{P}(A \oplus S)$ by 9.46.1. By inspection, $G$ acts on $Q$: as the map $Q \rightarrow S \times \mathbb{A}^1$ is equivariant, each $Q_w$ is a $G$-variety and the projection $\pi : Q_w \rightarrow \mathbb{P}(A)$ of Remark 10.8.1 is $G$-equivariant.

**Theorem 10.11.** Assume that $1/\ell \in k$, $\mu_\ell \subset k^\times$ and $w \neq 0$. Then $G = \mu_{\ell}^{n-1}$ acts nicely on $Q_w$ and $(\text{Fix}_G Q_w) \cap (Q_w)_{\text{sing}} = \emptyset$. Moreover, $Q_w$ and $\mathbb{P}(A)$ are $G$-fixed point equivalent over the field $k(\sqrt{w})$.
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Proof. Since the maps $Q_w \xrightarrow{\pi} \mathbb{P}(A) \to S$ are equivariant, $\pi$ maps $\text{Fix}_G Q_w$ to $\text{Fix}_G \mathbb{P}(A)$, and both lie over the finite set $\text{Fix}_G S$ of $k$-rational points. Since the tangent space $T_y \mathbb{P}(A)$ is the product of $T_s S$ and the tangent space of the fiber $\mathbb{P}(A)_s$, and similarly for $Q_w$, it suffices to consider a $G$-fixed point $s \in S$.

By Proposition 9.50 and Lemma 9.47, $G$ acts nontrivially on $L = J|_s$ via a projection $G \to \mu_\ell$. By Example 9.46, $G$ acts nicely on $\mathbb{P}(A)$. Thus there is no harm in assuming that $G = \mu_\ell$ and that $L$ is the standard 1-dimensional representation.

Let $y \in \mathbb{P}(A)$ be a $G$-fixed point over $s$. By 9.45, the tangent space of $\mathbb{P}(A)_s$ at $y$ is the reduced regular representation, and $y$ is one of $[1], [L], \ldots, [L^{\ell-1}]$.

We saw in Example 9.46.1 that a fixed point $[a_0 : a_1 : \cdots : a_{\ell-1} : t]$ of $G$ in $\mathbb{P}( \langle A \oplus \mathcal{O} \rangle)_s$ is either one of the points $e_i = [\cdots : a_i : 0 : \cdots : 0]$, which do not lie on $Q_w$, or a point on the projective line $\{ [a_0 : 0 : t] \}$, which lies on $Q_w$ only when $a_0 = w$. These points are defined over the field $K = k(\sqrt[\ell]{w})$, and $Q_w \otimes_k K$ meets the projective line in the $K$-points $[\zeta \sqrt[\ell]{w} : 0 : \cdots : 0 : 1]$, $\zeta \in \mu_\ell$. Each of these $\ell$ points is smooth on $Q_w$, and the tangent space (over $s$) is the reduced regular representation of $G$. 

Remark 10.11.1. Since $\pi([\zeta \sqrt[\ell]{w} : 0 : \cdots : 0 : 1]) = [1 : 0 : \cdots : 0]$ for all $\zeta \in \mu_\ell$, $\text{Fix}_G Q_w \xrightarrow{\pi} \text{Fix}_G \mathbb{P}(A)$ is not a scheme isomorphism over $k(\sqrt[\ell]{w})$.

Now we need to invoke an equivariant cobordism result (Theorem 8.16, or rather Corollary 8.17). For this, we need to assume that $k$ has characteristic 0.

Theorem 10.12. Given a nonzero symbol $a$ over a field $k$ of characteristic 0, let $Q(a)$ denote a $G$-equivariant resolution of singularities of $Q_{an}$. Then $Q(a)$ is a geometrically irreducible $\nu_{n-1}$-variety.

Proof. Because $k$ admits resolution of singularities and $Q_{an}$ is geometrically irreducible by 10.9, $Q(a)$ exists and is geometrically irreducible. It is also a smooth projective completion of the (smooth) variety $Q_{an}$. By Theorem 10.11, $Q(a)$ is $G$-fixed point equivalent to $\mathbb{P}(A)$, which is a $\nu_{n-1}$-variety by Theorem 10.6, i.e., $s_d \mathbb{P}(A) \not\equiv 0$ (mod $\ell^2$). Now Corollary 8.17 implies that $s_d Q(a) \not\equiv 0$ (mod $\ell^2$), i.e., that $Q(a)$ is a $\nu_{n-1}$-variety. 

10.3 Norm varieties are $\nu_{n-1}$-varieties

In this section, we show that a norm variety is a $\nu_{n-1}$-variety, and that a $\nu_1$-variety maps to it for smaller $i$, at least when $k$ is a field of characteristic 0. The proof will use two results which require characteristic 0: Rost’s degree formula 8.9 and Theorem 10.12.

Construction 10.13. Suppose that a projective $k$-variety $Y$ splits a symbol $a$, and $X$ is a projective $\ell$-generic splitting variety for $a$. Since $a$ splits over the function field $k(Y)$, there is a finite extension $F/k(Y)$ of degree prime to $\ell$ and an $F$-point of $X$. We may choose a smooth projective model $W$ for $F$ having a morphism $f : W \to Y$ of degree prime to $\ell$, extending $\text{Spec}(F) \to \text{Spec}(k(Y))$, and a morphism $g : W \to X$ extending $\text{Spec}(F) \to X$. 
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Proposition 10.14. When $k$ is a field of characteristic 0 and $n \geq 2$, any norm variety $X$ for a symbol $a = \{a_1, \ldots, a_n\}$ is a $\nu_{n-1}$-variety.

Proof. Since $Q(a)$ splits the symbol, Construction 10.13 yields a smooth projective variety $W$ and morphisms $f : W \to Q(a)$ and $g : W \to X$ such that $f$ is generically finite of degree prime to $\ell$. $\square$

Proposition 10.15. Let $k$ be a field of characteristic 0, and suppose that $X$ is a norm variety for the symbol $a = \{a_1, \ldots, a_n\}$. Then for each $i$ with $1 < i < n$, there exists a $\nu_{i-1}$-variety $W$ over $k$ and a $k$-morphism $W \to X$.

Proof. Fix $1 < i < n$ and let $Y$ be a smooth projective geometrically irreducible $\ell$-generic splitting variety of dimension $\ell^{i-1}-1$ over $k$ for the symbol $\{a_1, \ldots, a_i\}$. (At this point of our proof of the Bloch–Kato conjecture, we know that such a variety exists by induction on $n$.) Clearly, $a$ splits over the function field $k(Y)$; since $X$ is an $\ell$-generic splitting variety for $a$, Construction 10.13 yields a smooth projective variety $W$ of dimension $d' = \ell^{i-1}-1$ with a morphism $f : W \to Y$ of degree prime to $\ell$ and a morphism $g : W \to X$.

Because $Y$ is a splitting variety for a non-split symbol, $\ell$ divides the degree of every 0-cycle on $Y$. Hence Rost’s degree formula 8.9 applies to the morphism $f$, yielding $s_{d'}(W) \equiv \deg(f)s_{d'}(Y)$. Since $s_{d'}(Y) \not\equiv 0 \pmod{\ell^2}$, we conclude that $s_{d'}(W) \not\equiv 0 \pmod{\ell^2}$, i.e., that $W$ is a $\nu_{i-1}$-variety. $\square$

10.4 Existence of norm varieties.

In this section, we construct a norm variety for a given symbol $a = \{a_1, \ldots, a_n\}$ over a field of characteristic 0. By Example 10.1.1 and Corollary 10.5, we may assume that $n \geq 3$; part of our global inductive hypothesis is that BL$(n-1)$ holds and that the Norm Principle (Theorem 10.18) holds for symbols of length $n-1$. We write $S^m(T)$ for the $m$-th symmetric power of a variety $T$. 
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Norm varieties

By induction, there is a geometrically irreducible norm variety \( Y \) (of dimension \( \ell^{n-2} - 1 \)) for the symbol \( \{a_1, \ldots, a_{n-1}\} \). Let \( p : Y \times S^{t-1}(Y) \to S^t(Y) \) be the natural morphism; it is finite and surjective of degree \( \ell \). Let \( U \) denote the smooth locus of \( S^t(Y) \), and let \( A = p_*O_{Y \times S^{t-1}(Y)}|_U \) be the induced sheaf of finite-dimensional algebras on \( U \), with associated geometric vector bundle \( \mathcal{V}(A) \to U \). \( \mathcal{V}(A) \) has relative dimension \( \ell \) over \( U \).

Recall that the norm \( N : A \to O_U \) induces a morphism of the associated vector bundles, from \( \mathcal{V}(A) \) to \( \mathcal{V}(O_U) \cong U \times \mathbb{A}^1 \).

**Definition 10.16.** Let \( X^o \) denote the hypersurface \( N = a_n \) in \( \mathcal{V}(A) \). Since \( \dim(U) = \ell^{n-1} - \ell \), we have \( \dim(X^o) = \ell^{n-1} - 1 \).

\[
\begin{array}{ccc}
X^o & \hookrightarrow & \mathcal{V}(A) \\
\downarrow & & \downarrow \\
N \quad & \quad \quad & \quad \quad \mathcal{V}(p_*O_{Y \times S^{t-1}(Y)}) \\
U \quad & \quad \quad & \quad \quad S^tY \times \mathbb{A}^1
\end{array}
\]

Assuming that \( \text{char}(k) = 0 \), resolution of singularities implies that the smooth hypersurface \( X^o \) has a smooth projective completion, which we write as \( X(a) \). Note that \( X(a) \) is only well defined up to birational equivalence.

For the next result, we recall that we are inductively assuming that BL(n-1) holds, and that \( Y \) is a geometrically irreducible norm variety for \( \{a_1, \ldots, a_{n-1}\} \), so that \( X(a) \) exists.

**Theorem 10.17.** If \( \text{char}(k) = 0 \) and \( n \geq 3 \), the variety \( X(a) \) is a geometrically irreducible norm variety for the symbol \( a \).

This is the main result of this chapter; it fails for \( n = 2 \) (see Example 10.20.1). Before proving it, we state and prove several lemmas which are needed in the proof. We will also need the following result, known as the Norm Principle, which will be proved in chapter 11 below. We state it here because we will use it in the proof of Theorem 10.17.

**Theorem 10.18** (Norm Principle). Let \( k \) be an \( \ell \)-special field of characteristic 0, and \( n \geq 3 \). If \( Y \) is a norm variety for a nonzero symbol \( \{a_1, \ldots, a_{n-1}\} \) in \( K_{n-1}^M(k)/\ell \), then each unit in the image of \( N : H_{-1,-1}(Y) \to k^\times \) is of the form \( N_{k(y)/k(\alpha)} \), where \( y \in Y \) is a closed point of degree \( \ell \) and \( \alpha \in k(y)^\times \).

**Lemma 10.19.** \( X^o \) is smooth over \( U \) and geometrically irreducible.

**Proof.** That \( X^o \) is smooth over \( U \) (and hence smooth) is an easy consequence of the Jacobian criterion. Also, \( U \) is geometrically irreducible since \( n \geq 2 \). We may now argue as we did in the proof of Lemma 10.9.

Suppose that \( X^o \) is not geometrically irreducible. Replacing \( k \) by its algebraic closure, we may assume that \( X^o \) is reducible. That is, there is a point \( u \in U \) such that \( X^o_u \) is reducible, i.e., the homogeneous polynomial \( g(t) = N_u - a_n t^\ell \) is reducible in \( R[t] \), where \( R = O_{U,u}[x_1, \ldots, x_\ell] \) and \( N_u \in R \). If
Let $\mathfrak{a} = \{b, a_n\} = \sum N_{F(y_i)}/F\{b, \lambda_i\} = 0.$ \hfill $\Box$

**Example 10.20.1.** It is instructive to consider the case $n = 2$. In this case $Y = \text{Spec}(E)$, $E = k(\sqrt{\alpha_1})$, $U = S^\ell(Y)$ and $X^\circ$ is the hypersurface $N(u) = a_2$ in $\mathbb{P}^1_{k(u)}$. However, $U$ is the disjoint union of many points, so $X^\circ$ is not even connected. Over each point $u \in U$, we saw in Lemma 1.15 and Proposition 1.25 that the hypersurface $N(u) = a_2$ in $\mathbb{P}^1_{k(u)}$ is an affine open subset of a norm variety for $\mathfrak{a} = \{a_1, a_2\}$ over $k(u)$.

**Lemma 10.21.** Let $Z$ a smooth irreducible variety over an $\ell$-special field $F$. If $\dim(Z) > 0$ then the set $Z(F)$ is either empty or dense and infinite.

**Proof.** Let $z$ be an $F$-point of $Z$, and let $U$ be a dense open in $Z$. By Bertini's Theorem, there is a curve $C$ on $Z$, meeting $U$, such that $z$ is a smooth point of $C$; if the smooth projective closure of $C$ has infinitely many $F$-points then so does $C \cap U$ and hence $U$. Thus it suffices to suppose that $Z$ is a smooth projective curve.

Suppose that $z_1, \ldots, z_k$ are distinct points in $Z(F)$; we need to show there exists a rational point distinct from $z_1, \ldots, z_k$. Choose a rational function $f$ on $Z$ that has a pole at each of the $z_i$, and such that the degree of the divisor $(f)_\infty$ of poles is prime to $\ell$. Then the degree of the divisor of zeroes $(f)_0$ is also prime to $\ell$ and, since $F$ is $\ell$-special, the support of $(f)_0$ contains an $F$-rational point (which is obviously distinct from $z_1, \ldots, z_k$).

**Remark 10.21.1.** There can be singular varieties $Z$ over $F$ with $Z(F)$ finite. If $Z$ is any projective variety with a smooth $F$-rational point, the proof of Lemma 10.21 goes through to show that $Z(F)$ is infinite.
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Proof of Theorem 10.17. The variety $X(\overline{a})$ is smooth, projective and geometrically irreducible by Lemma 10.19, and $\dim(X) = \dim(X^0) = \ell^{n-1} - 1$. It is a splitting variety by Lemma 10.20. To show that it is $\ell$-generic, it suffices to show that $X = X(\overline{a})$ has an $F$-point for every $\ell$-special field $F$ splitting $\overline{a}$. Because $X^0 \subset X$, it suffices to show that $X^0$ has an $F$-point.

Recall that $Y$ is a norm variety for $\{a_1, ..., a_{n-1}\}$. If $F$ splits this symbol then $Y(F)$ is non-empty. Since $F$ is $\ell$-special, Lemma 10.21 shows that $Y(F)$ is infinite. Choose $\ell$ distinct $F$-points $y_1, ..., y_\ell$ of $Y$; their sum $y_1 + \cdots + y_\ell$ determines an $F$-point $u$ of the non-singular part $U$ of $S(X^0)$, and hence $(u, (1 + \cdots + 1, a_n))$ is an $F$-point in the hypersurface $X^0$ over $U$.

If $F$ does not split $\{a_1, ..., a_{n-1}\}$, then we can apply Proposition 7.7 to $Y_F$, which is a norm variety for $\{a_1, ..., a_{n-1}\}$ over $F$: since $\{a_1, ..., a_n\} = 0$ in $K_n^M(F)/\ell$, $a_n$ is $N(\beta)$ for some $\beta \in H_{-1,-1}(Y_F)$. Note that Proposition 7.7 assumes BL(n-1). By the Norm Principle 10.18, which applies to $Y_F$ by induction, there is a closed point $y$ of $Y_F$ of degree $\ell$ over $F$ and a unit $\alpha \in F(y)^\times$ such that $a_n = N(\beta) = N_{F(y)/F}(\alpha)$. The degree $\ell$ zero-cycle $y$ on $Y_F$ determines an $F$-point of $U \subset S^\ell Y$; see [SV96, 6.8]. Together with $\alpha \in A_g$, $y$ determines an $F$-point of $X^0$. Hence, $X^0(F)$ is non-empty, as asserted.

Remark 10.22. If $n \geq 2$ and $\text{char}(k) = 0$, there is a norm variety for $\overline{a}$ with infinitely many points of degree $\ell$, and in fact infinitely many $E$-points, where $E = k(\sqrt[n]{a_1})$. When $n = 2$, it suffices by Example 10.1.1 to consider the affine variety $Y$ defined by $N_{E/k}(X_0, ..., X_{-1}) = a_2$. Each $(t_1, a_2/t_1, 1, ...) \in K_n^M(F)/\ell$, $a_n$ is $N(\beta)$ for some $\beta \in H_{-1,-1}(Y_F)$. Note that Proposition 7.7 assumes BL(n-1). By the Norm Principle 10.18, which applies to $Y_F$ by induction, there is a closed point $y$ of $Y_F$ of degree $\ell$ over $F$ and a unit $\alpha \in F(y)^\times$ such that $a_n = N(\beta) = N_{F(y)/F}(\alpha)$. The degree $\ell$ zero-cycle $y$ on $Y_F$ determines an $F$-point of $U \subset S^\ell Y$; see [SV96, 6.8]. Together with $\alpha \in A_g$, $y$ determines an $F$-point of $X^0$. Hence, $X^0(F)$ is non-empty, as asserted.

We conclude this section by constructing a geometrically irreducible norm variety for $\overline{a} = \{a_1, ..., a_n\}$ over any perfect field $k$ of characteristic $p \neq \ell$, assuming the Norm Principle for the symbol $\{a_1, ..., a_{n-1}\}$.

If $k$ is a field of finite characteristic, de Jong proved in [dJ96, 4.1, 4.2] that there is a finite field extension $k \subset k_1$ and a variety $X_1$ which is smooth and geometrically irreducible over $k_1$, together with a finite surjective map from $X_1$ to a projective closure $X_0$ of $X^0$, and that if $k$ is perfect then $X_1$ is étale over a dense open subscheme of $X^0$. Gabber showed that we may take $[k(X_1) : k(X^0)]$ and hence $[k_1 : k]$ to be prime to $\ell$; see [Ill09]. If we assume that $k$ is $\ell$-special, then $k = k_1$, and we write $X(\overline{a})$ for this $X_1$.

Lemma 10.23. Suppose that $k$ is a perfect field of characteristic $p > 0$, $Y$ is a norm variety for $\overline{a} = \{a_1, ..., a_{n-1}\}$ over $k$, and the Norm Principle 10.18 holds for $Y$. If BL(n-1) holds, then $X(\overline{a})$ is a geometrically irreducible norm variety for $\overline{a}$ over $k$.
Proof. Since Lemmas 10.19, 10.20 and 10.21 do not use the characteristic zero assumption, and neither does Proposition 7.7, the proof of Theorem 10.17 goes through to show that $X^\circ$ has an $F$-point for every $\ell$-special field $F$ over $k$.

Let $V \subset X^\circ$ be a dense open subscheme over which $\pi : X(g) \to \bar{X}_0$ is étale. If $x : \text{Spec}(F) \to X^\circ$ is in $V$, then $X(g)$ has an $F$-point over $x$ because $F$ is $\ell$-special, by Lemma 7.3. If not, we produce a curve $C$ in $X^\circ$, smooth at $x$ and meeting the étale locus; by Lemma 10.21, $C(F)$ meets $V$, so there is an $F$-point in $V$ and hence in $X(g)$, again by Lemma 7.3.

10.5 Historical notes

The study of hypersurfaces of constant norm in algebra bundles was a natural development in the classical study of quadratic forms. Merkurjev and Suslin used Severi–Brauer hypersurfaces in the 1982 paper [MS82] to show that the norm residue $K_2(k)/\ell \to H^2_{\text{ét}}(k, \mu_\ell^{\otimes 2})$ was an isomorphism. This led to an intensive study of the properties of these hypersurfaces in the late 1980s, including Rost’s 1990 preprint [Ros90].

The notion of a generic splitting variety arose out of attempts to generalize the 1982 paper [MS82] by Merkurjev and Suslin; the Severi–Brauer variety $X$ of a division algebra $D$ has the property that if $F$ splits $D$ then $X$ has an $F$-point. An explicit definition is given in Voevodsky’s 1996 preprint [Voe96], where it was proven that Pfister quadrics are generic splitting varieties for $\ell = 2$. (This definition does not appear in the published version [Voe03a] but does appear in [Ros98b] and [Voe99, 4.16].) Rost’s analysis [Ros98c] of the motive of a hypersurface defined by a Pfister form led to Voevodsky’s proof that $K^M_n(k)/2 \cong H^n_{\text{ét}}(k, \mu_2^{\otimes n})$ in [Voe03a] (the Milnor Conjecture).

There has always been an ambiguity about what the definition of a norm variety should be. The prototype was the variety of points in $E = k[\sqrt{a_1}]$ whose norm is $a_2$; it is a splitting variety for $\{a_1, a_2\}$ (see 1.25). The term “norm variety” was used in the 1980s to refer to hypersurfaces of constant norm, usually having special (unspecified) properties (see [Sus91], [Ros90]). In the 1998 preprint [Ros98b], Rost used the term norm variety to refer to the variety $Q_b$ of Definition 10.8. In his Fall 1999 lectures and in [Ros02], Rost used the term norm variety to mean a smooth projective splitting variety of dimension $\ell^{n-1} - 1$ with $s_d(X) \neq 0$ (mod $\ell^2$). Suslin and Joukhovitski [SJ06] deliberately left the term undefined, and the present definition originated in the 2009 paper [HW09].

Our choice (smooth projective $\ell$-generic splitting variety for $g$) is based upon Rost’s observation (Theorem 10.17) that the smooth projective varieties associated to hypersurfaces of constant norm enjoy these properties.

Our presentation is based on the Suslin–Joukhovitski paper [SJ06], Rost’s 1998 preprint [Ros98b], his web site [Ros98a], and Rost’s lectures at the Institute for Advanced Study in 1999-2000 and 2005. This includes our proof of the Norm principle in chapter 11.
Chapter 11

Existence of Rost varieties

In this chapter, we will prove that the norm varieties constructed in chapter 10 are indeed Rost varieties; in other words, we will prove that Rost varieties exist. Fix a sequence \( a = (a_1, ..., a_n) \) of units in \( k \), and recall from Definition 1.24 that a Rost variety for \( a \) is a \( \nu_{n-1} \)-variety such that:

(a) \( \{a_1, ..., a_n\} \) vanishes in \( K_n^M(k(X))/\ell \);
(b) for each \( i < n \) there is a \( \nu_i \)-variety mapping to \( X \); and
(c) the following motivic homology sequence is exact:

\[
H_{BM}^{-1, -1}(X \times X) \xrightarrow{\pi_0* - \pi_1*} H_{BM}^{-1, -1}(X) \xrightarrow{N} H_{BM}^{-1, -1}(k) \quad (\cong k^\times).
\]

Recall from Definition 1.22 that the reduced group \( \overline{H}_{-1,-1}(X) \) is the quotient of \( H_{BM}^{-1, -1}(X) \) by the difference of the two projections from \( H_{BM}^{-1, -1}(X \times X) \).

One goal of this chapter is to prove the following theorem, which was already stated in Theorem 10.18. Let us say that an element of \( H_{-1,-1}(X) \) is a Kummer element if it has a representative \([x, \alpha]\), where \( x \in X \) is a closed point of degree \( \ell \) and \( \alpha \in k(x)^\times \).

**Theorem 11.1 (Norm Principle).** Suppose that \( k \) is a \( \ell \)-special field of characteristic 0, and that \( X \) is a norm variety for some nontrivial symbol \( a \). Then each element of \( \overline{H}_{-1,-1}(X) \) is a Kummer element.

We will see that the Norm Principle 11.1 implies our main result:

**Theorem 11.2.** Let \( k \) be an \( \ell \)-special field of characteristic 0, and let \( a \) be a nonzero symbol. Then any norm variety for \( a \) is also a Rost variety for \( a \).

The idea of the proof of the Norm Principle is to show (in 11.5) that the Kummer elements of \( \overline{H}_{-1,-1}(X) \) form a subgroup, so that it suffices to consider the generators. Now every generator of \( \overline{H}_{-1,-1}(X) \) is the image of a Kummer element under a pushforward map \( \overline{H}_{-1,-1}(X_E) \rightarrow \overline{H}_{-1,-1}(X) \) for some finite field extension \( E \) of \( k \), so the result follows once we show (in 11.11) that these pushforward maps preserve Kummer elements.
11.1 The multiplication principle

In preparation for the proof of the Norm Principle, we develop some basic facts about elements of $\overline{\mathbb{P}}_{-1,-1}(X)$ supported on points $x$ with $[k(x) : k] = \ell$.

Here is the case $n = 2$ of the Norm Principle, which we will use to prove the multiplication principle 11.5. Recall that if $k$ contains a primitive $\ell$th root of unity then the symbol $\{a_1, a_2\}$ determines a central division algebra.

**Theorem 11.3** (Norm Principle for $n = 2$). Let $Y$ be the Severi–Brauer variety associated to a central division $k$-algebra $D$, of degree $\ell$ over a field $k$ containing $1/\ell$. Then $H^{BM}_{-1,-1}(Y) = \overline{\mathbb{P}}_{-1,-1}(Y)$, and for every $\theta \in H^{BM}_{1,-1}(Y)$ there exists a point $y \in Y$ with $[k(y) : k] = \ell$, and $\lambda \in k(y)^\times$ so that $\theta = [y, \lambda]$.

**Proof.** Merkurjev and Suslin showed in [MS82, 8.7.2] that $N : H^{BM}_{1,-1}(Y) \to k^\times$ is an injection with image $\text{Nrd}(D) \subseteq k^\times$, so $H^{BM}_{1,-1}(Y) = \overline{\mathbb{P}}_{-1,-1}(Y)$. Given $\theta \in H^{BM}_{1,-1}(Y)$, its image $N(\theta)$ in $k^\times$ can be written as the reduced norm of an element $\lambda \in D$. The subfield $E = k(\lambda)$ of $D$ has degree $\ell$ because $Y(E) \neq \emptyset$ and $Y(k) = \emptyset$. Thus there is a point $y \in Y$ with $k(y) = E$. Since $N([y, \lambda]) = \text{Nrd}(\lambda) = N(\theta)$ in $k^\times$, and hence $[y, \lambda] = \theta$ in $H_{-1,-1}(Y)$.

We now suppose that $k$ is a $\ell$-special field, and that $X$ is a norm variety for $\mathfrak{a}$. Note that the kernel and cokernel of $N : \overline{\mathbb{P}}_{-1,-1}(X) \to k^\times$ are $\ell$-groups, by Lemma 7.2(4). The Norm Principle is concerned with reducing the degrees of the field extensions $k(x)$ used to represent elements of $\overline{\mathbb{P}}_{-1,-1}(X)$. For this, the following definition is useful.

**Definition 11.4.** We write $\tilde{A}_0(k)$ for the subset of Kummer elements of $\overline{\mathbb{P}}_{-1,-1}(X)$, i.e., those represented by $[x, \alpha]$ where $k(x) = k$ or $[k(x) : k] = \ell$. If $E/k$ is a field extension, $\tilde{A}_0(E)$ denotes the corresponding subset of $\overline{\mathbb{P}}_{-1,-1}(X_E)$.

**Example 11.4.1.** If $X$ has a $k$-point $x$, then by 7.2(3) the norm map $N$ is an isomorphism $\tilde{A}_0(k) \cong \overline{\mathbb{P}}_{-1,-1}(X) \xrightarrow{\cong} k^\times$, split by $\alpha \mapsto [x, \alpha]$.

The following result is known as the *multiplication principle*. The proof needs the hypothesis that $\text{char}(k) = 0$ in order to use the Corollary 9.53 to Theorem 9.52, which in turn invokes Rost’s Degree Formula 8.25.

**Theorem 11.5** (Multiplication Principle). Let $X$ be a norm variety for a nonzero symbol $\mathfrak{a}$ over an $\ell$-special field $k$ of characteristic 0. Then $\tilde{A}_0(k)$ is a subgroup of $\overline{\mathbb{P}}_{-1,-1}(X)$.

**Proof.** The set $\tilde{A}_0(k)$ is nonempty because $E = k[\sqrt[\ell]{\mathfrak{a}}]$ splits the symbol and therefore $X(E) \neq \emptyset$. It is closed under additive inverses because $[x, \alpha] + [x, \alpha^{-1}] = [x, 1] = 0$. Hence it suffices to prove that $\tilde{A}_0(k)$ is closed under addition, i.e., for each $[x_1, \alpha_1]$ and $[x_2, \alpha_2]$ in $\tilde{A}_0(k)$ the sum $[x_1, \alpha_1] + [x_2, \alpha_2]$ in $\overline{\mathbb{P}}_{-1,-1}(X)$ equals $[x_3, \alpha_3]$ for some $[x_3, \alpha_3] \in \tilde{A}_0(k)$.
Using Corollary 9.53, we may assume that \( a = \{a_1, \ldots, a_n\} \) where \( k(x_1) \) splits \( \{a_1\} \) and \( k(x_2) \) splits \( \{a_1, a_2\} \). Let \( Y \) be the Severi–Brauer variety for the algebra \( A(a_1, a_2) \), that is, a norm variety for \( \{a_1, a_2\} \). Then \( Y \) has a \( k(x_1) \)-point \( y_1 \) and a \( k(x_2) \)-point \( y_2 \). Applying Theorem 11.3 to \( \theta = [y_1, \alpha_1] + [y_2, \alpha_2] \), we see that the multiplication principle holds for \( Y \): there is a closed point \( y_3 \) of degree \( \ell \) and an \( \alpha_3 \in k(y)^{\times} \) such that \( [y_1, \alpha_1] + [y_2, \alpha_2] = [y_3, \alpha_3] \) in \( \mathcal{H}_{-1,-1}(Y) \).

Moreover \( k(Y) \) splits \( a \) so, using Construction 10.13, there is a smooth projective variety \( \tilde{Y} \), a morphism \( f : \tilde{Y} \to Y \) of degree prime to \( \ell \) and a morphism \( g : \tilde{Y} \to X \). We can lift the \( y_i \) to points (of the same name) of \( \tilde{Y} \) with the same residue fields, by 7.5(a). By Theorem 7.5(c), the morphism \( f_* : \mathcal{H}_{-1,-1}(\tilde{Y}) \to \mathcal{H}_{-1,-1}(Y) \) is an isomorphism. Thus \( [y_1, \alpha_1] + [y_2, \alpha_2] = [y_3, \alpha_3] \) in \( \mathcal{H}_{-1,-1}(\tilde{Y}) \).

Now apply \( g_* : \mathcal{H}_{-1,-1}(\tilde{Y}) \to \mathcal{H}_{-1,-1}(X) \) to this relation; since \( X \) has no \( k \)-points, the points \( x'_i = g(y_i) \) have degree \( \ell \) over \( k \), because \( [k(x'_i) : k] \) divides \( [k(y) : k] = \ell \). Hence \( k(x'_i) \cong k(y_i) \), and the \( [x'_i, \alpha_i] \) are elements of \( \tilde{A}_0(k) \subseteq \mathcal{H}_{-1,-1}(X) \). Since \( g_*[y_i, \alpha_i] = [x'_i, \alpha_i] \), Lemma 7.2(1) implies that

\[
[x_1, \alpha_1] + [x_2, \alpha_2] = [x'_1, \alpha_1] + [x'_2, \alpha_2] = [x'_3, \alpha_3].
\]

\[\Box\]

**Corollary 11.6.** If \( k \) is \( \ell \)-special and \( X \) is a norm variety, the restriction of \( \mathcal{H}_{-1,-1}(X) \to k^\times \) to \( \tilde{A}_0(k) \) is an injective group homomorphism.

**Proof.** By the multiplication principle 11.5, \( \tilde{A}_0(k) \to k^\times \) is a group homomorphism. Suppose that \( [x, \alpha] \) represents an element \( \theta \) of \( \tilde{A}_0(k) \) such that \( N(\theta) = N_{k(x)/k}(\alpha) = 1 \). Then \( \alpha = \sigma(\beta)/\beta \) for some \( \beta \) by the classical Hilbert Theorem 90 [Wei94, 6.4.8], so \( \theta = [x, \sigma(\beta)] - [x, \beta] \). But \( [x, \sigma(\beta)] - [x, \beta] = 0 \) (apply 7.2(1) to \( \sigma \)), so \( \theta = 0 \).

\[\Box\]

Let \( S \) be the variety of the Chain Lemma 9.1 for the symbol \( a_0 \), and \( A = A(J) \) the associated sheaf of Kummer algebras over \( S \) (see 9.8). If \( s \) is a \( k \)-point of \( S \), then \( \gamma_s \) is an \( \ell \)-ary form on the 1-dimensional \( k \)-vector space \( J_1s \); if \( w \) is a nonzero element of \( J_1s \), then \( A|_s = k[u]/(u^\ell - \gamma_s(w)) \). By abuse of notation, we shall use \( \gamma(s) \) to denote \( \gamma_s(w) \) for some fixed choice of \( w \neq 0 \); the class of \( \gamma(s) \) is well defined in \( k^\times/k^{\times \ell} \).

**Lemma 11.7.** For every \( k \)-point \( s \) of \( S \), \( \gamma(s) \not\in k^{\times \ell} \). Hence \( k[\sqrt[\ell]{\gamma(s)}] \) is a field.

**Proof.** By the Chain Lemma 9.1(5), \( \gamma(s) \neq 0 \). Similarly, \( \gamma(s) \) cannot be in \( k^{\times \ell} \), because that would imply that \( a = \{\gamma(s), \ldots\} = 0 \) in \( K^M_n(k)/\ell \), by the Chain Lemma 9.1 and specialization from \( S \). Hence \( \gamma(s) \not\in k^{\times \ell} \), so \( A|_s \) is a field.

\[\Box\]

Since the fiber \( A(A)|_s \) over \( s \) of the vector bundle \( A(A) \) is \( \text{Spec}(\text{Sym}_k A|_s) \), there is a natural isomorphism \( A(A)|_s (k) \cong A|_s \). Thus we may identify the \( k \)-points of \( A(A)|_s \) with elements of \( A|_s \), and speak of the norm \( N : A(A)|_s (k) \to k \).

**Proposition 11.8** (Multiplication Principle, geometric version). Let \( k \) be a \( \ell \)-special field of characteristic 0, and \( X \) a norm variety for a symbol \( a_0 \). Then the subgroup \( A_0(k) \) of \( k^\times \) is the set of nonzero values of the map \( N : A(A)|_s (k) \to k \).
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Proof. Let \( \alpha \) be a \( k \)-point of \( \mathbb{A}(A) \) over \( s \in S(k) \) with \( N(\alpha) \neq 0 \). By Lemma 11.7, we may regard \( \alpha \) as a nonzero element of the field \( A|_s = k[\sqrt[\gamma]{s}] \). Since \( A|_s \) splits \( g \) and \( k \) is \( \ell \)-special, there is a point \( x \in X \) with \( k(x) \cong A|_s \) and \( [k(x) : k] = \ell \). If \( N(\alpha) \) is nonzero in \( k \) then it is the image of \( [x, \alpha] \in P_{-1,-1}(X) \).

Conversely, Construction 11.9 below shows that every element of \( \tilde{A}_0(k) \) arises as \( [x, \alpha] \) for some \( \alpha \) with \( N(\alpha) \neq 0 \), so the set of nonzero values of \( N : \mathbb{A}(A)(k) \to k \) is exactly the image of \( \tilde{A}_0(k) \), which is a group by Theorem 11.5. \( \Box \)

Construction 11.9. Each element \( [x, \alpha] \) of \( \tilde{A}_0(k) \) is represented by a \( k \)-point of \( \mathbb{A}(A) \), and also by a \( k \)-point \((x, \alpha)\) of the variety \( Q \) defined in 10.8. Indeed, since \( k(x) \) splits the symbol, Theorem 9.52 states that there is a \( k \)-point \( s \in S \) such that \( k(x) \) is the Kummer \( k \)-algebra \( A|_s = k[\sqrt[\gamma]{s}] \). As remarked above, we may then identify the element \( \alpha \) of \( A|_s \) with a \( k \)-point of \( \mathbb{A}(A) \). The map \( \mathbb{A}(A) \to Q \) sends \( \alpha \) to \((x, \alpha)\).

### 11.2 The Norm Principle

In this section, we will prove Theorems 11.2 and 11.1 (existence of Rost varieties and the Norm Principle) modulo the following result, whose proof we postpone to Section 11.5.

Theorem 11.10. Let \( k \) be an \( \ell \)-special field of characteristic \( 0 \), and let \( X \) be a norm variety over \( k \) for \( g \). Suppose that \( E = k[c] \) is a field extension of \( k \) with \( \ell^c \in k \) such that \( g_E \neq 0 \). For each \( [z, \alpha] \in \tilde{A}_0(E) \), there exist a finite set of points \( x_i \in X \) of degree \( \ell \) over \( k \), \( t_i \in k \) and \( b_i \in k(x_i) \) such that

\[
N_{E(z)/E}(\alpha) = \prod N_{E(x_i)/E}(b_i + t_i c) \quad \text{in } k^\times.
\]

Recall from Proposition 10.2 that when \( k \) is \( \ell \)-special and \( n \geq 2 \), every norm variety \( X \) over \( k \) is geometrically irreducible, and hence (by Lemma 10.3) \( X_E \) is a norm variety over \( E \). We also know that \( \tilde{A}_0(E) \) is a subgroup of \( P_{-1,-1}(X_E) \).

Theorem 11.11. If \( k \) is \( \ell \)-special of characteristic \( 0 \) and \( [E : k] = \ell^c \) then the pushforward \( P_{-1,-1}(X_E) \to P_{-1,-1}(X) \) sends \( \tilde{A}_0(E) \) to \( \tilde{A}_0(k) \).

Proof. By Galois theory and the structure of finite \( \ell \)-groups, there is a chain of subfields \( k = E_0 \subset E_1 \subset \cdots \subset E_n = E \) with \( [E_{i+1} : E_i] = \ell \). Thus we may assume that \( [E : k] = \ell \). By Kummer theory, there is a \( c \in k \) so that \( E = k[c]/(c^\ell - c) \).

If \( g \) vanishes in \( E \) then the generic splitting variety \( X \) has an \( E \)-point \( x \), and Theorem 11.11 is immediate from Example 11.4.1. Indeed, in this case \( X_E \) has an \( E \)-point \( x' \) over \( x \), every element of \( A_0(E) \cong E^\times \) has the form \([x', \alpha]\), and \( N_{E/k}[x', \alpha] = [x, \alpha] \). Hence we may assume that \( g_E \neq 0 \). This has the advantage that \( E(x_i) = E \otimes_k k(x_i) \) is a field for every point \( x_i \in X \) of degree \( \ell \); otherwise, there would be a homomorphism \( E \to E(x_i) \to k(x_i) \), forcing \( E \cong k(x_i) \) — and splitting the symbol.
Choose \( \theta = [z, \alpha] \in \tilde{A}_0(E) \) and let \( x_i \in X, t_i \) and \( b_i \) be the data given by Theorem 11.10. Each \( x_i \) lifts to an \( E(x_i) \)-point \( x_i \otimes E \) of \( X_E \) so we may consider the element
\[
\theta' = \theta - \sum [x_i \otimes E, b_i + t_i \epsilon] \in \mathcal{H}_{-1,-1}(X_E).
\]
By the multiplication principle 11.5, it suffices to show that every generator \([z, \alpha] \) of \( \mathcal{H}_{-1,-1}(X_E) \) is in \( \tilde{A}_0(E) \). By Theorem 11.10, its norm is
\[
N(\theta') = N_{E(z)/E}(\alpha)/\prod N_{E(x_i)/E}(b_i + t_i \epsilon) = 1.
\]
By Corollary 11.6, \( \theta' = 0 \). Hence
\[
N_{E/k}(\theta) = \sum [x_i, N_{E(x_i)/k}(b_i + t_i \epsilon)]
\]
in \( \mathcal{H}_{-1,-1}(X) \). Since \( \tilde{A}_0(k) \) is a group by 11.5, this is an element of \( \tilde{A}_0(k) \). \( \square \)

**Proof of the Norm Principle (Theorem 11.1).** By the multiplication principle 11.5, it suffices to show that every generator \([z, \alpha] \) of \( \mathcal{H}_{-1,-1}(X) \) is in \( \tilde{A}_0(k) \). Since \([k(z) : k] = \ell' \epsilon \) for \( \nu > 0 \), Galois theory and the structure of finite \( \ell \)-groups imply that there is a field \( E \) with \( k \subseteq E \subseteq k(z) \) and \([k(z) : E] = \ell \), and that \( z \) lifts to a point \( z' \) of \( X_E \) with \( k(z) \cong k(z') \). By construction, \([z', \alpha] \in \tilde{A}_0(E) \) and \( \mathcal{H}_{-1,-1}(X_E) \to \mathcal{H}_{-1,-1}(X) \) sends \([z', \alpha] \) to \([z, \alpha] \). By Theorem 11.11, \([z, \alpha] \) is in \( \tilde{A}_0(k) \), i.e., is represented by an element \([x, \beta] \) with \([k(x) : k] = \ell \). \( \square \)

**Proof of Theorem 11.2.** Let \( X \) be a norm variety for \( \mathcal{A} = \{a_1, \ldots, a_n\} \). Because \( k \) is a field of characteristic 0, \( X \) is a \( \nu_{n-1} \)-variety by Proposition 10.14, and for \( 1 < i < n \) there is a \( \nu_{i-1} \)-variety mapping to \( X \) by Proposition 10.15. Since \( k \) is \( \ell \)-special, the Norm Principle implies that \( \tilde{A}_0(k) = \mathcal{H}_{-1,-1}(X) \), so Corollary 11.6 implies that the motivic homology sequence is exact. \( \square \)

### 11.3 Weil restriction

Because there are not many good references for Weil restriction, we pause here to collect the basic facts that we shall need. The original references are [Wei56] and Weil’s 1961 Lecture Notes, published as [Wei82, §1.3].

**Definition 11.12.** If \( E \) is a finite field extension of \( k \), Weil restriction is the right adjoint of the basechange functor \( V \mapsto V \times \text{Spec} E \). That is, if \( X \) is any variety defined over \( E \), the Weil restriction \( \text{Res}_{E/k}X \) is a variety over \( k \) of dimension \([E : k] \dim(X) \) which is characterized by
\[
\text{Hom}_k(V, \text{Res}_{E/k}X) \cong \text{Hom}_E(V \times \text{Spec} E, X).
\]
The Weil restriction exists for any quasi-projective variety by [Wei82, 1.3.1]. In particular, if \( F \) is a field containing \( k \) then the \( F \)-points are given by: \( \text{Res}_{E/k}X(F) = X(E \otimes_k F) \).
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Example 11.13. For visual reasons, we shall write $\mathbb{A}^E$ for the Weil restriction $\text{Res}_{E/k}\mathbb{A}^1$ of the affine line. It is isomorphic to $\mathbb{A}^n$, $n = [E : k]$, as a $k$-variety, and is characterized by $\mathbb{A}^E(F) = E \otimes_k F$. In particular, $\mathbb{A}^E(k) = E$.

Using the normal basis theorem, we can find a $k$-basis of $E$ permuted by the Galois group $\Gamma$. Thus the coordinate ring of $\mathbb{A}^E$ is a polynomial ring $k[\omega_1, \ldots, \omega_n]$ (the indeterminates correspond to the $k$-basis of $E$), and the function field of $\mathbb{A}^E$ is $k(\omega) = k(\omega_1, \ldots, \omega_n)$. The Galois group $\Gamma$ permutes the indeterminates $\omega_i$, and $\mathbb{A}^E \cong \prod_{g \in \Gamma} \mathbb{A}^1$. This motivates the following result.

Lemma 11.14. If $X$ is a variety over $E$, and $E$ is Galois over $k$ with group $\Gamma$, then $\text{Res}_{E/k}(X) \times \text{Spec}(E) \cong \prod_{g \in \Gamma} X$.

Proof. If $A$ is an $E$-algebra, there is a natural isomorphism $A \otimes_k E \xrightarrow{\sim} \prod_{g \in \Gamma} A$. This induces natural isomorphisms

$$[\text{Res}_{E/k}(X) \times \text{Spec}(E)](A) \cong X(A \otimes_k E) \cong X(\prod_{g \in \Gamma} A) \cong \prod_{g \in \Gamma} X(A).$$

Since the functors of points are isomorphic, so are the schemes. \qed


It is obvious that $\text{Res}_{E/k}(X_1 \times X_2) = \text{Res}_{E/k}(X_1) \times \text{Res}_{E/k}(X_2)$. Less obvious (but not hard) is the fact that if $Z$ is closed in $X$ then $\text{Res}_{E/k}(Z)$ is closed in $\text{Res}_{E/k}(X)$. It follows for example that the Weil restriction of $\mathbb{A}^1 - \{0\}$ is the closed subvariety of $\mathbb{A}^E \times \mathbb{A}^E$ whose $k$-points are all pairs $(a, b) \in E \times E$ such that $ab = 1$.

11.4 Another splitting variety

In this section, we construct a $G$-variety $\mathcal{Y}$, parametrized by $\mathbb{A}^1$, which will be used in Section 11.5 to establish Theorem 11.10. As we saw in Section 11.2, this is the key step in proving Theorems 11.2 and 11.1. We will show that the general fibers of $\mathcal{Y} \rightarrow \mathbb{A}^1$ are $G$-fixed point equivalent to disjoint unions of copies of $\mathbb{P}(A)^\ell$, where $A = A(J)$ is the sheaf of Kummer algebras for $\mathfrak{g} = \{a_1, \ldots, a_n\}$ over the variety $S$ of the Chain Lemma (see Definition 9.8 and Theorem 9.1).

To construct $\mathcal{Y}$, we fix a Kummer extension $E = k[\epsilon]$ of $k$, where $\epsilon \in k$. Let $\mathcal{B}$ be the rank $\ell + 1$ $\mathcal{O}_S$-submodule $(A \otimes k) \oplus (\mathcal{O}_S \otimes k \epsilon)$ of $\mathcal{A}_E = A \otimes_k E$ and let $N_B : \mathcal{B} \rightarrow \mathcal{O}_S \otimes k E$ be the sheaf map over $S$ induced by the norm on $\mathcal{A}_E$.

Definition 11.15. Let $U$ be the variety $\mathbb{P}(A) \times_k \mathbb{P}(\mathcal{B})^{\times(\ell-1)}$ over $S^{\times \ell}$. We write $L$ for the invertible sheaf on $U$ associated to the external product $L(A) \boxtimes L(\mathcal{B})^{\boxtimes(\ell-1)}$ of the tautological bundles over $\mathbb{P}(A)$ and $\mathbb{P}(\mathcal{B})$. The product of the various norms $N_A$ and $N_B$ defines a sheaf map $N : L \rightarrow \mathcal{O}_S \otimes E$. 
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Note that \( \dim(S) = \ell^n - \ell \); since \( U \) has relative dimension \( \ell^2 - 1 \) over \( S^{\times \ell} \), \( \dim(U) = \ell^{n+1} - 1 \).

Recall that \( \check{A}^E \) denotes the Weil restriction \( \text{Res}_{E/k} \check{A}^1 \) of \( \check{A}^1 \) (Example 11.13).

**Definition 11.16.** Let \( \overline{Y} \) denote the subvariety of \( \mathbb{P}(L \oplus \mathcal{O}) \times \check{A}^E \) whose \( F \)-points are all \( ([\alpha : t], w) \) such that \( N(\alpha) = t^\ell w \) in \( E \otimes_k F \); since \( \dim \mathbb{P}(L \oplus \mathcal{O}) = \ell^{n+1} \) we have \( \dim(\overline{Y}) = \ell^{n+1} \). We write \( \overline{Y}_w \) for the (scheme-theoretic) fiber over a point \( w \in \check{A}^E \) under the projection \( \overline{Y} \to \check{A}^E \) onto the second factor. Note that \( \dim(\overline{Y}_w) = \ell \cdot \dim(Q_w) \), where \( Q_w \) is the variety of dimension \( \ell^n - 1 \) defined in 10.8.

**Notation 11.17.** Here is a description of the \( k \)-points of \( \overline{Y}_w \). Let \( ([\alpha : t], w) \) be a \( k \)-rational point on \( \overline{Y} \), so that \( w \in \check{A}^E(k) = E \). We may regard \( [\alpha : t] \in \mathbb{P}(L \oplus \mathcal{O})(k) \) as being given by a point \( u \in U(k) \), lying over a point \( (s_0, \ldots, s_{\ell-1}) \) of \( S(k)^{\times \ell} \), and a nonzero pair \( (\alpha, t) \in L|_u \otimes k \) (up to scalars). From the definition of \( L \), we see that (up to scalars) \( \alpha \) determines a \( \ell \)-tuple \( (b_0, b_1 + t_1 \epsilon, \ldots, b_{\ell-1} + t_{\ell-1} \epsilon) \), where \( b_i \in \mathbb{A}|_{s_i} \) and \( t_i \in k \). When \( \alpha \neq 0 \) we have \( b_0 \neq 0 \) and, for all \( i > 0 \), \( (b_i, t_i) \neq (0, 0) \). Finally, writing \( A_i \) for \( \mathbb{A}|_{s_i} \), the norm condition says that in \( E \):

\[
N_{\mathbb{A}_0/k}(b_0) \prod_{i=1}^{\ell-1} N_{A_i \otimes E/E}(b_i + t_i \epsilon) = t^\ell w.
\]

If \( k \subseteq F \) is a field extension, then an \( F \)-point of \( \overline{Y} \) is described as above, replacing \( k \) by \( F \) and \( E \) by \( E \otimes_k F \) everywhere.

**Lemma 11.18.** Let \( u \in U \) be a point over \( (s_0, s_1, \ldots, s_{\ell-1}) \in S^{\times \ell} \), and write \( A_i \) for the \( k(s_i) \)-algebra \( \mathbb{A}|_{s_i} \). Then the following hold.

1. If \( \mathfrak{a} \) doesn’t split at any of the points \( s_0, \ldots, s_{\ell-1} \), then the norm map \( N : L|_u \to k(u) \otimes E \) is non-zero.

2. If \( \mathfrak{a}|_{s_0} \neq 0 \) in \( K^M_n(k(s_0))/\ell \), then \( A_0 \) is a field.

3. For \( i \geq 1 \), if \( \mathfrak{a}|_{E(s_i)} \neq 0 \) in \( K^M_n(E(s_i))/\ell \) then \( A_i \otimes E \) is a field.

**Proof.** The first assertion follows from part (4) of the Chain Lemma 9.1, which says that \( s \not\in V(\gamma_1) \), since by 9.8 the norm on \( L \) is induced from the \( \ell \)-form \( \gamma_1 \) on \( J \). Assertions (2–3) follow from part (2) of the Chain Lemma, since \( \mathfrak{a} \neq 0 \) implies that \( \gamma_1 \) is nontrivial.

**Lemma 11.19.** If \( \overline{Y} \) has a \( k \)-point with \( t = 0 \) then \( \mathfrak{a}|_E = 0 \) in \( K^M_n(E)/\ell \).

**Proof.** We use the description of a \( k \)-point of \( \overline{Y} \) from 11.17. Since \( (\alpha, t) \neq (0, 0) \), if \( t = 0 \), then \( \alpha \neq 0 \). Therefore \( b_0 \neq 0 \in A_0 \) and \( b_i + t_i \epsilon \neq 0 \in A_i \otimes E \) for all \( i \). By Lemma 11.18, if \( \mathfrak{a}|_E \neq 0 \) in \( K^M_n(E)/\ell \) then \( A_0 \) and all the algebras \( A_i \otimes E \) are fields, so that \( N(\alpha) = N_{\mathbb{A}_0/k}(b_0) \prod_{i=1}^{\ell-1} N_{A_i \otimes E/E}(b_i + t_i \epsilon) \neq 0 \), a contradiction to \( t^\ell w = 0 \).
Rost varieties

Combining Lemmas 11.18 and 11.19, we obtain the following consequence (in the notation of 11.17):

**Corollary 11.20.** If \( a \neq 0 \) in \( K_0^M(E) / t \) and \( w \in E^\times \) is such that \( \overline{Y}_w \) has a \( k \)-point, then

1. \( A_0 \) and the \( A_i \otimes E \) are fields and
2. \( w \) is a product of norms of an element \( b_0 / t \) of \( A_0 \) and elements \( b_i + t_i \epsilon \) in the subsets \( A_i + k \cdot \epsilon \) of \( A_i \otimes_k E \) for all \( i \).

**Remark 11.20.1.** In Theorem 11.23 we will see that if \( w \) is a general element of \( E \) then such a \( k \)-point exists.

The group \( G = \mu_k^\times \) acts nicely on \( S, J \) and \( A \) by Corollary 9.51, and on \( \mathbb{P}(A) \) by 9.46. Letting \( G \) act trivially on \( \mathbb{A}^E \), \( G \) acts on \( B, U \) and \( \overline{Y} \) (but not nicely; see 9.44.1).

In the notation of 11.17, if \( ([\alpha : t], w) \) is a fixed point of the (nice) \( G \)-action on \( \overline{Y} \) then the points \( s_t \in S \) and \( u = (u_0, u_1, \ldots) \) in \( U = \mathbb{P}(A) \times \prod \mathbb{P}(B) \) are fixed.

By definition (see 9.44), the fixed points of any nice action are \( k \)-rational, so \( u_0 \) and the \( s_t \) are \( k \)-rational. If \( w \) is defined over \( F \), each point \( (b_i : t_i) \) is fixed in \( B|_{s_t} \). Since \( G \) acts nicely on \( J \), Example 9.46.1 shows that if \( t = 0 \) then, for all \( i \), either \( t_i \neq 0 \) (and \( b_i \in F \subset A_i \otimes F \)) or else \( t_i = 0 \) and \( b_i \neq 0 \), so \( (b_i : t_i) \) is fixed.

**Lemma 11.21.** For all \( w \in \mathbb{A}^E \), \( \text{Fix}_G \overline{Y}_w \) is disjoint from the locus where \( t = 0 \).

**Proof.** Suppose \( ([\alpha : t], w) \) is a fixed point defined over a field \( F \) containing \( k \).

As explained above, \( b_0 \neq 0 \) and (for each \( i > 0 \)) \( b_i + t_i \epsilon \neq 0 \) and either \( t_i \neq 0 \) or there is an \( r_i \) so that \( b_i \in J|_{s_i} \). Let \( I \subseteq \{1, \ldots, n-1\} \) be the set of indices such that \( t_i \neq 0 \).

By Example 9.46, \( b_0 \in J|_{s_0} \) for some \( r_0 \), and hence \( N_{A_0}(b_0) \) is a unit in \( k \), because the \( \ell \)-form \( \gamma \) is nontrivial on \( J|_{s_0} \). Likewise, if \( i \notin I \), then \( N_{A_i \otimes F/E}(b_i) \) is a unit in \( F \).

Now suppose \( i \in I, i.e., \), \( t_i \neq 0 \), and recall that in this case \( b_i \in F \subset A_i \otimes F \).

If we write \( EF \) for the algebra \( E \otimes F \), noting that \( EF \cong F[c] / (c^{\ell} - c) \) for some \( c \in F \), then the norm from \( A_i \otimes EF \) to \( EF \) is simply the \( \ell \)-th power on elements in \( EF \), so \( N_{A_i \otimes EF/EF}(b_i + t_i \epsilon) = (b_i + t_i \epsilon)^\ell \) as an element in the algebra \( EF \).

Taking the product, and keeping in mind that \( t = 0 \), we get the equation

\[
\prod_{i \in I} N_{A_i \otimes EF/EF}(b_i + t_i \epsilon) = \prod_{i \in I} (b_i + t_i \epsilon)^\ell = 0.
\]

Because \( EF \) is a separable \( F \)-algebra, it has no nilpotent elements. We conclude that

\[
\prod_{i \in I} (b_i + t_i \epsilon) = 0.
\]

The left hand side of this equation is a polynomial of degree at most \( \ell - 1 \) in \( \epsilon \); since \( \{1, \epsilon, \ldots, \epsilon^{\ell-1}\} \) is a basis of \( F \otimes E \) over \( F \), that polynomial must be zero. This implies that \( b_i = t_i = 0 \) for some \( i \), a contradiction. \( \square \)
Proposition 11.22. If $w \in \mathbb{A}^E$ is general then $\text{Fix}_G \mathbb{Y}_w$ lies in the open subvariety of $\mathbb{Y}_w$ where $t \prod_{i=1}^{t_i} t_i \neq 0$.

The expression that $w$ is “general” means that $w$ does not lie on a certain proper closed subvariety of $\mathbb{A}^E$.

Proof. By Lemma 11.21, $\text{Fix}_G \mathbb{Y}_w$ is disjoint from the locus where $t = 0$. So may assume that $t = 1$. Since $w$ is general, we may also take $w \neq 0$. So let $((\alpha : 1), w)$ be a fixed point of $\mathbb{Y}_w$ defined over $F \supseteq k$ for which $t_j = 0$. As in the proof of the previous lemma, we collect those indices $i$ such that $t_i \neq 0$ into a set $I$, and write $EF$ for $E \otimes_k F$. Recall that for $i \in I$, we have $b_i \in F$. Since $j \notin I$, we have that $|I| \leq \ell - 2$. For $i \notin I$,

$$N_{A, \otimes EF/EF}(b_i + t_i \epsilon) = N_{A, \otimes F/F}(b_i) \in F^\times$$

(the norm cannot be 0 as $t^\ell w = w \neq 0$ by assumption). So we get that

$$\prod_{i \in I} (b_i + t_i \epsilon)^{\ell} = \xi w$$

for some $\xi \in F^\times$. If we view $\xi w$ as a point in $\mathbb{P}(E)(F) = (EF - \{0\})/F^\times$, then we get an equation of the form

$$\left[\prod_{i \in I} (b_i + t_i \epsilon)^{\ell}\right] = [w].$$

But the left-hand side lies in the image of the morphism $\prod_{i \in I} \mathbb{P}^1 \to \mathbb{P}(E)$ which sends $[b_j : t_i] \in \mathbb{P}^1(F)$ to $[\prod (b_i + t_i \epsilon)^{\ell}] \in \mathbb{P}(E)(F)$. Since $|I| \leq \ell - 2$, this image is a proper closed subvariety, proving the assertion for general $w$. \square

Remark 11.22.1. The open subvariety of $\mathbb{Y}_w$ in 11.22 is $G$-isomorphic (by setting $t$ and all $t_i$ to 1) to a closed subvariety of $\mathbb{A}(A)^\ell$, namely the fiber over $w \in \mathbb{A}^E$ of the map $N_{A, \otimes E/E} : \mathbb{A}(A)^\ell \to \mathbb{A}^E$ defined by the formula of 11.17:

$$N(b_0, \ldots, b_{\ell-1}) = N_{A_0/k}(b_0) \prod_{i=1}^{\ell-1} N_{A_i \otimes E/E}(b_i + \epsilon).$$

Indeed, $\mathbb{A}(A)^\ell$ is G-isomorphic to an open subvariety of $\mathbb{Y}$ and $N_{A, \otimes E/E}$ is the restriction of $\alpha \mapsto N(\alpha)$.

Recall from Definition 8.15 that two $G$-varieties are fixed point equivalent if their fixed loci are 0-dimensional smooth points and that (after separable base change) the tangent spaces are isomorphic as $G$-representations.

Theorem 11.23. For a general closed point $w \in \mathbb{A}^E$, $\mathbb{Y}_w$ is a G-fixed point equivalent to the disjoint union of $(\ell - 1)!$ copies of $\mathbb{P}(A)^\ell$.

Proof. Since both $\mathbb{Y}_w$ and $\mathbb{P}(A)^\ell$ lie over $S^{\times \ell}$, it suffices to consider a $G$-fixed point $s = (s_0, \ldots, s_{\ell-1})$ in $S(k)^\ell$ and prove the assertion for the fixed points over $s$. Because $G$ acts nicely on $S$ and $J$, $k(s) = k$ and (by Lemma 9.47) $G$
acts on $J_\alpha$ via a projection $G \to \mu_\ell$ as the standard representation of $\mu_\ell$. Note that $J_\alpha = J_s^\alpha$ for all $i$.

By Example 9.46, there are precisely $\ell$ fixed points on $\mathbb{P}(\mathcal{A})$ lying over a given fixed point $s_i \in S(k)$, and at each of these points the (vertical) tangent space is the reduced regular representation of $\mu_\ell$. Thus each fixed point in $\mathbb{P}(\mathcal{A})^\ell$ is $k$-rational, the number of fixed points over $s$ is $\ell^k$, and each of their tangent spaces is the sum of $\ell$ copies of the reduced regular representation.

Since $w$ is general, we saw in 11.22 that all the fixed points of $\overline{\mathbb{Y}}_w$ satisfy $t \neq 0$ and $t_i \neq 0$ for $1 \leq i \leq \ell - 1$. By Remark 11.22.1, they lie in the affine open $\mathbb{A}(\mathcal{A})^\ell$ of $\mathbb{P}(L \oplus \mathcal{O})$. Because $\mu_\ell$ acts nicely on $J_\alpha$, an $F$-point $b = (b_0, \ldots, b_{\ell-1})$ of $\mathbb{A}(\mathcal{A})^\ell$ is fixed if and only if each $b_i \in F$. That is, $\text{Fix}_G(\mathbb{A}(\mathcal{A})^\ell) = \mathbb{A}^\ell$. Now the norm map restricted to the fixed-point set is just the map $\mathbb{A}^\ell \to \mathbb{A}^E$ sending $b$ to $b_0 \prod_{i=1}^{\ell-1} (b_i + \epsilon)^t$. This map is finite of degree $\ell^t (\ell - 1)!$, and étale for general $w$, so $\text{Fix}_G \overline{\mathbb{Y}}_w$ has $\ell^t (\ell - 1)!$ geometric points for general $w$. This is the same number as the fixed points in $(\ell - 1)!$ copies of $\mathbb{P}(\mathcal{A})$ over $s$, so it suffices to check their tangent space representations.

At each fixed point $b$, the tangent space of $\mathbb{A}(\mathcal{A})^\ell$ (or $\overline{\mathbb{Y}}$) is the sum of $\ell$ copies of the regular representation of $\mu_\ell$. Since this tangent space is also the sum of the tangent space of $\mathbb{A}^\ell$ (a trivial representation of $G$) and the normal bundle of $\mathbb{A}^\ell$ in $\overline{\mathbb{Y}}$, the normal bundle must then be $\ell$ copies of the reduced regular representation of $\mu_\ell$. Since the tangent space of $\mathbb{A}^\ell$ maps isomorphically onto the tangent space of $\mathbb{A}^E$ at $w$, the tangent space of $\overline{\mathbb{Y}}_w$ is the same as the normal bundle of $\mathbb{A}^\ell$ in $\overline{\mathbb{Y}}$, as required. \hfill $\square$

Remark 11.23.1. The fixed points in $\overline{\mathbb{Y}}_w$ are not necessarily rational points, and we only know that the isomorphism of the tangent spaces at the fixed points holds over a separable extension of $k$. This is parallel to the situation with the fixed points in $Q_w$ described in Theorem 10.11.

Corollary 11.24. For a general closed point $w \in \mathbb{A}^E$, the variety $\overline{\mathbb{Y}}_w$ is a $\nu_n$-variety over any field $k$ of characteristic 0.

Proof. By Theorem 11.23, $\overline{\mathbb{Y}}_w$ is $G$-fixed point equivalent to $(\ell - 1)!$ copies of $\mathbb{P}(\mathcal{A})$, which is a $\nu_n$-variety by Theorem 10.6. As in the proof of Proposition 10.12, Theorem 8.16 implies that $\overline{\mathbb{Y}}_w$ is also a $\nu_n$-variety. \hfill $\square$

11.5 Expressing norms

The purpose of this section is to prove Theorem 11.10, that if $E = k(\epsilon)$ is a fixed Kummer extension of $k$ and $w \in E$ is a norm $N_{E(z)/E}(\alpha)$ for a Kummer point $z \in X_E$, then $w$ is a product of norms of the form specified in Theorem 11.10. In the language of Section 11.1, this means that $[z, \alpha] = \sum [z_i, b_i + t_i \epsilon]$ in $\mathbb{T}_{-1,-1}(X)$. Since our proof will depend upon the bordism results in Chapter 8, we will need to assume that $k$ has characteristic 0. We will also assume that $k$ is $\ell$-special in order to invoke Theorem 9.52.
Let $S$ be the variety of the Chain Lemma 9.1 for $a = \{a_1, \ldots, a_n\}$, and $A = A(J)$ the associated sheaf of Kummer algebras over $S$ (see 9.8). Recall from Definition 10.8 that $Q$ is the subvariety of $\mathbb{P}(A \oplus \mathbb{O}) \times \mathbb{A}_E^1$ consisting of all points $([a : t], w)$ such that $N(a) = t^w$. Extending the base field to $E$ yields the subvariety $Q_E$ of $\mathbb{P}(A \oplus \mathbb{O})_E \times \mathbb{A}_E^1$, and we write $RQ$ for the Weil restriction $\text{Res}_{E/k}(Q_E)$; see Definition 11.12. The main property of Weil restriction we will need is that the $k$-points of $RQ$ are naturally isomorphic to the $E$-points of $Q$, and may thus be written as $([a : t], w)$ with $w \in E$. Similarly, we write $A_E^1$ for the Weil restriction $\text{Res}_{E/k}(A_E^1)$, noting that $A_E^1(k) \cong E$. Since Weil restriction is a functor, the projection $q : Q \to A_E^1$ induces a morphism
\begin{equation}
Rq = \text{Res}_{E/k}(q_E) : RQ \to A_E^1. \tag{11.25}
\end{equation}

Let $U$ be the variety over $S^{\times \ell}$ defined in Definition 11.15; there is an associated invertible sheaf $L$ on $U$, equipped with a norm $N : L \to \mathcal{O}_{S_E}$. Recall from Definition 11.16 that $\mathbb{Y}$ is the subvariety of $\mathbb{P}(L \oplus \mathbb{O}) \times A^E$ whose $k$-points are tuples $([a : t], w)$ with $t \in k$ and $w \in E$ such that $N(a) = t^w$ in $E$. By 11.17, a $k$-point $([a : 1], w)$ of $\mathbb{Y}_w$ determines an $\ell$-tuple $(s_0, \ldots, s_{\ell-1})$ of $k$-points of $S$ and an $\ell$-tuple $(b_0, b_1 + t_1 \epsilon, \ldots)$ with $b_1 \in A_1 = A|_{s_i}$, so that
\[ w = N_{A_0/k}(b_0) \prod_{i=1}^{\ell-1} N_{A_i \otimes E/k}(b_i + t_i \epsilon). \]

To prove Theorem 11.10 it therefore suffices to show that $\mathbb{Y}_w(k)$ is non-empty whenever $w = N_{E(z)/E}(\alpha)$ is nonzero (we use $t_0 = 0$). To do this, we will produce a correspondence $Z \to \mathbb{Y} \times A_E^1 RQ$ that is dominant and invoke the DN Theorem 8.18 to see that the degree of $Z$ over $RQ$ is prime to $\ell$.

The correspondence $Z$ is constructed using the geometric version 11.8 of the multiplication principle.

**Lemma 11.26.** Let $F$ be the function field of $\mathbb{Y}$. Then there exists a finite extension $K/F$, of degree prime to $\ell$, and a point $\xi \in RQ(K)$ lying over the generic point of $A_E^1$.

**Proof.** Let $F'$ be a maximal prime-to-$\ell$ extension of $F$; then the fields $F'$ and $EF' = E \otimes_k F'$ are $\ell$-special. We may regard the generic point of $\mathbb{Y}$ as an element of $\mathbb{Y}(F)$. Applying the inclusion $F \subset F'$ to this element, followed by the projection $\mathbb{Y} \to A_E^1$, we obtain an element $v$ of $A_E^1(F') = EF'$.

By 11.17, $v$ is a product of norms from $A(EF')$. By the multiplication principle 11.8, there exists $\beta \in \mathbb{A}(A)(EF')$ such that $N(\beta) = v$. Now let $\xi$ be the point $([\beta : 1], v)$ of $RQ(F')$. By (11.25), $Rq(\xi) = v$, and $\xi$ is defined over some finite intermediate extension $F \subseteq K \subseteq F'$, with $[K : F]$ prime to $\ell$. \hfill $\square$

Let $\eta_K$ denote the point of $\mathbb{Y}(K)$ defined by the inclusion of $F = k(\mathbb{Y})$ in $K$, and let $\xi : \text{Spec } K \to RQ$ be the $K$-point of Lemma 11.26. We can now define $Z$ to be a (smooth, projective) model of $(\eta_K, \xi) \in (\mathbb{Y} \times A_E^1 RQ)(K)$, equipped...
with maps $\mathbf{Y} \xleftarrow{\ell} Z \xrightarrow{q} RQ$.

$\text{Spec}(K) \xrightarrow{(\eta, \xi)} Z \xrightarrow{\exists g} RQ \xrightarrow{Q}$

$\text{Spec}(F) \xrightarrow{f} \mathbf{Y} \xrightarrow{\mathbf{k}^E} \mathbf{A}^1$

The following result uses the DN Theorem 8.18 of Chapter 8 with $r = \ell$.

**Theorem 11.27.** The morphism $g : Z \to RQ$ is proper and dominant (hence onto) and of degree prime to $\ell$.

**Proof.** Let $\omega$ be the generic point of $\mathbf{k}^E$. Using the normal basis theorem, we can write $E(\omega) = E(\omega_1, \ldots, \omega_d)$ for transcendentals $\omega_i$ permuted by the action of the cyclic Galois group $\Gamma = \text{Gal}(E/k)$. We saw in Theorem 10.11 that the group $G = \mu_\ell^n$ acts on $Q$ over $\mathbf{A}_k^1$, and acts nicely on $Q_w$ for every $w \neq 0$ in $k$.

We will apply the DN Theorem 8.18 with base field $k' = E(\omega)$, group $G = \mu_\ell^n$ and symbols $u_i = \{a_1, \ldots, a_n, \omega_i\} \in K^{[n+1]}(k')/\ell$.

To define the $X_i$, choose a $\mu_\ell^n$-equivariant resolution of singularities $\tilde{Q} \to Q$; since $Q$ is smooth where $t \neq 0$ (by the Jacobian criterion), this is an isomorphism where $t \neq 0$. The map $q$ extends to a map $\tilde{Q} \to \mathbf{A}^1$, and we let $X_i$ be the fiber $\tilde{Q}_{\omega_i}$ over the point $\omega_i \in \mathbf{A}^1(E(\omega)) = E(\omega)$.

We claim that the hypotheses of the DN Theorem are satisfied. Since the $Q_{\omega_i}$ are projective, the $X_i = \tilde{Q}_{\omega_i}$ are smooth projective varieties. By Proposition 10.10 and Lemma 10.19, $X_i$ is a smooth, geometrically irreducible splitting variety for the symbol $u_i$ of dimension $\ell^n - 1$. Thus, hypothesis (1) of the DN Theorem 8.18 is satisfied.

Let $R\tilde{Q}$ denote the Weil restriction of $\tilde{Q}$, and set $X = R\tilde{Q}_{E(\omega)}$. Because our base field contains $E$, it follows from Lemma 11.14 that $R\tilde{Q} \times_{\mathbf{k}^E} \text{Spec} E(\omega) \cong \prod_{\Gamma} Q_{E(\omega)}$ such that

$$X = R\tilde{Q}_{E(\omega)} = R\tilde{Q} \times \text{Spec} E(\omega) \cong \prod_{\Gamma} \tilde{Q}_{E(\omega)}.$$ 

Finally, we let $Y$ be some desingularization of $\overline{\text{Y}}_{E(\omega)}$, and let $W$ be a model of $Z_{E(\omega)}$, which has a map to $Y$ over $f_{E(\omega)}$ and a map to $X = R\tilde{Q}_{E(\omega)}$ over $g_{E(\omega)}$.

By Theorem 10.11, $Q_w$ and $\mathbb{P}(A)$ are $G$-fixed point equivalent over the field $k'(\sqrt{w})$ for every $w \neq 0$ in $k'$. By Theorem 8.16, $t_{d,1}(X_i) = t_{d,1}(\mathbb{P}(A))$; by Lemma 8.13, we conclude that $s_d(X_i) \equiv vs_d(\mathbb{P}(A)) \pmod{\ell^2}$ for some unit $v \in \mathbb{Z}/\ell$. Since $s_d(\mathbb{P}(A)) \neq 0$ by Theorem 10.6, we conclude that $s_d(X_i) \neq 0$, i.e., that hypothesis (3) of the DN Theorem 8.18 is satisfied.

Furthermore, $K = k'(X_1 \times \cdots \times X_{\ell-1})$ is contained in a rational function field over $E$; in fact, the field $E(\omega_j)(Q_{\omega_j})$ becomes a rational function field once we adjoin $\sqrt[\ell]{\omega_j}$. Since $E$ does not split $\underline{a}$, $K$ does not split $\underline{a}$ either. It follows that $K$ does not split $u_i = \underline{a} \cup \{\omega_i\}$, verifying hypothesis (2) of Theorem 8.18.
We have now checked the hypotheses (1–3) of Theorem 8.18. It remains to check that $X$ and $Y$ are $G$-fixed point equivalent up to a prime-to-$\ell$ factor. We proved in Theorem 10.11 that $X_i$ is $G$-fixed point equivalent to $\mathbb{P}(A)$. We also proved in Theorem 11.23 that $Y_{E_W}$ is $G$-fixed point equivalent to $(\ell - 1)!$ copies of $\mathbb{P}(A)$, hence so is $Y$ (since the fixed points lie in the smooth locus). Thus, $Y$ is $G$-fixed point equivalent to $(\ell - 1)!$ copies of $X$. Therefore the DN Theorem applies to show that $g$ is dominant and of degree prime to $\ell$, as asserted. 

Since $k$ is $\ell$-special, so is $E$. As stated in Corollary 11.6, the norm map $\bar{A}_0(E) \to E^\infty$ is injective; we identify $A_0(E)$ with its image. Thus $[z, \alpha] \in \bar{A}_0(E)$ is identified with $w = N_{E(z)/E}(\alpha) \in E^\infty$.

**Lemma 11.28.** Let $k$ be an $\ell$-special field of characteristic 0. Then the subgroup $A_0(E)$ of $E^\infty$ is equal to $q(Q(E)) - \{0\}$.

**Proof.** Suppose we are given $[z, \alpha] \in \bar{A}_0(E)$ with $w = N_{E(z)/E}(\alpha)$ as above. By Construction 11.9, with $k$ replaced by $E$, there is an $E$-point $s \in S_E$ such that $E(z) = E[\sqrt{\gamma(s)}]$. Under the correspondence $E(z) \cong A(A)_s(E)$, we identify $\alpha$ with an $E$-point of $A(A)_E$ over $s \in S$. The map $A(A) \to Q_E$ sends $\alpha$ to $([\alpha : 1], w)$, which we may regard as a $k$-point of $RQ$, and $w = Rq([\alpha : 1], w)$. This shows that $A_0(E) \subseteq q(Q(E)) - \{0\}$.

Conversely, by Definition 10.8, an element $u$ of $Q(E)$ over $s \in S$ with $q(u) \neq 0$ has the form $([\alpha : 1], w)$, where $\alpha$ is in $E' = E[\sqrt{\gamma(s)}]$, and $q(u) = w = N_{E'/E}(\alpha)$. Such an element is in $A_0(E)$. 

**Proof of Theorem 11.10.** We have constructed a diagram $\bar{Y} \xrightarrow{\bar{f}} Z \xrightarrow{\gamma} RQ$ and proved that the degree of $\bar{g}$ is prime to $\ell$ (see 11.27). By blowing up $Z$ if necessary we may assume that $g : Z \to RQ$ factors through $\gamma : Z \to RQ$, with the degree of $\gamma$ prime to $\ell$.

Let $[z, \alpha] \in \bar{A}_0(E)$, and set $w = N_{E(z)/E}(\alpha)$. By Lemma 11.28, there exists a point $([\alpha : 1], w) \in RQ(k)$. Lift this to a point in $RQ(k)$ (recall that $RQ \to RQ$ is an isomorphism where $t \neq 0$). Since $Z \to RQ$ is a morphism of smooth projective varieties of degree prime to $\ell$ and $k$ is $\ell$-special, we can lift $([\alpha : 1], w)$ to a $k$-point of $Z$, by Theorem 7.5(a). Applying $f : Z \to \bar{Y}$, we get a $k$-point in $\bar{Y}_w$. By the definition of $\bar{Y}$ and Corollary 11.20, this means that we can find Kummer extensions $k(x_i)/k$ (corresponding to points $s_i \in S$, and determining points $x_i \in X$ because $X$ is a $\ell$-generic splitting variety), elements $b_i \in k(x_i)$ and $t_i \in k$ such that $w = \prod_i N_{E(x_i)/E}(b_i + t_i \epsilon)$, as asserted. 

**11.6 Historical notes**

This chapter is based upon the preprints of Rost, except for the proof of the Norm Principle which Rost never wrote down. Our other sources are the papers
[SJ06, HW09] and the lectures given by Rost at the Institute for Advanced Study in 1999-2000 and 2005.

The condition that \( s_d(X) \not\equiv 0 \pmod{\ell^2} \) arose in [Voe03a, 3.2] as a sufficient condition for Margolis homology to vanish. The preprint [Ros96] introduced the notation \( A_0(X, K_1) \) for the group we now recognize as \( H_{-1,-1}(X) \).

The term “Rost variety” is fairly recent, but the proof that such varieties exist was announced by Rost in 1998 and proven in [SJ06, Th. 0.1], modulo the proofs of the Chain Lemma 9.1 and the Norm Principle, Theorem 11.1. Proofs of these results appeared in [HW09].
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Chapter 12

Model structures for the \(A^1\)-homotopy category

In order to work with objects in the Morel–Voevodsky \(A^1\)-homotopy category \(\text{Ho}\), it is useful to introduce a Quillen model structure on an appropriate category of spaces, one which is compatible with the passage in motivic cohomology from complexes of presheaves with transfers to the triangulated category \(\text{DM}^\text{eff}\). This model structure will be used to set up the formalism underlying motivic Steenrod operations, symmetric powers and motivic classifying spaces in the next few chapters.

The goal of this chapter is to provide such a framework, namely the \(A^1\)-local projective model structure on the categories of simplicial presheaves and simplicial presheaves with transfers. These model categories, written as \(\Delta^{\text{op}}\text{Pshv}(\text{Sm})_{A^1}\) and \(\Delta^{\text{op}}\text{PST}(\text{Sm})_{A^1}\), are defined in 12.62 and 12.68. Their respective homotopy categories are \(\text{Ho}(\text{Sm})\) and the full subcategory \(\text{DM}^\text{eff}_{\text{nis}} \subseteq 0\) of \(\text{DM}^\text{eff}_{\text{nis}}\); see 12.63 and 12.69.

Sections 12.2 and 12.4 introduce the notions of radditive presheaves and \(\Delta\)-closed classes, and develop their basic properties. This material will be used in chapter 14 to deal with symmetric powers of motives, and in particular to show that symmetric power functors on term-wise ind-representable simplicial presheaves preserve \(A^1\)-weak equivalences. The theory of \(\Delta\)-closed classes is needed because the extension of symmetric power functors to simplicial radditive presheaves is not a left adjoint.

We will use many of the basic ideas of Quillen model categories. Recall that a Quillen model category is a category equipped with three classes of morphisms (weak equivalences, fibrations and cofibrations) satisfying 5 axioms, including a lifting axiom and a functorial factorization axiom; we refer the reader to the books by Hovey [Hov99] or Hirschhorn [Hir03] for more information about model categories.

Much of the material in this chapter is based upon the technique of Bousfield localization, which we recall in Definition 12.38. We will also need the
fundamental notion of a Quillen adjunction, which we now recall.

12.0. If $\mathcal{A}$, $\mathcal{B}$ are model categories, an adjoint pair of functors $(F, U)$ from $\mathcal{A}$ to $\mathcal{B}$ is called a Quillen adjunction if $F$ preserves cofibrations and trivial cofibrations, or equivalently, if $U$ preserves fibrations and trivial fibrations.

A Quillen adjunction induces a derived adjunction $(LF, RU)$ between the associated homotopy categories of $\mathcal{A}$ and $\mathcal{B}$; see [Hir03, 8.5.18]. For example, $LF(A)$ may be defined to be $F(QA)$, where $QA \xrightarrow{\sim} A$ is a functorial cofibrant replacement; $RU(B)$ may defined using a functorial fibrant replacement of $B$.

We say that $(F, U)$ is a Quillen equivalence if the derived adjunction defines an equivalence of homotopy categories. This is equivalent to the condition that (for all cofibrant $A$ in $\mathcal{A}$ and all fibrant $B$ in $\mathcal{B}$) a map $F(A) \to B$ is a weak equivalence in $\mathcal{B}$ if and only if its adjoint $A \to U(B)$ is a weak equivalence in $\mathcal{A}$. See [Hov99, 1.3.3] and [Hir03, 8.5.3] for more information.

Here is an example of a Quillen adjunction of interest to us. We will see in 12.28 that the forgetful functor from presheaves with transfers to presheaves on $\text{Sm}$ has a left adjoint, $X \mapsto R\text{tr}(X^{\text{rad}})$, and this defines a Quillen adjunction from $\Delta^{\text{op}}\text{Pshv(\text{Sm})}_{\Delta^1}$ to $\Delta^{\text{op}}\text{PST(\text{Sm})}_{\Delta^1}$. Similarly, the restriction functor from presheaves on the category $\text{Norm}$ of normal varieties to the category $\text{Sm}$ of smooth varieties defines a Quillen adjunction from $\Delta^{\text{op}}\text{Pshv(\text{Sm})}_{\Delta^1}$ to $\Delta^{\text{op}}\text{Pshv(\text{Norm})}_{\Delta^1}$. It will be studied in Section 12.8 below.

12.1 The projective model structure

We begin by considering the category $\text{Pshv}(\mathcal{C})$ of presheaves on an arbitrary small category $\mathcal{C}$, i.e., contravariant functors from $\mathcal{C}$ to $\text{Sets}$, and the category $\Delta^{\text{op}}\text{Pshv}(\mathcal{C})$ of simplicial objects in $\text{Pshv}(\mathcal{C})$. By abuse, we will apply this to skeletally small categories such as $\text{Sm}$.

**Definition 12.1.** A morphism $X \to Y$ of simplicial presheaves is called a global weak equivalence (resp., a projective fibration) if $X(C) \to Y(C)$ is a simplicial weak equivalence (resp., a Kan fibration) for every $C$ in $\mathcal{C}$. It is a trivial projective fibration if it is both a projective fibration and a global weak equivalence.

Quillen showed that these determine the structure of a proper simplicial model category on $\Delta^{\text{op}}\text{Pshv}(\mathcal{C})$, called the projective model structure. As usual, the projective cofibrations are determined by the left lifting property. That is, a map $A \to B$ is a projective cofibration if for every trivial projective fibration $X \to Y$ and every solid diagram

\[
\begin{array}{ccc}
A & \to & X \\
\downarrow & & \downarrow \\
B & \to & Y
\end{array}
\]
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there is a map $h$ making both triangles commute.

The pairing $X \boxtimes K$ of a simplicial presheaf $X$ and a simplicial set $K$ is the simplicial presheaf $n \to \prod_{K_n} X_n$, and the simplicial mapping space $\text{Map}(X,Y)$ is the simplicial set $n \to \text{Hom}(X \boxtimes \Delta^n, Y)$. This pairing makes the model category $\Delta^{op}\text{Pshv}(C)$ into a simplicial model category. See Theorems 11.7.3 and 13.1.14 of [Hir03] for proofs.

**Lemma 12.2.** Let $C$ be an object of $\mathcal{C}$, and $F$ a simplicial presheaf on $\mathcal{C}$. Then $F(C) \cong \text{Map}(C,F)$ and for each $n$ there is a natural isomorphism

$$\text{Map}_{\Delta^{op}\text{Pshv}(C)}(C \boxtimes \Delta^n, F) \cong \text{Map}_{\Delta^{op}\text{Sets}}(\Delta^n, F(C)).$$

**Proof.** By direct computation, the summand $C \times [i]$ of $C \boxtimes \Delta^k$ corresponding to the canonical $i \in \Delta^k$ induces a natural isomorphism $F_k(C) \cong \text{Hom}(C \boxtimes \Delta^k, F)$. As $k$ varies, this shows that $F(C) \cong \text{Map}(C,F)$. For the second assertion, it suffices to show that $\text{Hom}(C \boxtimes K, F) \cong \text{Hom}(K, F(C))$ for $K = \Delta^n \times \Delta^k$ (as $k$ varies). As with any simplicial set, we can write $K$ as the colimit of its simplices $\sigma : \Delta^i \to K$. Since $C \boxtimes K$ is the colimit (over $\sigma$) of the $C \boxtimes \Delta^i$, we are reduced to the case $K = \Delta^i$, where $\text{Hom}(\Delta^i, F(C)) \cong F_i(C) \cong \text{Hom}(C \boxtimes \Delta^i, F)$. □

Given a functor $f : \mathcal{C} \to \mathcal{C}'$, there is a well known adjunction $(f^*, f_*)$ between presheaves on $\mathcal{C}$ and $\mathcal{C}'$. The direct image functor $f_* : \text{Pshv}(\mathcal{C}) \to \text{Pshv}(\mathcal{C}')$ is $(f_*Y)(C) = Y(fC)$, and the inverse image functor $f^* : \text{Pshv}(\mathcal{C}') \to \text{Pshv}(\mathcal{C})$ is given by the formula

$$(f^*X)(C') = \text{colim}_{\mathcal{C}' \to f \mathcal{C}} X(C).$$

It is well known (and an easy exercise) that if $X$ is an object of $\mathcal{C}$, regarded as a presheaf, then $f^*X$ is represented by $f(X)$.

Clearly, $f_*$ preserves projective fibrations and global weak equivalences. Therefore, $(f^*, f_*)$ is a Quillen adjunction of projective model structures.

As with any Quillen adjunction, $(f^*, f_*)$ induces a derived adjunction $(L^f, R^f)$ between the homotopy categories (see 12.0). Because $f_*$ preserves global weak equivalences, it also defines a functor between homotopy categories; since $(f_*Y)(C) \sim (R^f Y)(C)$ is an equivalence for all $Y$ and $C$, we have $f_* \cong R^f$. Thus we may regard $f_*$ as the right adjoint of $L^f$.

**Lemma 12.3.** Let $i : C \subset C'$ be a full embedding. Then:

1. The inverse image $i^* : \Delta^{op}\text{Pshv}(C) \to \Delta^{op}\text{Pshv}(C')$ is a full embedding as a full coreflective subcategory. That is, the unit of the adjunction $X \to i_*i^*X$ is an isomorphism for any $X$ in $\Delta^{op}\text{Pshv}(C)$.

2. The total inverse image $Li^*$ embeds the homotopy category of $\Delta^{op}\text{Pshv}(C)$ into the homotopy category of $\Delta^{op}\text{Pshv}(C')$ as a full (coreflective) subcategory.

**Proof.** For (1), it suffices to show that $X(C) \to i_*i^*X(C) = (i^*X)(iC)$ is an isomorphism for every $C$ in $\mathcal{C}$; this is clear from the definition of $i^*X(iC)$, as the identity map of $C$ is initial among all maps $C \to C_1$ in $\mathcal{C}$.

For (2), we may assume that $X$ is cofibrant; by (1), the unit map $X \to i_*i^*X$ is an isomorphism. This implies $X \to i_*Li^*X$ is an isomorphism in the homotopy category, and hence that $Li^*$ is a full embedding. □
It is useful to have a broad family of examples of projectively cofibrant presheaves in $\Delta^{op} Pshv(C)$.

**Example 12.4.** For any $C$ in $C$, the representable presheaf $H = \text{Hom}_C(-, C)$ and the presheaves $H \boxtimes \Delta^n$ are projectively cofibrant in $Pshv(C)$. This is because morphisms $H \boxtimes \Delta^n \to Y$ correspond to elements of $Y_n(C)$, and the liftings required by the left lifting property exist because any trivial Kan fibration $X(C) \to Y(C)$ is a surjection in each degree.

Any coproduct of representable presheaves is projectively cofibrant, since coproducts of cofibrant objects are cofibrant. It will be convenient to let $C^\Pi$ denote the full subcategory of presheaves which consists of coproducts of representable presheaves; if $C = \Pi \text{Hom}_C(-, C)$, we sometimes write $F(C)$ for $\text{Hom}(C, F) = \prod F(C_\alpha)$.

It is worth noting that the Yoneda embedding does not preserve coproducts. Indeed, the presheaf coproduct $\Pi \text{Hom}_C(-, C_\alpha)$ in $C^\Pi$ sends $A$ to $\Pi \text{Hom}(A, C_\alpha)$ while $\text{Hom}_C(-, \Pi C_\alpha)$ sends $A$ to the typically larger set $\text{Hom}(A, \Pi C_\alpha)$.

Recall from [AGV73, Vbis(5.1.1)] that a simplicial object $X$ is called a simplicial set if each $X_n$ has a subobject $N_i$ such that the natural maps $\prod \eta^* : \prod_{\eta[i] \to [j]} N_j \to Y_i$ are isomorphisms. The coproduct here is over all surjections $\eta$ in $\Delta$ with source $i$.

**Theorem 12.5.** *Every split simplicial presheaf in $C^\Pi$ is projectively cofibrant.*

Since simplicial sets are split, presheaves of the form $C \boxtimes X_\bullet$, are split simplicial. Thus we have:

**Corollary 12.5.1.** *If $C$ is an object of $C$ and $X_\bullet$ is a simplicial set then $C \boxtimes X_\bullet$ is projectively cofibrant.*

Before giving the proof of 12.5, we need to introduce some terminology. Let $\Delta_{\leq n}$ denote the full subcategory of $\Delta$ with objects $[0], [1], \ldots, [n]$, and $i_n : \Delta_{\leq n} \subset \Delta$ the inclusion. The direct image functor $i_n^\ast$ is called the $n$-truncation. In addition to the left adjoint $i_n^\ast$, the $n$-truncation functor $i_n^\ast$ also has a right adjoint $i_n^!$. The $n$-coskeleton of a simplicial $F$ is defined to be $\text{cosk}_n F = i_n^! i_n^\ast F$, and the $n$-skeleton of $F$ is defined to be $\text{sk}_n F = i_n^\ast i_n^\ast F$. There are natural $1$–1 correspondences between maps $i_n^\ast X \to i_n^\ast Y$ of the $n$-truncated objects, maps $X \to \text{cosk}_n Y$ and maps $\text{sk}_n X \to Y$. Both $i_n^\ast i_n^\ast$ and $i_n^\ast i_n^!$ are the identity.

Finally, the boundary $\partial \Delta^{n+1}$ of $\Delta^{n+1}$ is the simplicial subset generated by the faces of the unique non-degenerate $(n+1)$-simplex in $\Delta^{n+1}$. That is, $\partial \Delta^{n+1} = i_n^\ast i_n^\ast \Delta^{n+1}$.

**Lemma 12.6.** *If $X$ is a representable presheaf and $F$ is any simplicial presheaf, then presheaf maps $X \to (\text{cosk}_n F)_{n+1}$ are in $1$–$1$ correspondence with simplicial maps $\partial \Delta^{n+1} \to F(X)$.*
Proof. Set $K = F(X)$. Then the left and right adjoints of $i_n$ yield:

$$\text{Hom}(X, (\cosk_n F)_{n+1}) = (\cosk_n K)_{n+1} = \text{Hom}(\Delta^{n+1}, \cosk_n K)$$

$$\cong \text{Hom}(i_n \Delta^{n+1}, i_n K) \cong \text{Hom}(\partial \Delta^{n+1}, F(X)).$$

Remark 12.6.1. Here is another proof. Giving a map from $X$ to $(\cosk_n F)_{n+1}$ is equivalent to giving maps $a_0, \ldots, a_{n+1} : X \to F_n$ such that $\partial i_j a_j = \partial i_j a_j$ for $i < j$ (see [GJ99, VII.1.19]). Regarding $a_0, \ldots, a_{n+1}$ as a sequence of elements in $F_n(X)$, we have the data of a map $\partial \Delta^{n+1} \to F(X)$.

Proof of Theorem 12.5. Given a split simplicial $C$ in $\mathcal{C}^\text{ul}$ and a trivial projective fibration $F \overset{\pi}{\to} B$, we need to show that any map $C \overset{b}{\to} B$ has a lift $C \overset{f}{\to} F$.

By the Yoneda Lemma, we may regard the components $f_1, \ldots, f_{n+1}$ of $f$ as elements of $B_n(C_n)$, and the components $f_n$ of $f$ can be seen as elements of $F_n(C_n)$.

We will construct a compatible family of maps $i_n C \to i_n F$ lifting the truncations of $b$; taking the inverse limit yields the desired lift $f : C \to F$ of $b$. The 0-truncation of $b$ is the map $b_0$; since the set map $F_0(C_0) \to B_0(C_0)$ is onto, we may lift $b_0$ to an element $f_0$ of $F_0(C_0)$, representing a map $C_0 \to F_0$.

Inductively, suppose we are given a map $i_n C \to i_n F$ which lifts $i_n b$, or equivalently by adjunction, a map $f' : C \to \cosk_n F$ lifting $C \to B \to \cosk_n B$. By Lemma 12.6, the component $f'_{n+1} : C_{n+1} \to (\cosk_n F)_{n+1}$ corresponds to a map $f' : \partial \Delta^{n+1} \to F(C_{n+1})$ fitting into the solid diagram

$$\begin{array}{ccc}
\partial \Delta^{n+1} & \xrightarrow{f'} & F(C_{n+1}) \\
\downarrow f_{n+1} & \simeq & \downarrow \pi(C_{n+1}) \\
\Delta^{n+1} & \xrightarrow{b_{n+1}} & B(C_{n+1}).
\end{array}$$

Since $\pi$ is a trivial projective fibration, $\pi(C_{n+1})$ is a trivial fibration of simplicial sets, so there is a dotted arrow $f_{n+1}$ making the diagram commute. By Lemma 12.6, $f_{n+1}$ corresponds to a commutative diagram

$$\begin{array}{ccc}
C_{n+1} & \xrightarrow{(\cosk_n C)_{n+1}} & (\cosk_n F)_{n+1} \\
\downarrow f_{n+1} & & \downarrow f' \\
F_{n+1} & \xrightarrow{(\cosk_n F)_{n+1}} & (\cosk_n F)_{n+1}.
\end{array}$$

By assumption, $C_{n+1}$ has a nondegenerate subobject $N_{n+1}$. By [AGV73, Vbis(5.1.3)], this diagram determines a map from the truncation $i_{n+1} C$ of $C$ to the truncation $i_{n+1} F$ (equivalently, $\cosk_{n+1} C \to \cosk_{n+1} F$) which restricts to $f'$ and lifts the $n+1$-truncation of $b$. \hfill $\square$

Construction 12.7. There is a canonical functor $L_*$ from simplicial presheaves to globally cofibrant simplicial presheaves, as we assume that $\mathcal{C}$ has a set of objects. To construct it, we consider the discrete category $\mathcal{C}^\delta$ on the objects of
Proof. This follows from (12.7.1), since Lemma 12.9.

Example 12.8.1. If \( F = \text{pt} \) is the constant one-point presheaf, then \((L_*\text{pt})(C)\) is contractible for each \( C \in \mathcal{C} \). Indeed, \((L_*\text{pt})(C)\) is the nerve of the comma category \( \mathcal{C} \backslash \mathcal{C} \), which has \( 1 \in \text{Hom}(C,C) \) as initial object.

If \( C^\Delta \) is an object of \( \mathcal{C}^\Delta \), then \((i^*(C^\Delta))(C) = \text{Hom}_C(C',C)\).

Lemma 12.9. The \( L_n \) commute with coproducts: \( L_n(\coprod_i F_i) = \coprod_i L_n(F_i) \).

Proof. This follows from (12.7.1), since \( \coprod_i F_i(C_0) = \coprod F_i(C_0) \).

Recall that two maps \( f, g : A \to B \) between simplicial objects are simplicially homotopic if there are maps \( h_i : A_i \to B_{i+1} \) \( (i = 0, \ldots, n) \) such that \( \partial h_0 = f \), \( \partial h_{n+1} = g \) and the standard formulas for \( \partial h_j \) and \( \sigma_j h_j \) hold; see [Wei94, 8.3.11]. This gives rise to the notion of a simplicial homotopy equivalence in any category of simplicial objects, one which is preserved by functors.

Since the representable presheaf \( F = C \) is \( i^*(C^\Delta) \), the general theory of cotriple resolutions (see [Wei94, 8.6.8–10]) implies that \( L_*C \to C \) is a simplicial homotopy equivalence, and hence that \((L_*C)(C') \to C(C') = \text{Hom}(C',C)\) is a homotopy equivalence for each \( C' \), i.e., \( L_*C \to C \) is a weak equivalence. Since the coproduct \( \coprod L_*C_\alpha \) \( \to \coprod C_\alpha \) of simplicial homotopy equivalences is a simplicial homotopy equivalence, this argument establishes:

Corollary 12.9.1. If \( F \) is a simplicial object in \( \mathcal{C}^\Delta \) then \( L_*F \to F \) is also a global weak equivalence.

The following lemma will be used in 12.26 and (14.24.1).

Lemma 12.10. Let \( F_1 \to F_2 \) be a monomorphism of pointed presheaves, with presheaf quotient \( F_3(C) = F_2(C)/F_1(C) \). Then \( L_*F_1 \to L_*F_2 \) is a termwise split inclusion, and there is an isomorphism \( L_*F_2/L_*F_1 \cong L_*F_3/L_*\text{pt} \).
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Proof. For each object \( C \) of \( \mathcal{C} \), choose a set-theoretic splitting of the surjection \( F_2(C) \to F_3(C) = F_2(C)/F_1(C) \), i.e., a decomposition \( F_2(C) = F_1(C) \lor F_3(C) \). For each \( C \) and \( C_0 \), this decomposition yields an isomorphism
\[
\coprod_{F_2(C)} C_0 \cong \left( \coprod_{F_1(C)} C_0 \right) \sqcup \left( \coprod_{F_3(C)} C_0 \right).
\]
As in the proof of Lemma 12.9, the explicit formula (12.7.1) shows that each \( L_n F_2 \) is the coproduct of \( L_n F_1 \) and the presheaf \( Q_n = \coprod N_n \coprod_{F_3(C)} C_0 \). Since \( L_n F_3 \) is the coproduct of \( L_n \mathrm{pt} \) and \( Q_n \), the result follows.

We conclude this section with a description of all cofibrant objects in \( \Delta^{\text{op}} \mathrm{Pshv}(\mathcal{C}) \). It follows from the general theory of cellular model categories.

**Definition 12.11.** ([Hir03, 12.1]) A model category \( \mathcal{M} \) is cellular if it has a set \( I \) of generating cofibrations whose sources and targets are compact objects, a set \( J \) of generating trivial cofibrations whose sources are small relative to \( I \), and such that the cofibrations are effective monomorphisms. For example, \( \Delta^{\text{op}} \mathrm{Sets} \) is cellular: \( I \) is the set of all \( \partial \Delta^n \to \Delta^n \) and \( J \) is the set of all horns \( \Lambda^n_k \to \Delta^n \).

We refer the reader to [Hir03, 11.1] for the terminology in this definition. In particular, \( \mathcal{M} \) is “cofibrantly generated” by \( I \) and \( J \). Moreover, a map in \( \mathcal{M} \) is a trivial fibration (resp., a fibration) iff it has the right lifting property with respect to \( I \) (resp., \( J \)).

**Example 12.11.1.** Hirschhorn observes that the projective model structure on \( \Delta^{\text{op}} \mathrm{Pshv}(\mathcal{C}) \) is cellular in [Hir03, Prop. 12.1.5], assuming that \( \mathcal{C} \) is small (or skeletally small); \( I_\mathcal{C} \) is the set of all \( C \times \partial \Delta^n \to C \times \Delta^n \) with \( C \) in \( \mathcal{C} \), \( J_\mathcal{C} \) is the set of all horns \( C \times \Lambda^n_k \to C \times \Delta^n \) with \( C \) in \( \mathcal{C} \), and the pairing \( \times \) is defined at the end of 12.1.

A map which is a transfinite composition of morphisms which are pushouts of morphisms in a set \( I \) of maps in \( \mathcal{C} \) is called a relative \( I \)-cell complex; see [Hir03, 10.5.8]. The following result is proven in [Hir03, 11.2.1] when \( I = I_\mathcal{C} \).

**Lemma 12.12.** Let \( \mathcal{M} \) be a cellular model category. Then every cofibration is a retract of a relative \( I_\mathcal{C} \)-cell complex (which is also a cofibration).

Let us say that a map \( X \to Y \) of presheaves is nice if it is isomorphic to the projective cofibration \( X \hookrightarrow X \amalg (\coprod C^i) \) for some family of representable presheaves \( C^i \). From Example 12.4, the \( X \to X \amalg (\coprod C^i \amalg \Delta^n) \) are projective cofibrations as well as termwise nice. We now show that every projective cofibration is a retract of a termwise nice map.

**Corollary 12.13.** If \( f : X \to Y \) is a projective cofibration in \( \Delta^{\text{op}} \mathrm{Pshv}(\mathcal{C}) \) then there is a termwise nice map \( X \to \widetilde{Y} \) and a split inclusion \( i : Y \to \widetilde{Y} \) whose splitting map \( p \) restricts to \( f \) on \( X \).

**Proof.** ([Voe10d, 3.27b]) The generating cofibrations of \( \Delta^{\text{op}} \mathrm{Pshv}(\mathcal{C}) \) (maps in \( I_\mathcal{C} \)) are termwise nice by Example 12.11.1. Since pushouts of nice maps are
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nice, and transfinite compositions of nice morphisms are nice, relative $I_C$-cell complexes are termwise nice cofibrations. By the small object argument, $f$ factors as $X \xrightarrow{n} \tilde{Y} \xrightarrow{p} Y$, where $n$ is termwise nice and $p$ has the right lifting property for $I_C$. Since $f$ is a retract of a relative $I_C$-cell complex by Lemma 12.12, $p$ has a section $i$ with $n = if$. 

### 12.2 Radditive presheaves

A convenient category of presheaves that we shall use for our motivic model structures is the category of radditive presheaves. One might think of radditive presheaves as intermediate between sheaves and presheaves since, on a Grothendieck site in which $\{U, V\}$ covers $U \amalg V$, every sheaf is radditive.

The use of radditive presheaves allows us to give a unified treatment of several Quillen adjunctions; see diagram (12.28.1) in Section 12.3. In addition, the motivic Hurewicz functor $Rtr$ is easily defined for radditive presheaves; see 12.28. Most of the material in this section was published in [Voe10d].

We assume throughout this section that $C$ is a skeletally small category with finite coproducts (and hence an initial object $\emptyset$).

**Definition 12.14.** A presheaf of sets $X$ on $C$ is called radditive if $X(\emptyset)$ is a one-element set and the map $X(C \amalg C') \to X(C) \times X(C')$ is a bijection for all $C, C'$ in $C$. We write $\text{rad}(C)$ for the full subcategory of $\text{Pshv}(C)$ (presheaves on $C$) consisting of all radditive presheaves.

**Example 12.14.1.** The representable presheaf $\text{Hom}_C(-, C)$ is radditive for each $C$ in $C$. Thus we may regard $C$ as a full subcategory of $\text{rad}(C)$, via the Yoneda embedding of $C$ into $\text{Pshv}(C)$. The following calculation shows that the embedding $C \subset \text{rad}(C)$ preserves coproducts: for radditive $F$,

$$\text{Hom}_{\text{rad}(C)}(\text{Hom}_C(-, C_1 \amalg C_2), F) = F(C_1 \amalg C_2) = F(C_1) \times F(C_2).$$

In contrast, the Yoneda embedding $C \to \text{Pshv}(C)$ does not preserve coproducts: if $C = C_1 \amalg C_2$ then $\text{id}_C \in \text{Hom}_C(C, C)$ is not in $\text{Hom}_{\text{rad}(C)}(C_1 \amalg C_2, \text{id}_C)$.

**Example 12.14.2.** Let $\text{Sets}$ denote the category of finite sets and $\ast$ the 1-element set. Any radditive presheaf $F$ on $\text{Sets}$ is completely determined by the set $F(\ast)$. Thus the Yoneda embedding gives an equivalence between $\text{Sets}$ and $\text{rad}(\text{Sets})$. Similarly, the category $\text{Sets}_+$ of pointed sets is equivalent to the category $\text{rad}(\text{Sets}_+)$ because $F$ is completely determined by the data $\ast = F(\ast) \to F(S^0)$, i.e., by the pointed set $F(S^0)$.

**Example 12.14.3.** Suppose that $C$ is either $\text{Sm}$ or $\text{Norm}$ (normal schemes over $k$), and let $C_0$ denote the full subcategory of nonempty connected varieties in $C$. Then a radditive presheaf on $C$ is uniquely determined by its values on $C_0$, because every object of $C$ is uniquely a finite coproduct of objects in $C_0$. In other words, the restriction $\iota_*$ of presheaves from $C$ to $C_0$ induces an equivalence between $\text{rad}(C)$ and $\text{Pshv}(C_0)$. The inverse equivalence $\text{Pshv}(C_0) \to \text{rad}(C)$ sends
$F$ to $F_0^\Pi(I X_i) = \prod F(X_i)$, and $F \to F^{\text{rad}} = (\iota_* F)^I$ is the universal map to a radditive presheaf.

**Example 12.14.4.** If $I$ is filtered and $F_i$ are radditive, then the presheaf colimit $\text{colim} F_i$ is also radditive. Indeed, because filtered colimits commute with finite limits, $\text{colim}_I (F_i(C) \times F_i(C')) = (\text{colim}_I F_i(C)) \times (\text{colim}_I F_i(C'))$.

Another important family consists of ind-objects of $C$.

**Definition 12.15.** Let $C^{\text{ind}}$ denote the full subcategory of presheaves on $C$ consisting of filtered colimits of representable presheaves; this is the same as the category of ind-objects of $C$ (see [AGV73, I.8.2]). By Examples 12.14.1 and 12.14.4, ind-objects are radditive as presheaves. Thus $C^{\text{ind}}$ is a full subcategory of $\text{rad}(C)$.

**Example 12.15.1.** By Example 12.14.1, the coproduct of $\text{Hom}(-, C_1)$ and $\text{Hom}(-, C_2)$ is $\text{Hom}(-, C_1 \cup C_2)$ in both $\text{rad}(C)$ and in $C^{\text{ind}}$. Since the coproduct over an indexing set $I$ is the filtered colimit of the coproducts over finite subcategories of $I$, it follows that arbitrary coproducts of objects of $C$ exist in both $\text{rad}(C)$ and $C^{\text{ind}}$, and are equal. We shall write $\text{II}^{\text{rad}} C_\alpha$ for the coproduct (in $C^{\text{ind}}$) of objects $\{C_\alpha : \alpha \in A\}$ of $C$, to distinguish it from the corresponding coproduct in $\text{Pshv}(C)$. There is a canonical presheaf map $\eta : \prod \text{Hom}(-, C_\alpha) \to \text{II}^{\text{rad}} C_\alpha$ between coproducts.

We will prove in Proposition 12.17 below that the inclusion $\text{rad}(C) \subset \text{Pshv}(C)$ has a left adjoint $(-)^{\text{rad}}$ for every $C$. The key step is to show that reflexive coequalizers of radditive presheaves are radditive. Recall that a coequalizer diagram $A \rightrightarrows B$ in a category is called reflexive if both maps have a common right inverse $B \to A$.

**Lemma 12.16.** If $E \rightrightarrows F$ is a reflexive coequalizer diagram of radditive presheaves, then the presheaf coequalizer is a radditive presheaf.

**Proof.** If $G$ is the presheaf coequalizer of $E \rightrightarrows F$, each set $G(C)$ is the set coequalizer of $E(C) \rightrightarrows F(C)$. In the category of sets, reflexive coequalizers commute with finite products (exercise). Hence the set $G(C) \times G(C')$ is the coequalizer of $E(C \amalg C') \rightrightarrows F(C \amalg C')$. \hfill $\square$

**Proposition 12.17.** The inclusion $\text{rad}(C) \subset \text{Pshv}(C)$ has a left adjoint $(-)^{\text{rad}}$, and the universal map $\eta_F : F \to F^{\text{rad}}$ is an isomorphism for every radditive $F$.

**Proof.** (See [Voe10d, 3.6].) Recall from Construction 12.7 that any presheaf $F$ is the coequalizer of the reflexive diagram $L_1 F \rightrightarrows L_0 F$. The formula (12.7.1) shows that each $L_0 F$ is a coproduct of representable presheaves, so the coproduct $(L_0 F)^{\text{rad}}$ exists in $\text{rad}(C)$ by Example 12.15.1. We define $F^{\text{rad}}$ to be the presheaf coequalizer of the reflexive diagram $(L_1 F)^{\text{rad}} \rightrightarrows (L_0 F)^{\text{rad}}$; $F^{\text{rad}}$ is radditive by Lemma 12.16. We also define $\eta_F : F \to F^{\text{rad}}$ to be the coequalizer of the maps $\eta : L_i F \to (L_i F)^{\text{rad}}$ in Example 12.15.1. It is now
easy to check that $F^{\text{rad}}$ is natural in $F$, and that $\eta_F$ induces an isomorphism $\eta^* : \text{Hom}(F^{\text{rad}}, G) \cong \text{Hom}(F, G)$ for any radditive $G$.

When $F$ is radditive, this yields $\eta^* : \text{Hom}_{\text{rad}(C)}(F^{\text{rad}}, -) \cong \text{Hom}_{\text{rad}(C)}(F, -)$ so $\eta^*$ is an isomorphism by the Yoneda lemma.

**Corollary 12.18.** The category $\text{rad}(C)$ admits all small colimits; if colim $F_i$ is the colimit of $F : I \to \text{rad}(C)$ in $\text{Pshv}(C)$, the colimit in $\text{rad}(C)$ is $(\text{colim} F_i)^{\text{rad}}$.

**Construction 12.19.** Recall from 12.7 that there is a canonical functor $L_*$ from simplicial presheaves to cofibrant simplicial presheaves. If $F$ is a simplicial radditive presheaf, we define $\text{Lres}(F)$ to be $L_*(F)^{\text{rad}}$. That is,

$$\text{Lres}_n F = (L_n F)^{\text{rad}} = \coprod_{C_0 \to \cdots \to C_n} \prod_{F(C_n)} C_0.$$ 

for all $n$. In particular, $\text{Lres}(F)$ is an object of $\Delta^{op}(C^{\text{ind}})$; see Example 12.15.1.

Alternatively, the adjunction $(\iota^*, \iota_*)$ in 12.7 induces an adjunction $(\iota^{\text{rad}}, \iota_*)$ between $\text{Pshv}(C)$ and $\text{rad}(C)$. This gives rise to the cotriple $\iota^{\text{rad}}_* = L^\text{rad}$ in $\text{rad}(C)$, and $\text{Lres}(F)$ is the resulting cotriple resolution of $F$ in $\text{rad}(C)$. As in Corollary 12.9.1, the general theory of cotriples implies that $\text{Lres}(C) \to C$ is a simplicial homotopy equivalence for every $C$.

**Remark 12.19.1.** ([Voe10d, 3.19(1)]) $\text{Lres}$ commutes with filtered colimits: $\text{Lres} \colim F_i \cong \colim \text{Lres} F_i$. Indeed, $\coprod_{\text{colim} F_i(C_n)} C_0 = \colim \prod_{F_i(C_n)} C_0$ for each chain $C_0 \to \cdots \to C_n$; see Lemma 12.9.

The following trick, modelled on the analysis for $\text{Sets}$ and $\text{Sets}_+$ above, allows us to pass back and forth between the pointed and unpointed cases when $C$ has a final object $\ast$. Let $C_+ \subset C$ denote the subcategory of pointed objects of $C$ which are isomorphic to $C_+ = C \amalg \ast$ for some $C$, together with all pointed morphisms; $C_+$ has initial object $\ast$ and has finite coproducts whenever $C$ does.

**Lemma 12.20.** If $C$ has a final object, $\text{rad}(C_+)$ is equivalent to the category of pointed objects in $\text{rad}(C)$.

**Proof.** The canonical functor $C \xrightarrow{b} C_+$, defined by $b(C) = C_+$ preserves coproducts so it defines a functor $\text{rad}(C_+) \xrightarrow{b} \text{rad}(C)$ sending $G$ to $b_* G(C) = G(C_+)$; the presheaf $b_* G$ is pointed by the image of $\ast = G(\ast) \to G(C_+) = b_* G(C)$.

Conversely, given a pointed radditive presheaf $F$ on $C$, define $G : C_+ \to \text{Sets}$ on objects by letting $G(X)$ be the inverse image of the basepoint in the canonical map $F(X) \to F(\ast)$ associated to $\ast \to X$; if $X \cong C_+$ then $F(X) \cong F(C) \times F(\ast)$ and $G(X) \cong F(C)$. To a morphism $X \to X'$ in $C_+$ we associate the composition $G(X') \to F(X') \to F(X) \cong F(C) \times F(\ast) \xrightarrow{pr} F(C) = G(X)$.

It is routine to check that $G$ is a presheaf; $G$ is radditive because $G(\ast) = \ast$ and $G(C_+ \amalg C'_+) = G((C \amalg C')_+) = F(C) \times F(C')$. Thus $F \to G$ defines a functor from pointed radditive presheaves on $C$ to $\text{rad}(C_+)$. By inspection, it is inverse to the given functor $b_* : \text{rad}(C_+) \to \text{rad}(C)$.
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Lemma 12.21. If $C$ is an additive category, $\text{rad}(C)$ and $\text{rad}(C_\perp)$ are both equivalent to the category of contravariant additive functors from $C$ to abelian groups.

Proof. Clearly any additive contravariant functor is a radditive presheaf. Suppose conversely that $F$ is a radditive presheaf on $C$. For each $C$, the diagonal $\Delta : C \to C \oplus C$ gives an operation $F(C) \times F(C) \to F(C)$. The usual diagrams for a group object show that this operation is associative and commutative, that the basepoint 0 of $F(C)$ is an identity, and that an inverse operation on $F(C)$ is given by $F(\overline{1}_C)$; this makes $F(C)$ an abelian group. If $F$ is the radditive presheaf underlying an additive functor to $\text{Ab}$, this construction recovers the original additive structure on each $F(C)$.

Given an arbitrary functor $f : C \to C'$, neither half of the adjunction $(f^*, f_*)$ between presheaves will preserve radditive presheaves. We write $f^{\text{rad}}$ for the functor $F \mapsto (f^* F)^{\text{rad}}$ from $\text{rad}(C)$ to $\text{rad}(C')$ (see 12.14.3). It agrees with $f$ on representable presheaves; if $X$ is an object of $C$, regarded as a presheaf, then $f^* X$ is $f(X)$, regarded as a (radditive) presheaf, and hence $f^{\text{rad}} X = f^* X = f(X)$.

Lemma 12.22. For any functor $f : C \to C'$, the functor $f^{\text{rad}} : \text{rad}(C) \to \text{rad}(C')$ commutes with coproducts, filtered colimits and reflexive coequalizers.

Proof. ([Voe10d, 4.1]) The functor $(-)^{\text{rad}} \circ f^*$ from $\text{Pshv}(C)$ to $\text{rad}(C')$ commutes with all colimits because it is the composition of two left adjoints. Since the inclusion $\text{rad}(C) \subset \text{Pshv}(C)$ preserves filtered colimits and reflexive coequalizers (the latter by Lemma 12.16), it follows that $f^{\text{rad}} G$ preserves these special colimits as well.

12.3 The radditive projective model structure

There is an analogue for radditive presheaves of the projective model structure for presheaves: we just restrict the notions of fibration and weak equivalence. As in the previous section, we assume throughout that $C$ is a skeletally small category with finite coproducts.
Definition 12.23. A global weak equivalence (resp., a projective fibration) between simplicial radditive functors is just a global weak equivalence (resp., a projective fibration) between the underlying simplicial presheaves in the sense of Definition 12.1. We define projective cofibrations to be the maps having the left lifting property relative to trivial projective fibrations.

We will write $U \otimes K$ for $(U \triangleleft K)^{\text{rad}}$ when $U$ is a simplicial object in $C^{\text{ind}}$ and $K$ is a simplicial set, so $(U \otimes K)_p = \Pi_{K_p}^{\text{rad}} U_p$. Note that if each $K_p$ is finite then $U \otimes K$ is in $\Delta^{\text{op}}C^{\text{ind}}$. In particular, $C \otimes \Delta^n = (C \otimes \Delta^n)^{\text{rad}}$ is in $\Delta^{\text{op}}C^{\text{ind}}$.

Let $I^C_{\text{rad}}$ denote the set of all morphisms $C \otimes \partial \Delta^n \to C \otimes \Delta^n$ and $J^C_{\text{rad}}$ denote the morphisms $C \otimes \Lambda^n_k \to C \otimes \Delta^n$ with $C$ in $\mathcal{C}$. These are the radditivizations of the generating cofibrations $I_C$ and trivial cofibrations $J_C$ for $\Delta^{\text{op}}\text{Pshv}(\mathcal{C})$ in Example 12.11.1.

Since radditivization is left adjoint to the inclusion $\text{rad}(\mathcal{C}) \subset \text{Pshv}(\mathcal{C})$, it follows formally from the cellular model structure on simplicial presheaves that $I^C_{\text{rad}}$ consists of cofibrations, and that a map in $\Delta^{\text{op}}\text{rad}(\mathcal{C})$ is a projective fibration (resp., trivial projective fibration) if and only if it has the right lifting property with respect to $J^C_{\text{rad}}$ (resp., $I^C_{\text{rad}}$).

We will see in Application 12.32 below that the morphisms in $J^C_{\text{rad}}$ are global weak equivalences. Hence they are trivial cofibrations.

Lemma 12.24. The global weak equivalences, projective fibrations and projective cofibrations form a cellular model structure on $\Delta^{\text{op}}\text{rad}(\mathcal{C})$.

We shall call it the projective model structure on $\Delta^{\text{op}}\text{rad}(\mathcal{C})$.

Proof. ([Voe10d, 3.25]) Given the criterion of Theorem 2.1.19 in [Hov99] for a cofibrantly generated model structure, and the remarks above, the proof is formal from the definitions, using $I^C_{\text{rad}}$ for the set of generating cofibrations, and $J^C_{\text{rad}}$ for the set of generating trivial cofibrations.

Since the inclusion $\text{rad}(\mathcal{C}) \subset \text{Pshv}(\mathcal{C})$ preserves global weak equivalences and fibrations, the adjoint pair $(-^{\text{rad}}, \text{incl})$ of Proposition 12.17 defines a Quillen adjunction $\Delta^{\text{op}}\text{Pshv}(\mathcal{C}) \to \Delta^{\text{op}}\text{rad}(\mathcal{C})$. It follows that if $A \to B$ is a cofibration in $\text{Pshv}(\mathcal{C})$ then $A^{\text{rad}} \to B^{\text{rad}}$ is a cofibration in $\text{rad}(\mathcal{C})$. In particular, any projective cofibration in $\Delta^{\text{op}}\text{Pshv}(\mathcal{C})$ whose source and target are simplicial radditive is a projective cofibration in $\Delta^{\text{op}}\text{rad}(\mathcal{C})$, and any representable presheaf is projectively cofibrant in $\text{rad}(\mathcal{C})$.

Example 12.24.1. Let $\text{Cor}(\mathcal{S})$ be the category of (finite) correspondences on either $\text{Sm}$ or $\text{Norm}$, and recall from Example 12.21.1 that $\text{rad}(\text{Cor}(\mathcal{S})) = \text{PST}(\mathcal{S})$. By [MVW, 8.1], every projective object in $\text{PST}(\mathcal{S})$ is a summand (i.e., retract) of a direct sum of representable presheaves. Since Kan fibrations of simplicial groups are just termwise surjections, projective cofibrant objects in $\Delta^{\text{op}}\text{PST}(\mathcal{S})$ are just termwise projective objects, and a projective cofibration $A \to A'$ is just an injection whose cokernel is termwise a projective object.

From this concrete description, it is easy to see that the model structure on $\Delta^{\text{op}}\text{PST}(\mathcal{S})$ is left proper, meaning that the pushout of a weak equivalence along a cofibration is a weak equivalence.
Remark 12.24.2. When $C$ is either $\text{Sm}$, $\text{Sch}$ or $\text{Norm}$, the projective model structures on $\Delta^{\text{op}}\text{rad}(C)$ and $\Delta^{\text{op}}\text{rad}(C_+)$ are proper. This is because additive functors on $C$ are the same as presheaves on $C_0$, by Example 12.14.3. As illustrated in [Voe10d, Ex. 3.48], $\Delta^{\text{op}}\text{rad}(C)$ need not be proper for general $C$.

The following lemma, taken from [Voe10d, 3.18], shows that $L_{\text{res}}$ is a functorial cofibrant replacement functor for $\Delta^{\text{op}}\text{rad}(C)$.

**Lemma 12.25.** For every radditive $F$, the map $L_{\text{res}}(F) \to F$ is a global weak equivalence in $\Delta^{\text{op}}\text{rad}(C)$ and hence in $\Delta^{\text{op}}\text{Pshv}(C)$.

**Proof.** We use the notation of Construction 12.7. For each $C$ in $C$, $L_{\text{res}} n F(C)$ is the coproduct of copies of $C_0(C)$, by (12.7.1). This is the same as evaluation at $C$ of the presheaf $\iota_* L_{\text{res}} n F$ on $C$. Since $L_{\text{res}}(F)$ is the cotriple resolution associated to the cotriple $\iota_{\text{rad}}\iota_*$ of 12.19, it follows from the general theory of cotriple (see [Wei94, 8.6.10]) that the augmented $\iota_* L_{\text{res}}(F) \to \iota_* F$ is left contractible (in the sense of [Wei94, 8.4.6]) and hence is a simplicial homotopy equivalence. Evaluation yields a simplicial homotopy equivalence $L_{\text{res}} F(C) \to F(C)$ for each $C$, showing that $L_{\text{res}} F \to F$ is a global weak equivalence.

Applying $(-)^{\text{rad}}$ to Lemma 12.10, we see that if $F_1 \to F_2$ is a monomorphism of pointed radditive presheaves, with presheaf quotient $F_3(C) = F_2(C)/F_1(C)$, then $L_{\text{res}}(F_1) \to L_{\text{res}}(F_2)$ is a termwise split inclusion,

$$L_{\text{res}}(F_2)/L_{\text{res}}(F_1) \cong L_{\text{res}}(F_3^{\text{rad}})/L_{\text{res}}(\text{pt}),$$

and (by Example 12.8.1) $L_{\text{res}}(\text{pt}) \to \text{pt}$ is a global weak equivalence.

Let us say that a map $f : A \to B$ in $\text{rad}(C)$ is a **nice radditive map** if there is a nice presheaf map $\tilde{f} : A \to \tilde{B} \equiv A \amalg (IC^*)$ (in the sense of 12.13) such that $B = B^{\text{rad}}$ and $f = f^{\text{rad}}$. Here is the radditive analogue of Corollary 12.13.

**Lemma 12.26.** (1) If $X \xrightarrow{f} Y$ is a projective cofibration in $\Delta^{\text{op}}\text{rad}(C)$ then there is a termwise nice radditive map $X \to \tilde{Y}$ and a split inclusion $Y \xrightarrow{i} \tilde{Y}$ whose splitting map $p$ restricts to $f$ on $X$.

(2) Suppose that $C$ is $\text{Sm}$ or $\text{Norm}$. If $E \to F$ is a projective fibration in $\Delta^{\text{op}}\text{Pshv}(C)$, then $E^{\text{rad}} \to F^{\text{rad}}$ is a projective fibration in $\Delta^{\text{op}}\text{rad}(C)$.

**Proof.** By Lemmas 12.12 and 12.24, cofibrations in $\Delta^{\text{op}}\text{rad}(C)$ are the same as retracts of relative $I_C$-cell complexes. As in the proof of Corollary 12.13, pushouts and transfinite compositions preserve nice radditive maps, so each relative $I_C$-cell complex in $\Delta^{\text{op}}\text{rad}(C)$ is a termwise nice radditive map. As in loc. cit., the map $f$ factors as $X \xrightarrow{n} \tilde{Y} \xrightarrow{p} Y$, where $n$ is a termwise nice radditive map and $p$ has the right lifting property for $I_C$. Hence $p$ has a section $i$ with $n = if$.

For (2), note that any $C$ is a finite coproduct of connected $C_i$, so the map from $E^{\text{rad}}(C) = \prod E(C_i)$ to $F^{\text{rad}}(C) = \prod F(C_i)$ is a finite product of the Kan fibrations $E(C_i) \to F(C_i)$. Hence $E^{\text{rad}}(C) \to F^{\text{rad}}(C)$ is a Kan fibration. □
**Lemma 12.27.** Suppose that \( C \) and \( C' \) have finite coproducts, and that \( f : C \to C' \) commutes with finite coproducts. Then the adjunction \((f^*, f_*)\) between presheaves restricts to an adjunction \((f^*, f_*)\) between \( \text{rad}(C) \) and \( \text{rad}(C') \).

Similarly, we have a Quillen adjunction \((f^*, f_*)\) between \( \Delta^{\text{op}}\text{rad}(C) \) and \( \Delta^{\text{op}}\text{rad}(C') \), and an adjunction \((Lf^*, f_*)\) between their homotopy categories.

**Proof.** If \( Y \) is radditive, then so is \( f_! Y \) because \( f(C_1 \amalg C_2) = f(C_1) \amalg f(C_2) \). If \( X \) is radditive then so is \( f^* X \), because filtered colimits of sets commute with finite products. By naturality, \( f^* \) and \( f_* \) also form an adjoint pair between the simplicial categories. Since \( f_* \) preserves global weak equivalences and projective fibrations, it is a Quillen adjunction. Finally, \( f_* \cong Rf_* \). \( \square \)

**Corollary 12.27.1.** If \( i : C \subset C' \) preserves coproducts, the inverse image \( i^* : \Delta^{\text{op}}\text{rad}(C) \to \Delta^{\text{op}}\text{rad}(C') \) is a full embedding as a coreflective subcategory. In addition, \( Li^* \) embeds the homotopy category of \( \Delta^{\text{op}}\text{rad}(C) \) into the homotopy category of \( \Delta^{\text{op}}\text{rad}(C') \) as a full (coreflective) subcategory.

**Proof.** Immediate from Lemma 12.27 and Lemma 12.3. \( \square \)

**Example 12.28.** The standard embedding of \( \text{Sm} = \text{Sm}/k \) into \( \text{Cor}(\text{Sm}, R) \) preserves coproducts by definition [MVW, 1.1], so by Lemma 12.27 we have an adjunction \( (R_{tr}, u) \) between \( \text{rad}(\text{Sm}) \) and \( \text{PST}(\text{Sm}, R) = \text{rad}(\text{Cor}(\text{Sm}, R)) \) for each ring \( R \). The notation reflects the fact that the right adjoint \( u \) is the functor from presheaves with transfers to the underlying (radditive) presheaves, and the composition of the left adjoint \( R_{tr} \) with the Yoneda embedding of \( \text{Cor}(\text{Sm}, R) \) into \( \text{PST}(\text{Sm}, R) \) sends \( X \) to the presheaf with transfers \( R_{tr}(X) = \mathbb{Z}_{tr}(X) \otimes R \). Thus we have a pair of adjunctions:

\[
\text{Pshv(\text{Sm})} \xrightarrow{(-, \text{rad}, \text{incl})} \text{rad(\text{Sm})} \xrightarrow{(R_{tr}, u)} \text{PST(\text{Sm}, R)}.
\]

Hence there are Quillen adjunctions between the corresponding simplicial model categories. There is of course a similar diagram for pointed presheaves by Lemma 12.21, and a similar diagram with \( \text{Sm}/k \) replaced by \( \text{Norm}/k \).

We may compare these using the adjunctions \( (i^*, i_*) \) of 12.1 and Lemma 12.27 associated to the inclusion \( i : \text{Sm} \to \text{Norm} \) and the induced inclusion \( i : \text{Cor}(\text{Sm}) \to \text{Cor}(\text{Norm}) \) of Example 12.21.1. By naturality and Example 12.28, these fit into a commutative diagram of projective model categories and Quillen adjunctions:

\[
\begin{array}{ccc}
\Delta^{\text{op}}\text{Pshv}(\text{Sm}_+) & \xrightarrow{(i^*, i_*)} & \Delta^{\text{op}}\text{Pshv}(\text{Norm}_+) \\
\downarrow{(-, \text{rad}, \text{incl})} & & \downarrow{(-, \text{rad}, \text{incl})} \\
\Delta^{\text{op}}\text{rad}(\text{Sm}_+) & \xrightarrow{(i^*, i_*)} & \Delta^{\text{op}}\text{rad}(\text{Norm}_+) \\
\downarrow{(R_{tr}, u)} & & \downarrow{(R_{tr}, u)} \\
\Delta^{\text{op}}\text{PST}(\text{Sm}) & \xrightarrow{(i^*, i_*)} & \Delta^{\text{op}}\text{PST}(\text{Norm}).
\end{array}
\] (12.28.1)
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By Corollary 12.27.1, the horizontal maps are fully faithful, even on the level of homotopy categories. Vertically, we have an adjunction $(LR_{tr}, u)$ of homotopy categories. By Example 12.19, we may choose the model $R_{tr}(Lres(F))$ for the total left derived functors $L^\infty R_{tr}$.

**Example 12.28.2.** If $(X, x)$ is a pointed normal variety, regarded as a pointed presheaf on $\text{Norm}$, we may form the simplicial wedge $X \vee \Delta^1$ with the 1-simplex by identifying $x$ with one of the vertices of $\Delta^1$. This is pointed (using the other vertex of $\Delta^1$ as basepoint) and is a split simplicial object of $\Delta^\text{op} \text{Norm}^+$ because its degree $n$ term is the coproduct of $X$ and $n+1$ copies of $\text{Spec}(k)$. It is easy to see that $X \vee \Delta^1 \to (X, x)$ is a global weak equivalence.

The normalized chain complex corresponding to the simplicial presheaf with transfers $R_{tr}(X \vee \Delta^1)$ is $R_{tr}(X)$ which is chain homotopic to the usual presheaf with transfers $R_{tr}(X, x)$ in degree 0; see [MVW, p. 15].

In particular, for $G_m = (A^1 - \{0\}, 1)$ this gives a simplicial object $V$ of $\text{Norm}^+$ so that $R_{tr}(V) = R_{tr}(G_m)$. Note that $R(1)[1] = C_* R_{tr}(G_m)$ by definition.

### 12.4 $\bar{\Delta}$-closed classes and weak equivalences

In this section we introduce Voevodsky’s notion of a $\bar{\Delta}$-closed class [Voe10d], and use it to finish the proof that $\Delta^\text{op} \text{rad}(C)$ is a model category under the projective model structure of Definition 12.23, by showing that the morphisms in $J_E^\text{rad}$ are global weak equivalences (in Application 12.32); see Lemma 12.24.

We will also show that for any functor $C \xrightarrow{f} C'$, the inverse image $f^*: \Delta^\text{op} C^\text{ind} \to \Delta^\text{op} C'^\text{ind}$ will preserve global weak equivalences, as long as $C$ and $C'$ have finite coproducts. This has several useful consequences: in addition to the Application 12.32 just mentioned, it also implies that if $X$ is a simplicial scheme then the canonical map from $LR_{tr}(X) = R_{tr}(Lres(X))$ to $R_{tr}(X)$ is a global weak equivalence of simplicial presheaves with transfers; see 12.33.1. Third, it implies that the symmetric powers functors (introduced in Chapter 14) preserve global weak equivalences.

**Definition 12.29 ($\bar{\Delta}$-closed classes).** Let $E$ be a category containing all small colimits, and $E$ a class of morphisms in $\Delta^\text{op} E$. We say that $E$ is a $\bar{\Delta}$-closed class if: (1) $E$ contains all simplicial homotopy equivalences; (2) $E$ has the 2-out-of-3 property (i.e., whenever $f \circ g$ exists and two out of $f$, $g$ and $f \circ g$ are in $E$ then so is the third); (3) for each bisimplicial map $f: A_{\bullet \bullet} \to B_{\bullet \bullet}$ whose rows $f_j: A_{\bullet j} \to B_{\bullet j}$ are in $E$, the diagonal map $\text{diag}(A) \to \text{diag}(B)$ is in $E$; and (4) $E$ is closed under finite coproducts and filtered colimits i.e., if each $A_\alpha \to B_\alpha$ is in $E$ for all $\alpha$ in a filtering diagram, then so is $\text{colim} A_\alpha \to \text{colim} B_\alpha$.

Let $S$ be a class of morphisms in $\Delta^\text{op} \text{rad}(C)$ such that the Bousfield localization at $S$ exists in the sense of Definition 12.38 below. Theorem 12.47 below shows that the class of $S$-local equivalences is $\bar{\Delta}$-closed.
Remark 12.29.1. The intersection of $\Delta$-closed classes in $E$ is again a $\Delta$-closed class. Thus each class of morphisms has a $\Delta$-closure: the smallest $\Delta$-closed class containing it. We will often use this observation below, including in Theorems 12.31, 12.55 and 12.66.

Example 12.29.2. In the category of simplicial sets, the class $W$ of weak homotopy equivalences is the smallest $\Delta$-closed class in $\Delta^{op}\text{Sets}$. The fact that $W$ is $\Delta$-closed is well known. To see that every $\Delta$-closed class $E$ contains $W$, we use the fibrant replacement functor $K \mapsto K(\infty) = \text{colim} K(n)$, obtained via the small object argument for the maps $\Lambda^n_k \to \Delta^n$.

Suppose that $K \to K'$ is a weak equivalence. Then $K(\infty) \simeq K'(\infty)$ is a weak equivalence between Kan complexes; as such it is a simplicial homotopy equivalence, and hence in $E$. Now each $K(n) \to K(n+1)$ is in $E$ because it is a pushout of a coproduct of the simplicial homotopy equivalences $\Lambda^n_k \to \Delta^n$ along maps $\Lambda^n_k \to K(n)$, and pushouts preserve simplicial homotopy equivalences. By induction, each $K \to K(n)$ is in $E$, and hence so is the colimit $K \to K(\infty)$. The 2-out-of-3 property implies that $K \to K'$ is in $E$, as asserted.

Theorem 12.30. Let $\Phi : E \to E'$ be a functor which commutes with filtered colimits, and $E'$ a $\Delta$-closed class of morphisms in $\Delta^{op}E'$. Let $E$ denote the class of morphisms $\eta$ in $\Delta^{op}E$ such that $\Phi(\eta)$ is in $E'$. Then $E$ is $\Delta$-closed.

Proof. By assumption, $E$ is closed under filtered colimits and has the 2-out-of-3 property. Since $\Phi$ preserves simplicial homotopies and diagonals of bisimplicial maps, the other conditions in Definition 12.29 are satisfied as well.

We now specialize to the case $\Delta^{op}E = \Delta^{op}C^{ind}$, following [Voe10d, 3.16,21].

Theorem 12.31. The global weak equivalences between objects of $\Delta^{op}(C^{ind})$ form the smallest $\Delta$-closed class of morphisms in $\Delta^{op}(C^{ind})$.

Proof. The class of global weak equivalences is $\Delta$-closed in $\Delta^{op}(C^{ind})$ because $X \to Y$ is a global weak equivalence exactly when each $X(U) \to Y(U)$ is a weak equivalence, and the class of weak equivalences is $\Delta$-closed in $\Delta^{op}\text{Sets}$.

Conversely, we must show that if $f : X \to Y$ is a global weak equivalence of simplicial objects in $C^{ind}$, and $E$ is any $\Delta$-closed class of morphisms in $\Delta^{op}C^{ind}$, then $f$ is in $E$. If each $X_n$ is representable, each $\textnormal{Lres}(X_n) \to X_n$ is a simplicial homotopy equivalence by Construction 12.19, and hence $\textnormal{Lres}(X) \to X$ is in $E$. In general, $X$ is a filtered colimit of representable simplicial presheaves, by Construction 12.7, so (by Remark 12.19.1) $\textnormal{Lres}(X) \to X$ is in $E$. Form the diagram:

$$\text{Lres}(X) \underset{\text{in } E}{\longrightarrow} X$$

$$\text{Lres}(f) \underset{\text{in } E}{\longrightarrow} f \quad \text{Lres}(Y) \underset{\text{in } E}{\longrightarrow} Y.$$  \hspace{1cm} (12.31.1)

By the formula in 12.19, $\text{Lres}(f) = \Delta(\text{Lres} f)$ is the diagonal of a bisimplicial map whose rows are coproducts of maps of the form $U_0 \otimes X(U_n) \to U_0 \otimes Y(U_n)$. 
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Since each $X(U_n) \rightarrow Y(U_n)$ is a weak equivalence of simplicial sets, the rows are in $E$ by Sublemma 12.31.2 and hence $L_{res}(f)$ is in $E$. By the 2-out-of-3 property applied to diagram (12.31.1), $f$ is in $E$.

**Sublemma 12.31.2.** If $K \rightarrow K'$ is a weak equivalence of simplicial sets, then each $U \otimes K \rightarrow U \otimes K'$ is in $E$, the smallest $\bar{\Delta}$-closed class in $\Delta^{op}C^{ind}$.

**Proof.** We saw in Example 12.29.2 that $K(\infty) \rightarrow K'(\infty)$ is a simplicial homotopy equivalence. By functoriality, $U \otimes K(\infty) \rightarrow U \otimes K'(\infty)$ is a simplicial homotopy equivalence in $\Delta^{op}C^{ind}$, and hence is in $E$.

Similarly, each $K^{(n)} \rightarrow K^{(n+1)}$ is the pushout of a coproduct of the simplicial homotopy equivalences $\Lambda^n_k \rightarrow \Delta^n$ (as we pointed out in loc. cit.). Therefore $U \otimes K^{(n)} \rightarrow U \otimes K^{(n+1)}$ is the pushout of a coproduct of the simplicial homotopy equivalences $U \otimes \Lambda^n_k \rightarrow U \otimes \Delta^n$; as such, these maps are in $E$. Taking the colimit over $n$, we see that $U \otimes K \rightarrow U \otimes K'(\infty)$ is in $E$, and similarly for $U \otimes K' \rightarrow U \otimes K^{(\infty)}$. The 2-out-of-3 property implies that $U \otimes K \rightarrow U \otimes K'$ is in $E$.

**Application 12.32.** The morphisms in $J^{rad}_C$ have the form $C \otimes \Lambda^n_k \rightarrow C \otimes \Delta^n$ with $C$ in $C$ (Example 12.11.1). By Sublemma 12.31.2 and Theorem 12.31, they are global weak equivalences. This fact was used in the proof of Lemma 12.24.

Now let $f : C \rightarrow C'$ be a functor. Since $f^*$ is a left adjoint, it commutes with filtered colimits. Hence it sends $C^{ind}$ to $C'^{ind}$.

**Corollary 12.33.** Let $f : C \rightarrow C'$ be a functor. Then the inverse image functor $f^* : \Delta^{op}(C^{ind}) \rightarrow \Delta^{op}(C'^{ind})$ takes global weak equivalences to global weak equivalences.

**Proof.** ([Voe10d, Th.4.8]) Combine Theorems 12.31 and 12.30, with $\Phi = f^*$. If $E$ is the class of maps $\eta$ with $f^* \eta$ a global weak equivalence then $E$ is $\bar{\Delta}$-closed, and hence $E$ contains all global weak equivalences.

**Example 12.33.1.** The functor $R_{tr} : \Delta^{op}Pshv(Sm_+) \rightarrow \Delta^{op}PST(Sm)$ is the inverse image functor associated to $Sm \rightarrow Cor(Sm, R)$. Its derived functor $L_{R_{tr}}$ sends $f$ to $R_{tr}(L_{res}(f))$; see Example 12.7. Hence if $X_.$ is a simplicial presheaf for which each $X_n$ is an ind-object of $Sm$, Corollary 12.33 applied to $L_{res}(X_.) \rightarrow X_.$ implies that $L_{R_{tr}}(X_.) \rightarrow R_{tr}(X_.)$ is a global weak equivalence.

We conclude this section by describing the behavior of $\bar{\Delta}$-classes under various pushouts. This will be needed in Section 12.6.
Definition 12.34. Suppose that $C \leftarrow A \rightarrow B$ is a diagram in $\Delta^{op}E$. By definition, the homotopy pushout is the (usual) pushout of the diagram

$$
\begin{array}{ccc}
A \amalg A & \to & A \otimes \Delta^1 \\
\downarrow & & \downarrow \\
B \amalg C & \to & *(0,1) \amalg A \amalg B \amalg C
\end{array}
$$

By inspection, it is the diagonal of the bisimplicial object with rows $C \amalg A \amalg n \amalg B$ obtained by formally adding degeneracies to $A \Rightarrow B \amalg C$ ($\partial_0$ and $\partial_1$ map $A$ to $B$ and $C$, respectively). (Cf. [BK72, XII.2].)

The mapping cylinder $\text{cyl}(f)$ of $f : A \rightarrow B$ is the special case of the homotopy pushout when $A = C$; it is also the pushout of $B \leftarrow A \rightarrow A \otimes \Delta^1$, and there are canonical maps $A \rightarrow B \amalg A \rightarrow \text{cyl}(f)$. It is a standard exercise, using the simplicial contraction of $\Delta^1$, to show that $B \rightarrow \text{cyl}(f)$ is a simplicial homotopy equivalence.

Remark 12.34.1. It is a basic fact [BK72, XII.3.1(iv)] that the category of simplicial sets is left proper: the pushout $B \cup A \cup C$ of an injection $A \subset B$ of simplicial sets along any map $A \rightarrow C$ is weakly equivalent to the homotopy pushout.

The next lemma is based on [Voe10d, 2.10] and [Del09, p24].

Lemma 12.35. Given a pushout square $Q$ in $\Delta^{op}E$

$$
\begin{array}{ccc}
A & \to & B \\
\downarrow & & \downarrow \\
Q : & & \\
C & \to & B \cup_A C
\end{array}
$$

with each $A_n \rightarrow B_n$ a coprojection (i.e., $B_n = A_n \amalg B'_n$), the map from the homotopy pushout $K_Q$ to $B \cup_A C$ is in every $\bar{\Delta}$-closed class in $\Delta^{op}E$.

Proof. Let $K_n$ denote the homotopy pushout of the square $Q_n$ formed by the $n^{th}$ terms of $Q$. Since $K_Q$ is the diagonal of the bisimplicial system with rows $K_n$, it suffices to show that each $K_n \rightarrow B_n \cup_A C_n$ is in $E$. Thus we may assume that $B = A \amalg B'$, so that $B \cup_A C = B' \amalg C$.

When $B = A \amalg B'$, the square $Q$ is the coproduct of the two squares

$$
\begin{array}{ccc}
A & \to & A \\
\downarrow & & \downarrow \\
C & \to & C
\end{array} \quad \text{and} \quad 
\begin{array}{ccc}
* & \to & B' \\
\downarrow & & \downarrow \\
* & \to & B'
\end{array}
$$

Thus the homotopy pushout $K_Q$ is the coproduct of the mapping cylinders of $* \rightarrow B$ and $A \rightarrow C$. Thus $K \rightarrow B' \amalg C$ is in $E$. □

Proposition 12.36. Let $E$ be a $\bar{\Delta}$-closed set of morphisms in $E$. Suppose that $Q \rightarrow Q'$ is a morphism of pushout squares in $E$ of the form in Lemma 12.35, with each $A_n \rightarrow B_n$ and $A'_n \rightarrow B'_n$ a coprojection. If $A \rightarrow A'$, $B \rightarrow B'$ and $C \rightarrow C'$ are in $E$, then so is $B \cup_A C \rightarrow B' \cup_{A'} C'$. 
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Proof. Let $P$ and $P'$ denote the homotopy pushouts of $Q$ and $Q'$; by Lemma 12.35, $P \to B \cup_A C$ and $P' \to B' \cup_{A'} C'$ are in $E$. By the 2-out-of-3 property, it suffices to show that $P \to P'$ is in $E$. By Definition 12.34, $P$ and $P'$ are the diagonals of bisimplicial objects $X$ and $X'$ whose $n$th rows are a coproduct of $B$, $C$ and $n$ copies of $A$, resp., of $B'$, $C'$ and $n$ copies of $A'$. Since the rows of the bisimplicial map $X \to X'$ are in $E$, the diagonal map $P \to P'$ is also in $E$.

Corollary 12.37. Let $E$ be a $\bar{\Delta}$-closed set of morphisms in $\mathcal{E}$. If $e : A \to B$ is a map in $E$, and each $A_n \to B_n$ is a coprojection, then $E$ also contains the pushout $C \to B \cup_A C$ along any map $A \to C$ in $E$.

Proof. ([Voe10d, L. 2.13]) Apply Proposition 12.36 to the morphism of squares:

$$
\begin{array}{ccc}
A & \to & A \\
\downarrow & & \downarrow \\
C & \to & C
\end{array}
\quad \quad
\begin{array}{ccc}
A & \to & B \\
\downarrow & & \downarrow \\
C & \to & B \cup_A C.
\end{array}
$$

12.5 Bousfield localization

In this section, we introduce the notion of Bousfield localization. The model structures on presheaves which are suitable for (Nisnevich) sheaf theory and $A^1$-homotopy theory will be obtained by Bousfield localization of the projective model structure on presheaves.

Recall from [Hir03, 3.1] that if $S$ is a class of maps in a model category $\mathcal{M}$ then a left localization of $\mathcal{M}$ with respect to $S$ (if it exists) is a Quillen adjunction $(j,r) : \mathcal{M} \to \mathcal{M}_S$ such that $j$ takes $S$ to weak equivalences, and is universal with respect to this property.

Definition 12.38. ([Hir03, 3.1.4].) The $S$-local objects in $\mathcal{M}$ are the fibrant objects $L$ such that $\text{Map}(B,L) \to \text{Map}(A,L)$ is a weak equivalence for every map $A \to B$ in $S$. The $S$-local equivalences are the maps $X \to Y$ in $\mathcal{M}$ such that $\text{Map}(Y,L) \to \text{Map}(X,L)$ is a weak equivalence for every $S$-local $L$.

The left Bousfield localization of $\mathcal{M}$ with respect to $S$ (if it exists) is a left localization in which $\mathcal{M}$ and $\mathcal{M}_S$ have the same underlying category and the same class of cofibrations (the Quillen adjunction is the identity), the weak equivalences in $\mathcal{M}_S$ are the $S$-local equivalences in the sense of Definition 12.38, and the fibrations are determined by the right lifting property.

Since $r : \mathcal{M}_S \to \mathcal{M}$ preserves fibrations, every fibration in $\mathcal{M}_S$ is a fibration in $\mathcal{M}$, but not conversely. It turns out that the fibrant objects in $\mathcal{M}_S$ are exactly the $S$-local objects of $\mathcal{M}$ in the sense of Definition 12.38.

Remark 12.38.1. Bousfield localization preserves Quillen equivalences in the following sense; see [Hir03, 3.3.20]. Let $(F,U)$ be a Quillen equivalence between model categories $\mathcal{M}$ and $\mathcal{N}$. If $S$ is a class of maps in $\mathcal{M}$ and $T = F(S)$, then $(F,U)$ is also a Quillen equivalence between $\mathcal{M}_S$ and $\mathcal{N}_T$. 
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Remark 12.38.2. By Ken Brown’s Lemma ([Hov99, 1.1.12] or [Hir03, 7.7.2]), every $S$-local equivalence between $S$-local objects, i.e., between fibrant objects of $\mathcal{M}_S$, is also a weak equivalence in $\mathcal{M}$. Dually, every weak equivalence in $\mathcal{M}$ between cofibrant objects is an $S$-local equivalence in $\mathcal{M}_S$.

A proof of the following theorem is given in [Hir03, Thm. 4.1.1]. Recall that a model category is left proper if weak equivalences are preserved by pushouts along cofibrations. For example, $\Delta^{op}\text{Pshv}(\mathcal{C}_+)$ is left proper, because pushouts are constructed objectwise; see [Hir03, 13.1.14].

**Theorem 12.39.** If $\mathcal{M}$ is a left proper cellular model category, then the left Bousfield localization exists for every set $S$, and is again a left proper cellular model category. If $\mathcal{M}$ is a simplicial model category, so is $\mathcal{M}_S$.

**Remark 12.39.1.** Let $\mathcal{M}$ be as in Theorem 12.39. If $\mathcal{M}$ is skeletally small then the Bousfield localization of $\mathcal{M}$ exists with respect to any class of morphisms $S$. Indeed, there is a set $S_0$ contained in $S$ such that every $s$ in $S$ is isomorphic to some $s_0$ in $S_0$, and $\mathcal{M}_S$ is the Bousfield localization of $\mathcal{M}$ with respect to $S_0$. This remark will be used without comment below, for example when applied to the projective model category structure on $\Delta^{op}\text{Pshv}(\text{Sm})$.

We also need some facts about the fibrant replacement functor in $\mathcal{M}_S$. To formulate them, we need to recall several definitions from Hirschhorn [Hir03].

**Definition 12.40.** Let $\lambda$ be an ordinal, viewed as a category. By a $\lambda$-sequence in a category $\mathcal{M}$ we mean a functor $X_0 \xrightarrow{i_0} X_1 \xrightarrow{i_1} \cdots \xrightarrow{i_\alpha} \cdots$, $\alpha < \lambda$, from $\lambda$ to $\mathcal{M}$ such that for each limit ordinal $\kappa < \lambda$ the induced map $	ext{colim}_{\alpha < \kappa} X_\alpha \to X_\kappa$ is an isomorphism. When $\lambda = \omega$, this is the usual notion of a sequence indexed by $\mathbb{N}$. The colimit of $X$ (if it exists in $\mathcal{M}$) is sometimes called the transfinite composition of the maps $i_\alpha$.

Given a set $\Lambda$ of morphisms in a simplicial model category $\mathcal{M}$, a relative $\Lambda$-cell complex is a map that can be constructed as a transfinite composition of pushouts of maps in $\Lambda$.

Given a cofibrant object $A$ and a cofibration $f : A \rightarrow B$, the $n^{th}$ horn on $f$ is the cofibration $\Lambda^n_f$ defined by

$$(A \otimes \Delta^n) \coprod_{A \otimes \partial \Delta^n} (B \otimes \partial \Delta^n) \xrightarrow{\Lambda^n_f} B \otimes \Delta^n.$$

If $S$ is a set of cofibrations $f_s : A_s \rightarrow B_s$ in $\mathcal{M}$ with each $A_s$ cofibrant, the set $\Lambda(S)$ of horns of the $f_s$ (for all $n \geq 0$) is a full set of horns on $S$ in the sense of [Hir03, 4.2.1].

The following theorem is proven by Hirschhorn, using the small object argument, in [Hir03, 4.2.5, 4.2.9 and 4.3.1]. The map $X \xrightarrow{\sim} L_S X$ in 12.41(4) may be taken to be the fibrant replacement of $X$ in the localized model structure $\mathcal{M}_S$. 
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Theorem 12.41. Let $\mathcal{M}$ be a (simplicial) left proper cellular model category, with generating cofibrations $I$ and generating trivial cofibrations $J$. We assume that every $j$ in $J$ is a relative $I$-cell complex with cofibrant domain.

If $S$ is a set of cofibrations with cofibrant domains, then:

1. the set $\Lambda(S)$ of horns on $S$ consists of $S$-local equivalences;
2. every relative $J \cup \Lambda(S)$-cell complex is both a cofibration and an $S$-local equivalence;
3. an object $X$ of $\mathcal{M}$ is fibrant in $\mathcal{M}_S$ if and only if $X$ is fibrant in $\mathcal{M}$ and has the right lifting property relative to $\Lambda(S)$;
4. for every $X$ in $\mathcal{M}$ there is a natural map $X \to L_S X$ with $L_S X$ fibrant in $\mathcal{M}_S$. The map is a relative $J \cup \Lambda(S)$-cell complex.

We will apply Theorem 12.41 when $\mathcal{M}$ is either $\Delta^{op}\text{Pshv}(\mathcal{C})$ or $\Delta^{op}\text{rad}(\mathcal{C})$.

Remark 12.41.1. The trivial cofibrations $J_C$ and $J_{\text{rad}}C$ satisfy the hypotheses of Theorem 12.41 by Example 12.11.1 and Lemma 12.24.

12.6 Bousfield localization and $\bar{\Delta}$-closed classes

Suppose that $S$ is a class of morphisms in $\Delta^{op}\text{rad}(\mathcal{C})$ such that the Bousfield localization at $S$ exists, e.g., if $S$ is a set. The goal of this section is to prove that the $S$-local equivalences in $\Delta^{op}\text{C}_{\text{rad}}$ form a $\bar{\Delta}$-closed class (Theorem 12.47).

Lemma 12.42. Let $E$ be a $\bar{\Delta}$-closed class in a model category $\mathcal{M} = \Delta^{op}E$. If $f : A \to B$ is a map in $E$, and each $A_n \to B_n$ is a coprojection (i.e., $B_n = A_n \amalg B'_n$), then the horns on $f$ are also in $E$.

Proof. Set $P = (A \otimes \Delta) \coprod_{A_n \otimes \partial \Delta_n} (B \otimes \partial \Delta)$. Now $A \otimes \partial \Delta_n \to B \otimes \partial \Delta_n$ is in $E$, since it is the diagonal of a bisimplicial map whose rows are finite coproducts of copies of $f$. Each term of $e$ is a coprojection, since this is the case for the terms $A_n \to B_n$ of $f$. Corollary 12.37 implies that the pushout $A \otimes \Delta_n \to P$ of $e$ is in $E$. Since the composition $A \otimes \Delta_n \to P \to B \otimes \Delta_n$ is in $E$, the $n^{th}$ horn $P \to B \otimes \Delta_n$ of $f$ is in $E$ by the 2-out-of-3 property.

If $S$ is a set of maps $s : A_s \to B_s$ in $\mathcal{M}$, and $\text{cyl}(s)$ is the mapping cylinder of $s$ defined in 12.34, let $\text{cyl}S$ denote the set of maps $A_s \to \text{cyl}(s)$ for $s$ in $S$. From the universal property of left localization, the Bousfield localizations $\mathcal{M}_S$ and $\mathcal{M}_{\text{cyl}}S$ have the same cofibrations, weak equivalences and fibrations. Their fibrant replacements $L_S X$ and $L_{\text{cyl}}S X$ are different, but weakly equivalent.

Proposition 12.43. Let $\mathcal{M} = \Delta^{op}E$ be a (simplicial) left proper cellular model category, with generating cofibrations $I$ and generating trivial cofibrations $J$ which are relative $I$-cell complexes with cofibrant domains. We assume that for each map $T \to T'$ in $J$ the maps $T_n \to T'_n$ are coprojections.
If \( S \) is a set of cofibrations \( A_s \xrightarrow{s} B_s \) in \( \mathcal{M} \) with cofibrant domains, and each \( A_s \amalg A_s \to A_s \otimes \Delta^1 \) is a cofibration, then the fibrant replacement maps \( X \to L_{cyl}SX \) for \( \mathcal{M}_{cyl}S \) belong to every \( \bar{\Delta} \)-closed class \( E \) containing \( J \) and \( S \).

**Proof.** Let \( E \) be the smallest \( \bar{\Delta} \)-closed set containing \( J \) and \( S \). Since each \( B_s \to cyl(s) \) is a simplicial homotopy equivalence, \( E \) also contains \( cyl S \). By Lemma 12.42, the horns on \( cyl S \) are also in \( E \), as each \( (A_s)_n \to cyl(s)_n \) is a coprojection. Each \( A_s \to cyl(s) \) is a cofibration, as it is the composition of \( A_s \amalg A_s \amalg B_s \) and the pushout of \( A_s \amalg A_s \to A_s \otimes \Delta^1 \). By Theorem 12.41(4), each \( X \to L_{cyl}SX \) is a relative \( J \cup \Lambda(cyl S) \)-cell complex. Because \( E \) is closed under transfinite compositions, it suffices to show that \( E \) contains the pushout of elements of \( J \cup \Lambda(cyl S) \) along any map. This follows from Corollary 12.37; we have already noted that the \( A_s \to cyl(s) \) are termwise coprojections, and the elements of \( J \) are termwise coprojections by hypothesis. \( \square \)

**Example 12.44.** Let \( \mathcal{M} \) be either \( \Delta^{op}Pshv(\mathcal{C}) \) or \( \Delta^{op}\text{ Rad}(\mathcal{C}) \). The trivial cofibrations \( J_\mathcal{C} \) and \( J_\mathcal{C}^{cnd} \) of \( \mathcal{M} \) satisfy the hypotheses of Proposition 12.43 by Example 12.11.1 and Lemma 12.24. If \( S \) is any set of cofibrations with cofibrant domains, then the fibrant replacement \( X \to L_{cyl}SX \) is in the \( \bar{\Delta} \)-closure of \( J \cup S \).

**Lemma 12.45.** Let \( \mathcal{M} \) be a model category. Suppose that \( f \) is a morphism of pushout squares with the \( X_i \) and \( X'_i \) cofibrant for \( i = 1, 2, 3 \):

\[
\begin{array}{ccc}
X_1 & \xrightarrow{g} & X_2 \\
\downarrow{g} & & \downarrow{f} \\
X_3 & \xrightarrow{g'} & X_4
\end{array}
\quad \begin{array}{ccc}
X'_1 & \xrightarrow{g} & X'_2 \\
\downarrow{g'} & & \downarrow{} \\
X'_3 & \xrightarrow{} & X'_4
\end{array}
\]

such that \( g \) and \( g' \) are cofibrations. If \( f_i : X_i \to X'_i \) is a weak equivalence for \( i = 1, 2, 3 \) then \( f_4 \) is also a weak equivalence.

**Proof.** This is Proposition 15.10.10 in [Hir03]. \( \square \)

In order to prove that the class of \( S \)-local equivalences is \( \bar{\Delta} \)-closed, we need to introduce a few standard constructions.

**Definition 12.46.** If one forgets the degeneracies in a simplicial object, one obtains a *semi-simplicial object*, that is, a contravariant functor from the subcategory \( \Delta_s \) of injections in \( \Delta \). In fact, forgetting the degeneracies is the direct image \( i_* \) associated with the inclusion \( i : \Delta_s \hookrightarrow \Delta \); see [Wei94, 8.1.9].

As pointed out before Lemma 12.3 in Section 12.1, \( i_* \) has a left adjoint \( i^* \), and \( (i^* i_* K)_p \) is the coproduct of the \( K_j \) for \( j \leq p \), indexed by of the surjections \([p] \to [j]\) in \( \Delta \). The functor \( i^* i_* \) is sometimes called the *wrapping functor*, and the adjunction counit \( i^* i_* K \to K \) is a weak equivalence; see [Voe10d, 3.22] or [Wei94, 8.4.9].

We note that \( i^* i_* K \) is split simplicial by construction (with \( N_n = K_n \)). By Theorem 12.5, if each \( K_j \) is a coproduct of representable presheaves then \( i^* i_* K \) is projectively cofibrant in \( \mathcal{M} = \Delta^{op} \mathcal{E} \).
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Lemma 12.46.1. The skeleta of \( i^* i_* K \) fit into the pushout diagram:

\[
\begin{array}{ccc}
K_n \otimes \partial \Delta^n & \rightarrow & \text{sk}_{n-1}(i^* i_* K) \\
\downarrow & & \downarrow i_n \\
K_n \otimes \Delta^n & \rightarrow & \text{sk}_n(i^* i_* K).
\end{array}
\]

Proof. This is just Proposition VII.1.13 in [GJ99], applied to the split simplicial (or "degeneracy free") object \( i^* i_* K \) with \( A = \emptyset \) and \( N_n = K_n \).

Theorem 12.47. Let \( S \) be a class of morphisms in \( \Delta^{op} \text{rad}(C) \) such that the Bousfield localization at \( S \) exists. Then the class of \( S \)-local equivalences in \( \Delta^{op} \text{rad}(C) \) or \( \Delta^{op} \text{Cind} \) is \( \Delta \)-closed.

Proof. We check first that \( S \)-local weak equivalences are closed under arbitrary filtered colimits. For each small filtered category \( I \) there is a model structure on \( I \)-diagrams for which the weak equivalences (resp., fibrant objects) are the maps \( A \rightarrow B \) such that each \( A_i \rightarrow B_i \) is an \( S \)-local equivalence (resp., is \( S \)-local). Given a weak equivalence \( A \rightarrow B \) of \( I \)-diagrams, we need to show that \( \text{colim}_I A \rightarrow \text{colim}_I B \) is an \( S \)-local equivalence.

Since global weak equivalences are closed under arbitrary filtered colimits, by Theorem 12.30 and Example 12.29.2, we may assume that the \( I \)-diagrams \( A \) and \( B \) are cofibrant in this model structure. For any \( S \)-local fibrant presheaf \( X \), the \( I^{op} \)-diagrams \( \text{Map}(A, X) \) and \( \text{Map}(B, X) \) are fibrant diagrams of simplicial sets and hence the induced map

\[
\text{Map}(\text{colim}_I B, X) \cong \lim_{\leftarrow I} \text{Map}(B, X) \rightarrow \lim_{\leftarrow I} \text{Map}(A, X) \cong \text{Map}(\text{colim}_I A, X)
\]

is a weak equivalence of simplicial sets. By Definition 12.38, the map

\[
\text{colim}_I A \rightarrow \text{colim}_I B
\]

is an \( S \)-local equivalence of simplicial presheaves.

The only other non-trivial thing to check is that if \( K \rightarrow K' \) is a bisimplicial map with each column \( K_{p, \bullet} \rightarrow K'_{p, \bullet} \) an \( S \)-local equivalence, then \( \text{diag}(K) \rightarrow \text{diag}(K') \) is an \( S \)-local equivalence. Applying the functorial cofibrant replacement \( L_{\mathbf{res}} \) of Construction 12.19 to each column (see 12.25), we may assume that each column \( K_{p, \bullet} \) and \( K'_{p, \bullet} \) is cofibrant and that each \( K_{p, q} \) and \( K'_{p, q} \) is in \( \mathcal{C}^0 \).

Let \( L_{\bullet, \bullet} \) (resp., \( L'_{\bullet, \bullet} \)) be the bisimplicial objects obtained by applying the wrapping functor 12.46 to each row \( K_{\bullet, q} \) (resp., \( K'_{\bullet, q} \)). Each row \( L_{p, \bullet} \) and \( L'_{p, \bullet} \) is cofibrant. In addition, each of the columns of \( L \) (and \( L' \)) is cofibrant, because the \( p^{th} \) column \( L_{p, \bullet} \) is a coproduct of the cofibrant \( K_{j, \bullet} \) for \( j \leq p \). Since each \( L_{p, \bullet} \rightarrow K_{p, \bullet} \) is a global weak equivalence, each \( L_{p, \bullet} \rightarrow L'_{p, \bullet} \) is an \( S \)-local equivalence. As global weak equivalences are \( \Delta \)-closed, the maps \( \text{diag}(L) \rightarrow \text{diag}(K) \) and \( \text{diag}(L') \rightarrow \text{diag}(K') \) are global weak equivalences. Therefore it suffices to show that \( \text{diag}(L) \rightarrow \text{diag}(L') \) is an \( S \)-local equivalence.
Let \( \text{sk}_n L \) denote the bisimplicial object whose \( q \)th row is the \( n \)-skeleton \( \text{sk}_n L_{\bullet,q} \). We will use induction on \( n \) to show that each \( \text{diag}(\text{sk}_n L) \) and \( \text{diag}(\text{sk}_n L') \) is cofibrant, and that each \( \text{diag}(\text{sk}_n L) \to \text{diag}(\text{sk}_n L') \) is an \( S \)-local equivalence. Since \( \text{diag}(L) \) is the colimit of the \( \text{diag}(\text{sk}_n L) \) as \( n \to \infty \), and similarly for \( \text{diag}(L') \), Proposition 17.9.1 of [Hir03] implies that \( \text{diag}(L) \to \text{diag}(L') \) is an \( S \)-local equivalence between cofibrant objects, as required.

For \( n = 0 \), the \( q \)th row of \( \text{sk}_0 L \) is the constant presheaf \( L_{0,q} = K_{0,q} \), so \( \text{diag}(\text{sk}_0 L) \) is the first column \( L_{0,\bullet} \) of \( L \); this is cofibrant by construction, and \( \text{diag}(\text{sk}_0 L) \to \text{diag}(\text{sk}_0 L') \) is an \( S \)-local equivalence.

For \( n > 0 \), Lemma 12.46.1 yields pushout squares of simplicial objects:

\[
\begin{align*}
K_{n,q} \otimes \partial \Delta^n & \rightarrow \text{sk}_{n-1}(L_{\bullet,q}) \\
K_{n,q} \otimes \Delta^n & \rightarrow \text{sk}_n(L_{\bullet,q})
\end{align*}
\]

for all \( q \), and hence

\[
\begin{align*}
K_{n,q} \otimes \partial \Delta^n & \rightarrow \text{diag}(\text{sk}_{n-1} L) \\
K_{n,q} \otimes \Delta^n & \rightarrow \text{diag}(\text{sk}_n L).
\end{align*}
\]

Since the left verticals are cofibrations, so are the right verticals \( i_n \). Since \( \text{diag}(\text{sk}_{n-1} L) \) is cofibrant by induction, it follows that \( \text{diag}(\text{sk}_n L) \) is cofibrant.

We have a morphism between the pushout squares of Lemma 12.46.1:

\[
\begin{align*}
K_{n,q} \otimes \partial \Delta^n & \rightarrow \text{diag}(\text{sk}_{n-1} L) & K_{n,q}' \otimes \partial \Delta^n & \rightarrow \text{diag}(\text{sk}_{n-1} L') \\
K_{n,q} \otimes \Delta^n & \rightarrow \text{diag}(\text{sk}_n L) & K_{n,q}' \otimes \Delta^n & \rightarrow \text{diag}(\text{sk}_n L')
\end{align*}
\]

As the \( K_{n,q} \to K_{n,q}' \) are \( S \)-local equivalences, so are the maps \( K_{n,q} \otimes \Delta^n \to K_{n,q}' \otimes \Delta^n \) and \( K_{n,q} \otimes \partial \Delta^n \to K_{n,q}' \otimes \partial \Delta^n \). By Lemma 12.45 and induction on \( n \), the maps \( \text{diag}(\text{sk}_n L) \to \text{diag}(\text{sk}_n L') \) are \( S \)-local equivalences. [1]

### 12.7 Nisnevich-local projective model structure

In this section, we introduce a Bousfield localization of the projective model structure on presheaves which is suitable for (Nisnevich) sheaf theory. Recall that we are restricting our attention to the case where \( \mathcal{C} \) is \( \textbf{Sch}, \textbf{Sm} \) or \( \textbf{Norm} \), and \( \mathcal{C}_+ \) is the category of varieties with a disjoint basepoint.

When \( \mathcal{C} \) is \( \textbf{Sch}, \textbf{Sm} \) or \( \textbf{Norm} \), the Nisnevich topology on \( \mathcal{C} \) and \( \mathcal{C}_+ \) may be defined in terms of “upper distinguished” squares; see [MV99, 3.1.3] or [MVW, 12.5]. By definition (see loc. cit.), a commutative square \( Q \) of the form

\[
\begin{array}{ccc}
U & \longrightarrow & V \\
\downarrow & & \downarrow f \\
U' & \longrightarrow & V'
\end{array}
\]

is a Nisnevich square if \( f \) is an isomorphism when \( U = U' \).
is called upper distinguished if \( i \) is an open immersion, \( U' = U \times_V V' \), \( f \) is étale and \((V' - U')_{\text{red}} \to (V - U)_{\text{red}}\) is an isomorphism.

The Nisnevich topology on \( C \) is the smallest topology such that \( \{U, V'\} \) is a covering of \( V \) for each upper distinguished square (12.48). A presheaf \( F \) on \( C \) is a Nisnevich sheaf if and only if \( F \) takes upper distinguished squares to pullback squares; see [MV99, 3.1.4] or [MVW, 12.7].

**Definition 12.49.** A morphism \( X \to Y \) in \( \Delta^{\text{op}}\text{Pshv}(C_+) \) (resp., in \( \Delta^{\text{op}}\text{rad}(C_+) \) or \( \Delta^{\text{op}}\text{PST}(C) \)) is called a Nisnevich-local equivalence if it induces an isomorphism on the Nisnevich sheaves of homotopy groups on each scheme \( U \) in \( C \), for any choice of basepoint \( x \in X(U) \).

The Nisnevich-local model structure on \( \Delta^{\text{op}}\text{Pshv}(C_+) \) is defined to be the Bousfield localization of the projective model structure of Definition 12.1 at the class \( S \) of Nisnevich-local equivalences: the cofibrations are the projective cofibrations, and the fibrations are determined by the right lifting property. That this model structure exists was proved by Blander in [Bla01]; the Nisnevich-local equivalences are the same as the \( S \)-local equivalences by Lemma 12.50 below.

When \( C \) is \( \text{Sch}, \text{Sm} \) or \( \text{Norm} \), the Bousfield localizations of the projective model structures on \( \Delta^{\text{op}}\text{rad}(C_+) \) and \( \Delta^{\text{op}}\text{PST}(C) \) at the classes of Nisnevich-local equivalences are also called Nisnevich-local model structures.

We will write \( \Delta^{\text{op}}\text{Pshv}(C_+)_\text{nis} \), etc., for these model structures. We will sometimes refer to them as Nisnevich-local projective model structures, to distinguish them from their corresponding injective model structures, which are discussed in Lemma 12.58 below.

The idea of using Bousfield localization to define local model structures is due to Blander, who proved the following result in [Bla01, Thm. 1.5, Lemma 4.1]. Although Blander’s results are stated for \( \Delta^{\text{op}}\text{Pshv}(C_+) \), his proofs also work for the model structures on radditive presheaves and presheaves with transfers on \( C \).

**Lemma 12.50.** In the Nisnevich-local model structures on \( \Delta^{\text{op}}\text{Pshv}(C_+), \Delta^{\text{op}}\text{rad}(C_+) \) and \( \Delta^{\text{op}}\text{PST}(C) \), the weak equivalences are exactly the Nisnevich-local equivalences.

Moreover, a simplicial presheaf \( F \) is Nisnevich-local in the sense of Bousfield localization (Definition 12.38) if and only if (i) \( F \to * \) is a projective fibration and (ii) \( F \) converts upper distinguished squares to homotopy pullback squares.

**Remark 12.50.1.** Blander actually considered the Bousfield localization for any essentially small Grothendieck site on \( C \), i.e., localization at the class \( S \) of maps inducing an isomorphism on the sheaves of homotopy groups, and proved in [Bla01, 1.5] that \( S \) is always the class of \( S \)-local equivalences.

**Remark 12.50.2.** If there were only a set of Nisnevich-local equivalences, we could also conclude that the model structures exist by Theorem 12.39, as the projective model structures are left proper (see Remark 12.24.2 and Example 12.24.1), and cellular (by 12.11.1). Thus if we restrict to presheaves \( X \) with the cardinality of all \( X(U) \) uniformly bounded by an appropriate cardinal, we would also get Nisnevich-local model structures.
By naturality of Bousfield localization [Hir03, 3.3.20], there are Quillen adjunctions:

\[
\Delta^{\text{op}}\text{Pshv}(\mathcal{C}_+)_{\text{nis}} \xrightarrow{(\mathcal{C}, \text{incl})} \Delta^{\text{op}}\text{Pshv}(\mathcal{C})_{\text{nis}}; \\
\Delta^{\text{op}}\text{Pshv}(\text{Sm}_+)_{\text{nis}} \xrightarrow{(i^*, i_*^*)} \Delta^{\text{op}}\text{Pshv}(\text{Norm}_+)_{\text{nis}}; \\
\Delta^{\text{op}}\text{PST}(\text{Sm}_+)_{\text{nis}} \xrightarrow{(i^*, i_*^*)} \Delta^{\text{op}}\text{PST}(\text{Norm}_+)_{\text{nis}}.
\]

It is easy to see that the squares in (12.28.1) also form a commutative diagram of Nisnevich-local model categories and Quillen adjunctions.

In Section 12.8, we will need the following comparison between the Nisnevich-local model structures on \(\Delta^{\text{op}}\text{Pshv}(\mathcal{C}_+)\) and \(\Delta^{\text{op}}\text{Pshv}(\mathcal{C}_+)\).

Recall from Definition 12.38 that a presheaf \(L\) is Nisnevich-local if \(\text{Hom}(f, L)\) is a projective weak equivalence for every Nisnevish-local map \(f\).

**Corollary 12.51.** A morphism \(X \xrightarrow{f} Y\) in \(\Delta^{\text{op}}\text{rad}(\mathcal{C}_+)\) is a Nisnevich-local fibration (resp., Nisnevich-local equivalence) if and only if it is a Nisnevich-local fibration (resp., Nisnevich-local equivalence) in \(\Delta^{\text{op}}\text{Pshv}(\mathcal{C}_+)\).

A presheaf \(X\) in \(\Delta^{\text{op}}\text{rad}(\mathcal{C}_+)\) is Nisnevich-local if and only if it is Nisnevich-local in \(\Delta^{\text{op}}\text{Pshv}(\mathcal{C}_+)\).

**Proof.** It suffices to establish the result for (Nisnevich-)local fibrations, since the other assertions follow formally from Lemma 12.50. One direction is easy: if \(f\) is a local fibration in \(\Delta^{\text{op}}\text{rad}(\mathcal{C}_+)\), then \(f\) is a local fibration in \(\Delta^{\text{op}}\text{Pshv}(\mathcal{C}_+)\) by the Quillen adjunction.

Conversely, suppose that \(f : X \to Y\) is a Nisnevich-local fibration in \(\Delta^{\text{op}}\text{Pshv}(\mathcal{C}_+)\), i.e., \(f\) has the right lifting property for trivial cofibrations in \(\Delta^{\text{op}}\text{Pshv}(\mathcal{C}_+)\). Let \(j : A \xrightarrow{\sim} B\) be a trivial cofibration in \(\Delta^{\text{op}}\text{rad}(\mathcal{C}_+)\). We can factor \(j\) in \(\Delta^{\text{op}}\text{Pshv}(\mathcal{C}_+)\) as \(A \xrightarrow{\sim} B' \xrightarrow{\sim} B\), where the first map is a trivial cofibration and the second map is a trivial fibration; note that \(B'\) is not radditive. By Lemma 12.26(1), we can also factor \(j\) as the composition of a termwise nice map \(A \xrightarrow{\sim} \tilde{B}\), the map \(\tilde{B} \to \tilde{B}^{\text{rad}}\), and a retraction \(\tilde{B}^{\text{rad}} \to B\) of \(B \xrightarrow{\sim} \tilde{B}^{\text{rad}}\). Given the solid square below on the left, the map \(B' \to B \to Y\) has a lift \(\lambda : B' \to X\) by the lifting property for \(f\) relative to \(A \xrightarrow{\sim} B'\). Thus we may form the right hand diagram below, in which the top composite is \(a\).

Because \(B' \to B\) is a trivial local fibration in \(\Delta^{\text{op}}\text{Pshv}(\mathcal{C}_+)\), there is a map \(\beta : \tilde{B} \to B'\) factoring the first square on the right; the evident map \(\lambda\beta\) factors the outer square on the right.
Factoring $\lambda \beta$ as $\tilde{B} \to \tilde{B}^{\mathrm{rad}} \xrightarrow{\gamma} X$, the composite $B \xrightarrow{\iota} \tilde{B}^{\mathrm{rad}} \xrightarrow{\gamma} X$ factors the large square on the left. Thus $f$ has the right lifting property for trivial cofibrations in $\Delta^{op}\mathrm{rad}(C_+)$, i.e., $f$ is a local fibration in $\Delta^{op}\mathrm{rad}(C_+)$. \qed

Our next goal is to show (in Proposition 12.54) that the Nisnevich-local model structure on $\Delta^{op}\mathrm{Pshv}(C)$ is actually the Bousfield localization at a class $S$ of maps, indexed by the upper distinguished squares. The $S$-localization is designed to turn upper distinguished squares into homotopy cartesian squares.

**Lemma 12.52.** For each diagram $B \leftarrow A \to C$ in $C$, the homotopy pushout $K$ is cofibrant in $\Delta^{op}\mathrm{Pshv}(C)$, and $K \amalg K \to K \amalg \Delta^1$ is a cofibration.

**Proof.** Recall that $K$ is the pushout of the diagram $B \amalg C \leftarrow A \amalg A \to A \amalg \Delta^1$. As pointed out in Example 12.11.1, $A \amalg A \to A \amalg \Delta^1$ is one of the generating cofibrations in the projective model structure on $\Delta^{op}\mathrm{rad}(C)$, so the pushout $B \amalg C \to K$ is a cofibration. Since $B \amalg C$ is cofibrant (by Examples 12.4 and 12.14.1), $K$ is cofibrant.

Similarly, $(A \amalg \Delta^1) \amalg \partial \Delta^1 \to (A \amalg \Delta^1) \amalg \Delta^1$ is a cofibration, and $K \amalg K \to K \amalg \Delta^1$ is the pushout of this along $A \amalg \Delta^1 \to K$, so it is a cofibration. \qed

**Lemma 12.53.** Given a diagram $B \leftarrow A \to C$ of representable presheaves with homotopy pushout $K$, and a globally fibrant presheaf $F$, the simplicial set $\mathrm{Map}(K, F)$ is the homotopy pullback of the diagram $F(B) \leftarrow F(A) \to F(C)$.

**Proof.** For each $n$, the homotopy pushout of $B \amalg \Delta^n \leftarrow A \amalg \Delta^n \to C \amalg \Delta^n$ is $K \amalg \Delta^n$. Since $\mathrm{Map}(K, F)_n = \mathrm{Hom}(K \amalg \Delta^n, F)$, this implies that $\mathrm{Map}(K, F)$ is the presheaf pullback of the diagram

$$\mathrm{Map}(A \times \Delta^1, F) \to \mathrm{Map}(A \amalg A, F) \leftarrow \mathrm{Map}(B \amalg C, F).$$

Here $A \amalg A$ and $B \amalg C$ are coproducts of presheaves. Since $F(A) = \mathrm{Map}(A, F)$ by Lemma 12.2, and similarly for $F(B), F(C)$,

$$\mathrm{Map}(B \amalg C, F) = \mathrm{Map}(B, F) \times \mathrm{Map}(C, F) \cong F(B) \times F(C)$$

and similarly for $\mathrm{Map}(A \amalg A, F)$; see \cite[9.2.3]{Hir03}. Since $\mathrm{Map}(A \amalg \Delta^1, F) \cong \mathrm{Map}_{\Delta^{op}\mathrm{Sets}}(\Delta^1, F(A))$ by Lemma 12.2, we have the pullback diagram

$$\begin{array}{ccc}
\mathrm{Map}(K, F) & \longrightarrow & \mathrm{Map}(\Delta^1, F(A)) \\
\downarrow & & \downarrow p \\
F(B) \times F(C) & \longrightarrow & F(A) \times F(A).
\end{array}$$

Since $F(A), F(B)$ and $F(C)$ are fibrant, and $p$ is a fibration, $\mathrm{Map}(K, F)$ is the homotopy pullback of $F(B) \leftarrow F(A) \to F(C)$; see \cite[13.3.2]{Hir03}. \qed

For each upper distinguished square $Q$ as in (12.48), with homotopy pushout $K_Q$, there is a canonical map $s_Q : K_Q \to V$.
**Proposition 12.54.** The Bousfield localization of $\Delta^{op}\text{Pshv}(C)$ or $\Delta^{op}\text{rad}(C)$ at $S = \{K_Q \to V\}$ is the Nisnevich-local model structure.

**Proof.** We give the proof for $\text{Pshv}(C)$; the proof for $\text{rad}(C)$ is similar. As with any Bousfield localization, the $S$-local equivalences are determined by the $S$-local objects (that is, the fibrant objects); see 12.38. Thus it suffices to show that an object is $S$-local if and only if it is Nisnevich-local. Since the localization $\Delta^{op}\text{Pshv}(C) \to \Delta^{op}\text{Pshv}(C)_{\text{nis}}$ is a left Quillen functor, its adjoint preserves fibrant objects: every Nisnevich-local object is an $S$-local object.

Conversely, suppose that $F$ is $S$-local; we need to show that it is Nisnevich-local. By Lemma 12.50, it suffices to show that it converts upper distinguished squares into homotopy pullback squares. Given an upper distinguished square $Q$ as in (12.48), with homotopy pushout $K_Q$, the square

$$\begin{eqnarray*}
\text{Map}(K_Q, F) & \to & F(V') \\
\downarrow & & \downarrow \\
F(U) & \to & F(U')
\end{eqnarray*}$$

is a homotopy pullback square by Lemma 12.53, as $F$ is globally fibrant by Definition 12.38. Since $F$ is $S$-local and $K_Q \to V$ is in $S$, the map from $F(V) \cong \text{Map}(V, F)$ to $\text{Map}(K_Q, F)$ is a homotopy equivalence of simplicial sets (see 12.38). It follows that $F(Q)$ is a homotopy pullback square, as required. □

Let $S$ denote the class of maps $s_Q : K_Q \to V$, as $Q$ runs over the upper distinguished squares in $C$, and let $T$ denote the class of maps $t_Q : K_Q \to \text{cyl}(s_Q)$ ($T$ is the class $\text{cyl} S$ of Proposition 12.43). Since each map $s_Q$ is a Nisnevich-local equivalence, and each $V \to \text{cyl}(s_Q)$ is a simplicial homotopy equivalence, each $t_Q$ is also a Nisnevich-local equivalence, and it is clear that the Bousfield localizations of $\Delta^{op}\text{rad}(C)$ at $S$ and $T$ are the same.

In fact, each $t_Q : K_Q \to \text{cyl}(s_Q)$ in $T$ is a cofibration with a cofibrant domain. To see this, fix $Q$ and recall from Lemma 12.52 that $K_Q$ is cofibrant and $K_Q \amalg K_Q \to K_Q \amalg \Delta^1$ is a cofibration. The pushout of this cofibration along $K_Q \amalg K_Q \to K_Q \amalg V$ is also a cofibration, namely $t_Q \amalg v : K_Q \amalg V \to \text{cyl}(s_Q)$. Since $V$ is cofibrant, $t_Q : K_Q \to \text{cyl}(s_Q)$ is a cofibration.

If $X$ is a simplicial object in $C^\text{ind}$ then so is $L_{\text{cyl} T} X$, because $L_{\text{cyl} T} X$ is a relative cell complex for $J^\text{cyl T}_{\text{ind}} \cup \Lambda(\text{cyl} T)$; $L_{\text{cyl} T} X$ is a transfinite composition of pushouts along maps in $J^\text{cyl T}_{\text{ind}}$, which are in $C^\text{ind}$ by 12.32. See Theorem 12.41(4).

**Remark 12.54.1.** Given Proposition 12.54, Theorem 12.39 implies that these Nisnevich-local model structures are left proper and cellular. This was also proven by Blander (Lemmas 1.1 and 1.3 in [Bla01]).

**Theorem 12.55.** Let $S$ denote the class of morphisms $s_Q : K_Q \to V$, as $Q$ runs over all upper distinguished squares (12.48). Then the class of Nisnevish-local equivalences in $\Delta^{op}C^\text{ind}$ is the smallest $\Delta$-closed class of morphisms containing $S$. 

June 27, 2018 - Page 193 of 281
Model Structures

Proof. ([Voe10d, 3.51]) Let $E$ denote the smallest $\bar{\Delta}$-closed class of morphisms in $\Delta^{\text{op}} C^{\ind}$ containing $S$. By Theorem 12.47, the class of $S$-local equivalences is $\Delta$-closed. Thus we have

$$E \subseteq \{S\text{-local equivalences}\} = \{\text{Nisnevich-local equivalences}\}.$$  

(The equality is by Proposition 12.54.) We need to show that every $S$-local equivalence $f : X \to Y$ is in $E$. For each $f$, consider the following diagram.

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow & & \downarrow \\
L_{cyl}(X) & \xrightarrow{\text{in } E} & L_{cyl}(Y)
\end{array}
\]

By Proposition 12.43 and Example 12.44, the fibrant replacement maps $X \to L_{cyl}X$ are in $E$. By the remarks before this theorem, $E$ also contains the class $T$ of maps $K_Q \to cyl(s_Q)$. By the 2-out-of-3 property, $L_{cyl}(f) : L_{cyl}(X) \to L_{cyl}(Y)$ is an $S$-local equivalence between $S$-local fibrant objects. By Ken Brown’s Lemma 12.38.2, $L_{cyl}(f)$ is a global weak equivalence; by Theorem 12.31, it belongs to $E$. Again by the 2-out-of-3 property, $f$ is in $E$.

Application 12.55.1. The functor $i^* : \Delta^{\text{op}} \text{Sm}^{\ind} \to \Delta^{\text{op}} \text{Norm}^{\ind}$ preserves global weak equivalences, by Theorem 12.33. It follows from Theorem 12.55 that $i^*$ also takes Nisnevich-local equivalences to Nisnevich-local equivalences.

We will see another application of Theorem 12.55 in Section 14.3, that the symmetric powers functors $S^G$ preserve Nisnevich-local equivalences.

12.8 Model categories of sheaves

In this section, we compare our Nisnevich-local model structure on presheaves on $C$ to the Morel–Voevodsky model structure on sheaves introduced in [MV99], when $C$ is $\text{Sch}$, $\text{Sm}$ or $\text{Norm}$. The intermediary is a projective model structure on Nisnevich sheaves, due to Blander, which we now recall.

By [Bla01, 2.1] there is a proper simplicial cellular projective model structure on the category $\Delta^{\text{op}} \text{Sheaves}(C)$ of simplicial sheaves on $C$. The weak equivalences and fibrations in this category are the Nisnevich-local equivalences and fibrations of the underlying simplicial presheaves. The usual sheafification adjunction $(a^*, a_*)$ is a Quillen adjunction for both $\Delta^{\text{op}} \text{Pshv}(C) \to \Delta^{\text{op}} \text{Sheaves}(C)$ and $\Delta^{\text{op}} \text{Pshv}(C)_* \to \Delta^{\text{op}} \text{Sheaves}(C)$, because the forgetful functor $a_*$ preserves fibrations and weak equivalences.

Theorem 12.56. We have Quillen equivalences for both the pointed and unpointed Nisnevich-local projective model categories:

$$\Delta^{\text{op}} \text{Pshv}(C)_{\text{nis}} \xrightarrow{\sim} \Delta^{\text{op}} \text{rad}(C)_{\text{nis}} \xrightarrow{\sim} \Delta^{\text{op}} \text{Sheaves}(C).$$
Proof. Blander observed in [Bla01, 2.2] that sheafification \((a^*, a_*)\) is a Quillen equivalence \(\Delta^{op}\Pshv(C) \to \Delta^{op}\Sheaves(C)\) for the Nisnevich-local projective model structure, because for any simplicial presheaf \(F\) the map \(F \to a_*a^*F\) is a Nisnevich-local equivalence. This observation also holds in the pointed setting.

Example 12.14.3 shows that for any simplicial presheaf \(A\) the map \(A \to \text{rad}A\) induces an isomorphism of Nisnevich sheaves. Using Corollary 12.51, it follows that for any simplicial radditive presheaf \(B\), a map \(A \to B\) is a local equivalence in \(\Delta^{op}\Pshv(C)\) if and only if the map \(A_{\text{rad}} \to B\) is a local equivalence in \(\Delta^{op}_{\text{rad}}(C)\). By definition (see 12.0), the Nisnevich-local Quillen adjunction \((-_{\text{rad}}, \text{incl})\) is a Quillen equivalence.

The inclusion \(i : \text{Sm} \subset \text{Norm}\) allows us to compare homotopy categories. The following lemma is taken from [Voe10c, 2.43].

**Lemma 12.57.** The total direct image \(L_i^*\) embeds the Nisnevich-local homotopy category of \(\Delta^{op}\Pshv(\text{Sm})_{\text{nits}}\) into the Nisnevich-local homotopy category of \(\Delta^{op}\Pshv(\text{Norm})_{\text{nits}}\) as a full (coreflective) subcategory.

**Proof.** By Lemma 12.3(1), \(i^* : \Delta^{op}\Pshv(\text{Sm}) \to \Delta^{op}\Pshv(\text{Norm})\) is a full embedding as a coreflective subcategory (i.e., \(X \cong i_*i^*X\) for all \(X\)). Because \(i_*\) preserves Nisnevich-local equivalences, the proof of Lemma 12.3 goes through to show that \((i^*, i_*)\) is a Quillen adjunction between the corresponding Nisnevich-local model structures, and that \(i_* \cong R_{i^*}\). As in the proof of Lemma 12.3(2), there is an induced adjunction \((L_i^*, R_{i_*})\) between the homotopy categories, and \(L_i^*\) is a full embedding as a coreflective subcategory: each \(X \to i_*L_i^*X \cong i_*i^*X\) is an isomorphism in the homotopy category of \(\Delta^{op}\Pshv(\text{Sm})_{\text{nits}}\).

**Injective model structures.** There is a different model structure on the category of simplicial sheaves, called the local injective model structure. Although the weak equivalences are still the Nisnevich-local equivalences of Definition 12.49, the cofibrations are the monomorphisms, and the fibrations are determined by the right lifting property. The injective model structure is due to Joyal (see [Jar86]), and is used by Morel and Voevodsky in [MV99].

**Lemma 12.58.** The identity map is a Quillen equivalence, from the Nisnevich-local projective model structure on simplicial sheaves to the Nisnevich-local injective model structure on simplicial sheaves.

**Proof.** The identity is a Quillen functor because every projective cofibration is a monomorphism and hence a cofibration for the Nisnevich-local injective structure (see 12.0). Because the homotopy categories of the two model structures are both the localization of \(\Delta^{op}\Sheaves(C)\) at the class of Nisnevich-local equivalences, they are canonically isomorphic.

**Remark 12.58.1.** (Blander) The Nisnevich-local injective model structure on simplicial sheaves has more cofibrations than the Nisnevich-local projective model structure. For example, if \(U \to X\) is an open inclusion then the map

June 27, 2018 - Page 195 of 281
of representable sheaves is a cofibration in the injective model structure (by definition), but not always a cofibration in the projective model structure, because it does not have the left lifting property with respect to a Kan fibration \( F \to * \) unless \( F(X) \to F(U) \) is onto.

We now turn to the corresponding results for sheaves with transfers.

**Definition 12.59.** Let \( \text{NST}(\mathcal{C}, R) \) denote the category of Nisnevich sheaves of \( R \)-modules with transfers (sheaves which are also presheaves with transfers). By [Jar03, 2.2], the Nisnevich-local equivalences and projective cofibrations determine a proper closed simplicial model structure on the simplicial category \( \Delta^{\text{op}} \text{NST}(\mathcal{C}, R) \).

Because the sheafification \( a^\ast_{\text{nis}}(F) \) of a presheaf with transfers \( F \) is a sheaf with transfers (see [MVW, 13.1]), and the forgetful functor \( a^\ast \) to \( \Delta^{\text{op}} \text{PST}(\mathcal{C}, R) \) preserves fibrations and weak equivalences, sheafification determines a Quillen adjunction \((a^\ast, a^\ast)\) from \( \Delta^{\text{op}} \text{PST}(\mathcal{C}, R) \) to \( \Delta^{\text{op}} \text{NST}(\mathcal{C}, R) \).

**Theorem 12.60.** The adjoint pair \((a^\ast_{\text{nis}}, a^\ast)\) defines a Quillen equivalence \( \Delta^{\text{op}} \text{PST}(\mathcal{C}, R)_{\text{nis}} \xrightarrow{\simeq} \Delta^{\text{op}} \text{NST}(\mathcal{C}, R) \).

Moreover, both (equivalent) homotopy categories are equivalent to the full subcategory \( \mathcal{D}^{\leq 0}(\text{NST}) \) of the derived category \( \mathcal{D}^{-}(\text{NST}(\mathcal{C}, R)) \) of Nisnevich sheaves of \( R \)-modules with transfers on \( \mathcal{C} \).

**Proof.** Let \( A \) be in \( \Delta^{\text{op}} \text{PST}(\mathcal{C}, R) \) and let \( F \) be in \( \Delta^{\text{op}} \text{NST}(\mathcal{C}, R) \). By Definition 12.49, a map \( A \to a^\ast F \) is a Nisnevich-local equivalence if \( a^\ast_{\text{nis}}(A) \to F \) is a weak equivalence of simplicial sheaves, i.e., a Nisnevich-local equivalence in \( \Delta^{\text{op}} \text{NST}(\mathcal{C}, R) \). Thus \((a^\ast_{\text{nis}}, a^\ast)\) is a Quillen equivalence.

The embedding into the derived category follows from the observation that via the Dold–Kan correspondence, a Nisnevich-local equivalence between simplicial sheaves is the same as a quasi-isomorphism between the associated chain complexes of sheaves.

**Corollary 12.61.** The derived functor \( L^\ast_i \) embeds the homotopy category \( \mathcal{D}^{\leq 0}(\text{NST}(\text{Sm}, R)) \) into the homotopy category \( \mathcal{D}^{\leq 0}(\text{NST}(\text{Norm}, R)) \) as a coreflective subcategory.

**Proof.** Immediate from Lemma 12.3 and Theorem 12.60.

### 12.9 \( \mathbb{A}^1 \)-local model structure

We are now ready to provide a model structure on presheaves associated to the Morel–Voevodsky pointed \( \mathbb{A}^1 \)-homotopy category \( \text{Ho}_1 \). For \( \mathcal{C} \) either \( \text{Sm} \) or \( \text{Norm} \), consider the class \( S \) of maps \( X \times \mathbb{A}^1 \to X \) (regarded as maps between constant simplicial presheaves on \( \mathcal{C} \)) and the corresponding class \( S_+ \) of maps \( X \times \mathbb{A}^1_+ \to X_+ \) in the pointed category \( \Delta^{\text{op}} \text{Pshv}(\mathcal{C}_+) \).
**Definition 12.62.** We write $\Delta^\text{op}\text{Pshv}(\mathcal{C})_{\mathbb{A}^1}$ (resp., $\Delta^\text{op}\text{Pshv}(\mathcal{C}_{+})_{\mathbb{A}^1}$) for the Bousfield localization of $\Delta^\text{op}\text{Pshv}(\mathcal{C})_{\text{nis}}$ (resp., of $\Delta^\text{op}\text{Pshv}(\mathcal{C}_{+})_{\text{nis}}$) with respect to the class $S$ of projections $X \times \mathbb{A}^1 \to X$ (resp., to the class $S_+$. They are called the $\mathbb{A}^1$-local projective model structures on these categories, and the weak equivalences in this model structure are called $\mathbb{A}^1$-local equivalences.

We can also form the Bousfield localization $\Delta^\text{op}{\text{Sheaves}}(\mathcal{C})_{\mathbb{A}^1}$ of the projective model structure on $\Delta^\text{op}{\text{Sheaves}}(\mathcal{C})$ with respect to the class $S$. By Remark 12.38.1 and Theorem 12.56, $\Delta^\text{op}\text{Pshv}(\mathcal{C})_{\mathbb{A}^1} \simeq \Delta^\text{op}\text{Pshv}(\mathcal{C}_{+})_{\mathbb{A}^1}$ is a Quillen equivalence. A similar assertion is true for the pointed categories.

**Remark 12.62.1.** We could also take the Bousfield localization at the class of inclusions $X \to X \times \mathbb{A}^1$. Since both the projections and inclusions define the same class of weak equivalences, the Bousfield localizations are equivalent.

The category $\Delta^\text{op}\text{Sheaves}(\mathcal{C})$ also has an $\mathbb{A}^1$-local injective model structure. This is defined as the Bousfield localization of the injective model structure (Lemma 12.58) with respect to the class of maps $X \to X \times \mathbb{A}^1$. It is the model category used by Morel and Voevodsky in [MV99, 3.2.1].

**Definition 12.63.** The $\mathbb{A}^1$-homotopy category $\text{Ho}(\mathcal{C})$ is the homotopy category of the $\mathbb{A}^1$-local injective model structure on $\Delta^\text{op}\text{Sheaves}(\mathcal{C})$.

The pointed $\mathbb{A}^1$-homotopy category $\text{Ho}_*(\mathcal{C})$ is formed in the same way from pointed simplicial sheaves; see [MV99, p.109].

**Lemma 12.64.** The $\mathbb{A}^1$-local projective model structure and the $\mathbb{A}^1$-local injective model structure on $\Delta^\text{op}\text{Pshv}(\mathcal{C})$ are Quillen equivalent. In particular, they have canonically equivalent homotopy categories. Thus we have Quillen equivalences:

$$\text{Ho}(\Delta^\text{op}\text{Pshv}(\mathcal{C})_{\mathbb{A}^1}) \xrightarrow{\simeq} \text{Ho}(\Delta^\text{op}\text{Sheaves}(\mathcal{C})_{\mathbb{A}^1}) \xrightarrow{\simeq} \text{Ho}(\mathcal{C})$$

$$\text{Ho}(\Delta^\text{op}\text{Pshv}(\mathcal{C}_{+})_{\mathbb{A}^1}) \xrightarrow{\simeq} \text{Ho}(\Delta^\text{op}\text{Sheaves}(\mathcal{C}_{+})_{\mathbb{A}^1}) \xrightarrow{\simeq} \text{Ho}_*(\mathcal{C}).$$

**Proof.** The class of maps $X \to X \times \mathbb{A}^1$ is is the same class used in Remark 12.62.1 to form the $\mathbb{A}^1$-local projective model structure in Definition 12.62. The first assertion now follows from Lemma 12.58 and Remark 12.38.1. The final sentences follow from 12.0 and Definition 12.63. 

The $\mathbb{A}^1$-local equivalences are difficult to describe directly. By Definition 12.38, a map $E \to F$ is an $\mathbb{A}^1$-local equivalence if for any $\mathbb{A}^1$-local $L$ the map $\text{Map}(F,L) \to \text{Map}(E,L)$ is a Nisnevich-local equivalence. This reduces the problem to describing $\mathbb{A}^1$-local objects. By Definition 12.38, an object $L$ of $\Delta^\text{op}\text{Pshv}(\mathcal{C}_{+})$ is $\mathbb{A}^1$-local if and only if:

(i) $L$ is Nisnevich-local, as characterized in Lemma 12.50, and

(ii) $\text{Map}(U,L) \to \text{Map}(U \times \mathbb{A}^1, L)$ is a weak equivalence for all $U$.

By Lemma 12.2, $\text{Map}(U,L) \cong L(U)$. Thus (ii) is equivalent to the condition:

(ii') $L(U \times \mathbb{A}^1) \to L(U)$ is a weak equivalence for all $U$ in $\mathcal{C}$.

Given Definition 12.62, Theorem 12.47 immediately implies:
**Lemma 12.65.** The \( \mathbb{A}^1 \)-local equivalences in \( \Delta^{op}(\mathcal{C}_{\text{ind}}) \) form a \( \bar{\Delta} \)-closed class.

We now give another description of \( \mathbb{A}^1 \)-equivalences, taken from [Voe10d, 3.49]. Here \( \mathcal{C} \) is either \( \text{Sch}, \text{Sm} \) or \( \text{Norm} \), and ‘sheaves’ means for the Nisnevich topology on \( \mathcal{C} \).

**Theorem 12.66.** In either \( \Delta^{op}(\mathcal{C}_{\text{ind}}) \) or \( \Delta^{op} \text{Sheaves}(\mathcal{C}) \), the \( \mathbb{A}^1 \)-local equivalences form the smallest \( \bar{\Delta} \)-closed class containing the Nisnevich-local equivalences and the projections \( X \times \mathbb{A}^1 \to X \).

**Proof.** By Proposition 12.54 and Definition 12.62, the \( \mathbb{A}^1 \)-local (projective) model structure is the Bousfield localization of the projective model structure at \( S_0 \cup S_{\text{nis}} \), where \( S_{\text{nis}} \) denotes the class of morphisms \( s_Q : K_Q \to V \) described in Theorem 12.55, and \( S_0 \) denotes the class of zero-sections \( X \to (X \times \mathbb{A}^1) \).

Let \( E \) denote the smallest \( \bar{\Delta} \)-closed class of morphisms in \( \Delta^{op} \mathcal{C}_{\text{ind}} \) containing both \( S_{\text{nis}} \) and \( S_0 \); by Theorem 12.55, \( E \) contains all Nisnevich-local equivalences in \( \Delta^{op} \mathcal{C}_{\text{ind}} \). The class of \( \mathbb{A}^1 \)-local equivalences in \( \Delta^{op}(\mathcal{C}_{\text{ind}}) \) is \( \bar{\Delta} \)-closed, by Lemma 12.65, so it contains \( E \). It remains to show that every \( \mathbb{A}^1 \)-local equivalence in \( \Delta^{op}(\mathcal{C}_{\text{ind}}) \) is in \( E \).

As in the proof of Theorem 12.55, let \( T_{\text{nis}} \) denote the class of maps \( K_Q \to \text{cyl}(s_Q) \), let \( S_1 \) be the class \( \text{cyl}(T) \), and set \( S = S_0 \cup S_1 \). Then \( E \) contains \( S \), and the fibrant replacement maps \( X \to L_S X \) of Theorem 12.41(4) also belong to \( E \) by Proposition 12.43.

For each \( \mathbb{A}^1 \)-local equivalence \( f : X \to Y \), consider the following diagram.

\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\downarrow \text{in } E & & \downarrow \text{in } E \\
L_S(X) & \xrightarrow{\text{in } E} & L_S(Y).
\end{array}
\]

By the 2-out-of-3 property, the bottom map \( L_S(f) : L_S(X) \to L_S(Y) \) is an \( \mathbb{A}^1 \)-local equivalence between \( \mathbb{A}^1 \)-local fibrant objects. By Ken Brown’s Lemma 12.38.2, \( L_S(f) \) is a global weak equivalence; by Theorem 12.31, \( L_S(f) \) belongs to \( E \). Again by the 2-out-of-3 property, \( f \) is in \( E \).

**Corollary 12.67.** The total direct image \( L_i^* \) embeds the \( \mathbb{A}^1 \)-local homotopy category \( \text{Ho}_i(\text{Sm}) \) into the \( \mathbb{A}^1 \)-local homotopy category \( \text{Ho}_i(\text{Norm}) \) as a full (coreflective) subcategory.

**Proof.** Because \( i_* \) commutes with products, it sends the maps \( U \times \mathbb{A}^1_+ \to U_+ \) to maps \( (i_*)U \times \mathbb{A}^1_+ \to (i_*)U_+ \), which are \( \mathbb{A}^1 \)-local equivalences. Because \( i_* \) commutes with colimits, and preserves Nisnevich-local equivalences, Theorem 12.66 implies that \( i_* \) sends \( \mathbb{A}^1 \)-local equivalences to \( \mathbb{A}^1 \)-local equivalences, and \( i_*Y \cong R_iY \) for all \( Y \). The proof of Lemma 12.3(2) now goes through, as it did for Lemma 12.57; that is, it suffices to assume \( X \) is \( \mathbb{A}^1 \)-cofibrant, in which case the unit of the adjunction \( X \to i_*LX \cong i_*i^*X \) is an isomorphism.

---

\(^1\)The proof of Theorem 12.66 is based on [Voe10d, 3.51] and [Del09, p. 389].
Notation 12.67.1. When $X$ and $Y$ are smooth, morphisms $X \to Y$ in $\text{Ho}(\text{Sm}_+)$ are the same as morphisms in $\text{Ho}(\text{Norm}_+)$, by 12.67. This justifies writing $[X,Y]_{\mathbb{A}^1}$ for the morphisms from $X$ to $Y$ in the $\mathbb{A}^1$-homotopy category $\text{Ho}(\text{Norm}_+)$. 

Presheaves with transfers. We now turn to the homological side of the story: the $\mathbb{A}^1$-model category structures on simplicial presheaves with transfers.

Definition 12.68. We write $\Delta^{op}_{\text{PST}}(\mathcal{C})_{\mathbb{A}^1}$ for the Bousfield localization of $\Delta^{op}_{\text{PST}}(\mathcal{C})_{\text{nis}}$ with respect to the class of maps $R_{tr}(X) \to R_{tr}(X \times \mathbb{A}^1)$. We write $\text{Ho}_{tr}(\mathcal{C})$ for the associated homotopy category.

Let $\text{DM}^{\leq 0}_{\text{eff}}(\mathcal{C})$ denote the full subcategory of the triangulated category $\text{DM}_{\text{nis}}(\mathcal{C})$ of [MVW, 14.1] consisting of complexes concentrated in nonpositive cohomological degrees. Using Theorem 12.60, we immediately obtain the following result.

Corollary 12.69. The homotopy category $\text{Ho}_{tr}(\mathcal{C})$ is equivalent to $\text{DM}^{\leq 0}_{\text{eff}}(\mathcal{C})$.

Example 12.69.1. If $X_\bullet$ is a pointed simplicial object of $\mathcal{C}$ (or $\mathcal{C}^{\text{ind}}$), then $L R_{tr}(X_\bullet) \xrightarrow{\sim} R_{tr}(X_\bullet)$ is an equivalence by 12.33.1. If $p \geq q$ then $R(q)[p]$ is a nonpositive cochain complex; regarding it as a simplicial object via the Dold–Kan correspondence, we have:

$$H^{p,q}(X_\bullet, R) = \text{Hom}_{\text{DM}}(R_{tr}(X_\bullet), R(q)[p])$$

$$\cong \text{Hom}_{\text{Ho}_{tr}}(L R_{tr}(X_\bullet), R(q)[p]) \cong [(X_\bullet)_+, u R(q)[p]].$$

This observation will be central to Chapter 13.

Remark 12.69.2. Let $L$ be a simplicial presheaf with transfers. Since each $X \to X \times \mathbb{A}^1$ is a map between cofibrant objects, it is well known that $L$ is $\mathbb{A}^1$-local in $\Delta^{op}_{\text{PST}}(\mathcal{C})$ if and only if $u L$ is $\mathbb{A}^1$-local in $\Delta^{op}_{\text{Pshv}}(\mathcal{C}_+)$. One reference for this fact is [Hir03, 3.1.12].

Remark 12.69.3. By naturality of Bousfield localization [Hir03, 3.3.20], the Quillen adjunctions $(i^*, i_*)$ and $(R_{tr}, u)$ of (12.28.1) are also Quillen adjunctions for the $\mathbb{A}^1$-local model structures, so that (12.28.1) induces a commutative diagram of $\mathbb{A}^1$-local model categories and Quillen adjunctions.

The corresponding diagram of $\mathbb{A}^1$-local homotopy categories uses the derived functors $L R_{tr}$ and $L i^*$:

\[
\begin{array}{ccc}
\text{Ho}_{\mathbb{A}^1}(\text{Sm}_+) & \xrightarrow{\text{(Li}^*, i_*)} & \text{Ho}_{\mathbb{A}^1}(\text{Norm}_+) \\
(L R_{tr}, u) \downarrow & & \downarrow (L R_{tr}, u) \\
\text{Ho}_{tr}(\text{Sm}) & \xrightarrow{\text{(Li}^*, i_*)} & \text{Ho}_{tr}(\text{Norm})
\end{array}
\]
Let $M$ be an object in $\text{DM}_{\text{eff}}^{\leq 0}(C) \simeq \text{Ho}_{\text{tr}}(C)$. Then $uM$ is a simplicial group object, so its classifying object $B(uM)$ exists; $B(uM)$ is the simplicial object associated to $p \mapsto (uM)^p$. Since $u$ preserves fibration sequences, such as $M \to \text{cone}(M) \to M[1]$, we see that

$$u(M[1]) \simeq B(uM).$$

Similarly, since $R_{\text{tr}}$ preserves cofibration sequences, such as the simplicial suspension sequence $V_+ \to \text{cone}(V)_+ \to \Sigma V$, we have

$$R_{\text{tr}}(\Sigma V) \simeq R_{\text{tr}}(V)[1]. \quad (12.71)$$

If $V$ is any simplicial radditive presheaf on $\text{Norm}_+$, the natural transformation $R_{\text{tr}}(i_*(V)) \to i_*(R_{\text{tr}}V)$ is an $\mathbb{A}^1$-local equivalence of presheaves with transfers on $\text{Sm}$, because it is a global weak equivalence by (12.28.1). Thus $R_{\text{tr}}(i_*(V))$ and $i_*(R_{\text{tr}}V)$ are identified in $\text{DM}_{\text{eff}}$.

We can use (12.71) to obtain an interpretation of the motivic cohomology of any $V$ in $\Delta^{\text{op}}\text{Norm}_+$. By (12.70) and Example 12.33.1, $L_{\text{res}}(i_*(V)) \simeq i_*L_{\text{res}}(V) \simeq i_*V$. Therefore

$$H^{p,q}(V, R) = [i_*V, uR(q)[p]]_{\mathbb{A}^1} \cong \text{Hom}_{\text{DM}}(L_{\text{tr}}(i_*(V)), R(q)[p]) = \text{Hom}_{\text{DM}}(i_*R_{\text{tr}}(V), R(q)[p]).$$

**Topological realization 12.72.** There is a realization functor from $\text{Sm}/C$ to the category $\text{Top}_c$ of locally contractible topological spaces, sending $X$ to $X(C)$ and $\mathbb{A}^1$ to a contractible space. This implies that there is an inverse image sheaf functor, from $\Delta^{\text{op}}\text{Pshv}(\text{Sm}/C)$ to simplicial sheaves on $\text{Top}_c$, sending $\mathbb{A}^1$-local equivalences to weak equivalences. By Morel–Voevodsky [MV99, 3.3.3], the inclusion of simplicial sets into simplicial sheaves on $\text{Top}_c$ induces an equivalence of homotopy categories (its inverse is evaluation of a simplicial sheaf on the topological simplices). Hence we have a functor $t^{\mathbb{C}}$ from the $\mathbb{A}^1$-homotopy category $\text{Ho}(\text{Sm}/C)$ to the usual homotopy category; see [MV99], 2.1.57, 2.3.17 and 3.3.4ff. Up to homotopy, the topological realization functor sends $\mathbb{A}^n - 0$ to $S^{2n-1}$ and $\mathbb{A}^n/(\mathbb{A}^n - 0)$ to $S^{2n}$.

The Quillen functor $u : \Delta^{\text{op}}\text{PST}(\text{Sm}) \to \Delta^{\text{op}}\text{prad}(\text{Sm}_+)$ of Remark 12.69.3 lands in the category of simplicial sheaves of $R$-modules. Composition with $t^{\mathbb{C}}$ gives a simplicial $R$-module, which we may identify with a chain complex using the Dold–Kan correspondence. As the composition sends $\mathbb{A}^1$-local equivalences to chain homotopy equivalences, it induces a functor on homotopy categories. By the previous paragraph, $t^{\mathbb{C}}$ sends $L^n[b]$ to the reduced chain complex $C_*(S^{2n+b}, R)$ and the reduced motive $S^n(L^n[b])$ of (14.1) to $C_*(S^n(S^{2n+b}), R)$.

### 12.10 Historical notes

The global projective model structure on simplicial presheaves was present in Quillen’s foundational paper [Qui67] on homotopical algebra. Brown and Ger-
sten introduced the local projective model structure in \cite{BG73} as a descent tool for simplicial sheaves, and the injective model structure on simplicial sheaves is due to Joyal; see \cite{Jar86}. These model structures were studied by Jardine, who pointed out in \cite{Jar87} and \cite[App. B]{Jar00} that the model structures could profitably be lifted to presheaves.

The original model structure used by Morel and Voevodsky in \cite[2.1.4]{MV99} to define the motivic homotopy category $\mathbf{Ho}$ was the global injective model structure on simplicial sheaves, and the $A^1$-localization of this model structure. Blander pointed out in \cite{Bla01} that this could also be accomplished using the projective model structure and its Bousfield localizations on either sheaves or presheaves, as we have done here; see also \cite{RO06}. Theorem 12.5 is new.

The radditive functors approach we have used is taken from \cite{Voe10d}. Some of the characterizations are new, such as 12.26 and 12.51. Our definition 12.29 of a $\Delta$-closed class is taken from \cite[2.18]{Voe10d}. This differs slightly, both from the definition in \cite{Del09} — which requires arbitrary coproducts — and the original definition in \cite{Voe00a}. Theorem 12.47 is new.

The construction of the Hurewicz functor $R_{tr}$ was done independently by many people; see \cite[14.7]{Spi01}, \cite[p. 241]{Mor04}, \cite{Wei04} and \cite{Rio07}. It is also implicit in the 2000 preprint \cite{Voe00a}, and underlies the viewpoint presented in \cite[2.1]{Voe03c}. The use of the adjunction $(R_{tr}, u)$ to construct classifying spaces is taken primarily from \cite{Voe10c}, and partially from \cite{Wei09}.
Chapter 13

Cohomology operations

Fix a perfect field \( k \). Although motivic cohomology was originally defined for smooth varieties over \( k \), it is more useful to view it as a functor defined on the pointed \( \mathbb{A}^1 \)-homotopy category \( \mathbf{Ho}_\ast \), originally constructed by Morel and Voevodsky in [MV99, 3.3.2] and discussed in Section 12.9 above.

After defining cohomology operations and giving a few examples, we devote Section 13.2 to an axiomatic treatment of the motivic Steenrod operations, following Voevodsky [Voe03c]. The motivic Milnor operations are presented in Section 13.4. In Section 13.6, we show that the sequence of Milnor operations \( Q_i \) is exact on the reduced cohomology of the suspension \( \Sigma X \) attached to a Rost variety \( X \), using the degree map \( t_N \) of Section 13.5. We conclude with Voevodsky’s motivic degree theorem in Section 13.7, which is needed for the proof of Proposition 5.16.

13.1 Motivic cohomology operations

For each abelian group \( A \), the motivic cohomology groups \( H^{p,q}(-, A) \) form a bigraded family of functors from smooth (simplicial) schemes to abelian groups. By definition, there is a chain complex \( A(q)[p] \) of sheaves with transfers so that \( H^{p,q}(X, A) = \text{Hom}_{\mathcal{DM}}(R_{tr}(X), A(q)[p]) \); see [MVW, 3.1].

Suppose for simplicity that \( p \geq q \). Then the cochain complex \( A(q)[p] \) is zero in positive degrees, so it may be identified with a simplicial sheaf with transfers (by the Dold–Kan correspondence); we define \( K(A(q), p) \) to be the underlying pointed simplicial sheaf \( uA(q)[p] \). Via the adjunction \( (R_{tr}, u) \) in (12.70), we saw in Example 12.69.1 that for every smooth (simplicial) scheme \( X \) we have

\[
H^{p,q}(X, A) = \text{Hom}_{\mathbf{Ho}_\ast}(R_{tr}(X), A(q)[p]) \cong \text{Hom}_{\mathbf{Ho}_\ast}(X_+, K(A(q), p)).
\]

(Here \( X_+ \) is \( X \) with a disjoint basepoint.) This formula allows us to extend motivic cohomology from smooth schemes to the pointed \( \mathbb{A}^1 \)-homotopy category \( \mathbf{Ho}_\ast \).
**Definition 13.1.** Given a pointed motivic space \( M \), we define the reduced motivic cohomology of \( M \), \( H^{p,q}(M,A) \), to be \( \text{Hom}_{\text{Ho}_{\mathbb{A}}} (M, K(A(q),p)) \).

A cohomology operation \( \phi \) is a natural transformation from \( H^{r,s}(-,A) \) to \( \tilde{H}^{p,q}(-,B) \) of contravariant functors \( \text{Ho}_{\mathbb{A}} \to \text{Sets} \). It depends upon the integers \( r, s, p, q \) and the groups \( A \) and \( B \); we say that \( \phi \) has bidegree \( (p-r, q-s) \).

By construction, \( \tilde{H}^{p,q}(-,A) \) is a representable cohomology theory on \( \text{Ho}_{\mathbb{A}} \).

Using the natural isomorphism \( H^{p,q}(X,A) \cong \tilde{H}^{p,q}(X_+,A) \), a cohomology operation also determines a natural transformation \( \phi_X : H^{r,s}(X,A) \to \tilde{H}^{p,q}(X,B) \) of functors defined on \( \Delta^{op} \text{Sm} \).

For example, if \( R \) is a ring then \( \tilde{H}^{*,*}(M,R) \) is a ring, and any monomial \( f(x) = cx^i \) with \( c \in \tilde{H}^{p,q}(k,R) \) defines a cohomology operation on \( \tilde{H}^{r,s}(-,R) \), taking values in \( \tilde{H}^{p+r,q+i}(\cdot,R) \).

**Lemma 13.1.1.** If \( c \neq 0 \), the operations \( x \mapsto cx^i \) are nonzero on \( H^{2n,n}(-,R) \).

**Proof.** By the Projective Bundle Theorem ([MVW, 15.5]), there is a canonical line element \( u \in \tilde{H}^{2,1}(\mathbb{P}^N,R) \) such that
\[
H^{*,*}(\mathbb{P}^N,R) \cong H^{*,*}(k,R)[u]/(u^{N+1}).
\]

When \( N \geq ni \) and \( x \) is \( u^n \in H^{2n,n}(\mathbb{P}^N,R) \), \( cx^i = cu^{ni} \) is nonzero. \( \square \)

By the Yoneda Lemma, cohomology operations on \( \tilde{H}^{r,s}(-,A) \) are classified by the motivic cohomology of \( K(A(s),r) \), with the identity operation \( x \mapsto x \) corresponding to the canonical element \( \alpha = \alpha_{r,s} \in \tilde{H}^{r,s}(K(A(s),r),A) \). We record this:

**Lemma 13.2.** The set of cohomology operations \( \psi : \tilde{H}^{r,s}(-,A) \to \tilde{H}^{p,q}(-,B) \) is in 1–1 correspondence with elements of \( \tilde{H}^{p,q}(K(A(s),r),B) \), with \( \psi \) corresponding to \( \psi(\alpha) \).

**Example 13.2.1** (\( H^{2,1} \)). The classifying space \( K(\mathbb{Z}(1),2) \) is represented by the pointed ind-scheme \( (\mathbb{P}^\infty, *) \); see [MV99, 4.3.8] or [Voe03c, 2.1]. Since \( H^{*,*}(\mathbb{P}^\infty,R) = \lim_{\leftarrow} H^{*,*}(\mathbb{P}^N,R) \) is the power series ring \( H^{*,*}(k,R)[[t]] \) for every ring \( R \) (by the Projective Bundle Theorem [MVW, 15.5]), motivic cohomology operations \( \tilde{H}^{2,1}(-,\mathbb{Z}) \to \tilde{H}^{p,q}(-,R) \) are classified by sequences \( (a_1, a_2, ...) \) in the finite sum \( \bigoplus_{i=1}^{\infty} H^{p-2i,q-i}(k,R) \).

We can interpret the cohomology operation corresponding to \( (a_1, ...) \) as the polynomial \( x \mapsto f(x) = \sum a_i x^i \). Thus if \( t \) denotes a formal variable of bidegree \( (2,1) \) then cohomology operations \( \tilde{H}^{2,1}(-,\mathbb{Z}) \to \tilde{H}^{p,q}(-,R) \) are just homogeneous polynomials \( f(t) \) in \( H^{*,*}(k,R)[t] \) of bidegree \( (p,q) \).

**Example 13.2.2** (\( H^{1,1} \)). The pointed scheme \( \mathbb{G}_m = (\mathbb{A}^1 - \{0\},1) \) represents the classifying space \( K(\mathbb{Z}(1),1) \). This follows from the homotopy fibration sequence \( \mathbb{G}_m \to \mathbb{A}^\infty - \{0\} \to \mathbb{P}^\infty \) and Example 13.2.1; another proof will be given in 15.6 below. Since \( \tilde{H}^{p,q}(\mathbb{G}_m,R) \cong H^{p-1,q-1}(k,R) \), every motivic cohomology
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operation \( \tilde{H}^{1,1}(-, Z) \xrightarrow{\lambda} \tilde{H}^{p,q}(-, R) \) has the form \( \lambda(x) = ax \) for a unique \( a \in H^{p-1,q-1}(k, R) \). The element \( a \) is determined by \( \lambda(t) = at \), where \( t \in \tilde{H}^{1,1}(\mathbb{G}_m, Z) \) is the canonical element, via the isomorphism \( H^{p-1,q-1}(k, R) \cong \tilde{H}^{p,q}(\mathbb{G}_m, R) \) sending \( a \) to \( at \).

**Example 13.2.3** \((H^{0,0})\). Since \( K(A, 0) \) is the pointed set \( A \), it is not hard to see that cohomology operations \( \tilde{H}^{0,0}(-, A) \to \tilde{H}^{p,q}(-, B) \) correspond to pointed functions \( f : A \to H^{p,q}(k, B) \) (sending 0 to 0). If \( X \) is a smooth connected scheme then the cohomology operation corresponding to \( f \) is the composition

\[
H^{0,0}(X, A) = A \xrightarrow{f} H^{p,q}(k, B) \to H^{p,q}(X, B).
\]

**Operations in weight 0.** The case \( s = q = 0 \) may be classically understood as topological cohomology operations, classified in [Car54], because of the following well known lemma. If \( X \) is a smooth scheme, let \( \pi_0(X) \) denote the set of its components; if \( X_* \) is a smooth simplicial scheme, \( \pi_0(X_*) \) is a simplicial set.

**Lemma 13.3.** For every smooth simplicial scheme \( X_* \), the motivic cohomology group \( H^{p,0}(X_*, A) \) is isomorphic to the topological cohomology \( H^i_{top}(\pi_0X_*, A) \) of the simplicial set \( \pi_0(X_*) \).

**Proof.** For smooth connected \( X \) we have \( H^{p,0}(X, A) = H^p_{zar}(X, A) = 0 \) for \( p > 0 \) and \( H^{0,0}(X, A) = A \) almost by definition; see [MVW, 3.4]. Hence the spectral sequence \( E_1^{p,q} = H^q(X, A) \Rightarrow H^{p+q,0}(X_*, A) \) degenerates, as \( E_1^{p,q} = 0 \) for \( q \neq 0 \), and the \( q = 0 \) row \( E_1^{*,0} \) is the chain complex \( \text{Hom}(\pi_0(X_*), A) \). As the cohomology of this complex is \( H^*_{top}(\pi_0(X_*), A) \), we are done. \( \square \)

**Proposition 13.4.** Motivic cohomology operations \( \tilde{H}^r(0)(-,-) \to \tilde{H}^{0,0}(-,-) \) are in 1–1 correspondence with the classical topological cohomology operations \( H^r_{top}(-,-) \to \tilde{H}^0_{top}(-,-) \).

**Proof.** Let \( K(A, r) \) denote the simplicial Eilenberg–Mac Lane space representing \( H^r_{top}(-,-) \). As an object of \( H_{0,*} \), \( K(A(0), r) \) is represented by the pointed simplicial scheme which in degree \( i \) is the disjoint union of copies of \( \text{Spec}(k) \) indexed by the elements of the set \( K(A, r)_i \). In particular, \( \pi_0(K(A(0), r)) = K(A, r) \). Lemma 13.3 implies that \( \tilde{H}^{p,0}(K(A(0), r), B) \cong \tilde{H}^p_{top}(K(A, r), B) \). \( \square \)

**Example 13.4.1.** Consider the vector space \( V \) of all cohomology operations \( H^{2a+1,0}(-, \mathbb{Z}/\ell) \to H^{2a+2,0}(-, \mathbb{Z}/\ell) \) which vanish on suspensions. By Proposition 13.4, \( V \) is in 1–1 correspondence with the kernel of the map

\[
H^{2a+2}_{top}(K(\mathbb{Z}/\ell, 2a + 1), \mathbb{Z}/\ell) \to H^{2a+1}_{top}(K(\mathbb{Z}/\ell, 2a), \mathbb{Z}/\ell)
\]

induced by \( \Sigma K(\mathbb{Z}/\ell, 2a) \to K(\mathbb{Z}/\ell, 2a + 1) \). By [Ser52] and [Car54], \( V \) is a 1-dimensional vector space spanned by \( \beta^p_{top} \). (For \( \ell = 2 \) we have \( \alpha^p_{top} = \beta^p_{top} \).) This observation is used in Corollary 6.32.
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Remark 13.4.2. Recall that in topology the classical Eilenberg–Mac Lane space $BG = K(G, 1)$ of a group $G$ represents cohomology in the sense that $H^1_{\text{top}}(X, G) = [X, BG]$. There is a canonical element $\alpha_1 \in H^1_{\text{top}}(BG, G)$, corresponding to the identity of $BG$, and the Yoneda Lemma yields a 1–1 correspondence between cohomology operations $\psi : H^1_{\text{top}}(-, G) \to H^p_{\text{top}}(-, \mathbb{Z}/\ell)$ and elements of $H^p_{\text{top}}(BG, \mathbb{Z}/\ell)$, given by $\psi \mapsto \psi(\alpha_1)$.

In motivic cohomology, we have the simplicial classifying space $B_\ast(G)$, which is the simplicial set $BG$ regarded as a simplicial scheme. In simplicial degree $i$, $B_\ast(G)$ is the disjoint union over the indexing set $G^{i+1}$ of copies of $\text{Spec}(k)$ in simplicial degree $i$, and the simplicial structure comes from the group structure of $G$. Now set $G = \mathbb{Z}/\ell$. By Lemma 13.3, $H^{1,0}(-, \mathbb{Z}/\ell)$ is represented by $B_\ast(G)$ in the motivic homotopy category. Again by the Yoneda Lemma, there is a 1–1 correspondence between motivic cohomology operations $\psi : H^{1,0}(-, \mathbb{Z}/\ell) \to H^{p, q}(-, \mathbb{Z}/\ell)$ and elements of $H^{p, q}(B_\ast G, \mathbb{Z}/\ell)$, given by $\psi \mapsto \psi(\alpha_1)$, where $\alpha_1$ is the canonical element of $H^{1,0}(B_\ast G, \mathbb{Z}/\ell)$. These facts were also mentioned in Section 6.6, and used in Proposition 6.29.

Bi-stable operations. Recall from Definition 1.41 that a family of operations $\phi_{r,s} : H^{r,s}(-, A) \to H^{r+1,s+1}(-, B)$ of bidegree $(i, j)$ is called bi-stable if it commutes with both the simplicial suspension and the Tate suspension isomorphisms. (It is simplicially stable if it commutes with the simplicial suspension.) For every $c \in H^{p, q}(k, \mathbb{Z})$, the left multiplication $\lambda_{r,s}(x) = c x$ is a bi-stable operation.

Since simplicially stable operations (and hence bi-stable operations) are additive by [Voe03c, 2.10], the non-additive operations in Examples 13.2.1 and 13.2.3 are not bi-stable. The additive operations $f(x) = x^\ell$ defined on $H^{2,1}$ do extend to bi-stable operations, namely the bi-stable operations $P^1$ defined in the next section. The operations $f$ defined on $H^{0,0}(-, \mathbb{Z}/\ell)$ in Example 13.2.3 are only additive when $f$ is a homomorphism, and in that case correspond to multiplication by $f(1) \in H^{p, q}(k, B)$.

The canonical example of a bi-stable operation is the family of Bockstein operations $\beta : H^{p, q}(X, \mathbb{Z}/\ell) \to H^{p+1, q}(X, \mathbb{Z}/\ell)$, which are the boundary maps in the long exact sequence associated to the exact coefficient sequence $0 \to \mathbb{Z}/\ell(q) \to \mathbb{Z}/\ell^2(q) \to \mathbb{Z}/\ell(q) \to 0$. It is the reduction modulo $\ell$ of the integral Bockstein $\bar{\beta} : H^p(q)(X, \mathbb{Z}) \to H^{p+1}(X, \mathbb{Z})$, the boundary map associated to the exact sequence $0 \to \mathbb{Z}(q) \to \mathbb{Z}/\ell(q) \to \mathbb{Z}/\ell(q) \to 0$. It is well known that $\beta^2 = 0$, because it is the composition

$$H^{p,q}(X, \mathbb{Z}/\ell) \xrightarrow{\beta} H^{p+1,q}(X, \mathbb{Z}) \to H^{p+1,q}(X, \mathbb{Z}/\ell) \xrightarrow{\beta} H^{p+2,q}(X, \mathbb{Z}/\ell),$$

The following result is stated without proof in [Voe03c, (8.1)].

Lemma 13.5. The Bockstein is a derivation with respect to the cup product on $H^{*,*}(X, \mathbb{Z}/\ell)$.

Proof. (Folklore) Recall that $H^{p,q}(X, \mathbb{Z}/\ell^q)$ is the $p^{th}$ hypercohomology of a chain complex $\mathbb{Z}(q)/\ell^q$ of Zariski sheaves. Choose flasque Godement-style resolutions $\mathbb{Z}(q)/\ell^2 \to I(q)$ whose stalks are free (=injective) $\mathbb{Z}/\ell^2$-modules, and
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write $\bar{I}(q)$ for $I(q)/\ell$, so that $\mathbb{Z}(q)/\ell \to \bar{I}(q)$ is also a flasque resolution. Given cycles $u_i$ ($i = 1, 2$) representing $u_i \in H^{p_i,q_i}(X,\mathbb{Z}/\ell)$, lift them to chains $u'_i$ in $\bar{I}(q_i)$; then $\beta(u_i)$ is represented by $u''_i$, defined by $\delta(u''_i) = i(u''_i)$. The cup product $u_1 \cup u_2$ is represented by the image of $\bar{u}_1 \otimes \bar{u}_2$ under the map $m : \bar{I}(q_1) \otimes \bar{I}(q_2) \to \bar{I}(q_1 + q_2)$ resolving $\mathbb{Z}/\ell(q_1) \otimes \mathbb{Z}/\ell(q_2) \to \mathbb{Z}/\ell(q_1 + q_2)$; see [MVW, 3.11]. Since the coboundary on $\bar{I}(q_1) \otimes \bar{I}(q_2)$ satisfies

$$\delta(u'_1 \otimes u'_2) = i(u''_1) \otimes u'_2 + \beta(u''_1 \otimes \bar{u}_2) + (-1)^{p_1} \sum_{i<j} \beta(u''_i \otimes u''_j) \otimes \bar{u}_2$$

it follows that $\beta(u_1 \cup u_2)$ is represented by $m(u''_1 \otimes \bar{u}_2) + (-1)^{p_1} m(\bar{u}_1 \otimes u''_2)$, i.e., by $\beta(u_1 \cup u_2) + (-1)^{p_1} \beta(u_1) \cup \beta(u_2)$.

### 13.2 Steenrod operations

One important family of bi-stable (and hence additive) cohomology operations are the reduced power operations $P^i$, which were constructed by Voevodsky in [Voe03c, p.33], and mirror the classical Steenrod operations $P^i_{top}$ in topology.

In this section, we assume that $1/\ell \in k$ and give an axiomatic description of their salient properties; Voevodsky’s construction of the $P^i$ is sketched in the next section, following [Voe03c].

The operation $P^i$ on $\bar{H}^{*,*}$ is bi-stable of bidegree $(2i(\ell - 1), i(\ell - 1))$. Thus

$$P^i : \bar{H}^{p,q}(X,\mathbb{Z}/\ell) \to \bar{H}^{p+2i(\ell - 1),q+i(\ell - 1)}(X,\mathbb{Z}/\ell).$$

for $X$ in $\mathbf{H}_\mathbf{a}$. The following list of axioms are verified in [Voe03c, §9–§10].

**Axioms for Steenrod Operations 13.6.** The operations $P^i$ satisfy:

1. $P^0x = x$ for all $x$, and $P^ix = x^\ell$ if $x$ has bidegree $(2i,i)$.
2. $P^ix = 0$ if $x$ has bidegree $(p,q)$ with $q \leq i$ and $p < q + i$.
3. If $\ell > 2$, the usual Cartan formula $P^n(xy) = \sum_{i=0}^n P^i(x)P^{n-i}(y)$ holds.
   The Cartan formula for $\beta P^n(xy)$ follows from this since $\beta$ is a derivation.
4. If $\ell > 2$, the usual Adem relations hold (compare [Ste62, p.77]). For $i < j\ell$:

$$P^i P^j = \sum_{t=0}^{\lfloor i/j \rfloor} (-1)^{i+t} \binom{\ell - 1}{i - t\ell} P^{i+j-t} P^t,$$

$$P^i \beta P^j = \sum_{t=0}^{\lfloor i/j \rfloor} (-1)^{i+t} \binom{\ell - 1}{i - t\ell} \beta P^{i+j-t} P^t$$

$$+ \sum_{t=0}^{\lfloor (i-1)/\ell \rfloor} (-1)^{i+t-1} \binom{\ell - 1}{i - t\ell - 1} P^{i+j-t} \beta P^t.$$
If $\ell > 2$, it follows from the axioms that the $P^i$ and the Bockstein $\beta$ generate a bigraded ring, isomorphic to the topological Steenrod Algebra $A_{\text{top}}(\mathbb{Z}/\ell)$ described in [Ste62, VI]. In particular, every monomial in $\beta$ and the $P^i$ is a unique $\mathbb{Z}/\ell$-linear combination of the admissible monomials:

$$\beta^a P^{s_1} \beta^{s_2} \cdots P^{s_k} \beta^e, \quad e_i = 0, 1 \text{ and } s_i \geq \ell s_{i+1} + e_i.$$ 

The Adem relations show that the admissible monomials form a basis for the $\mathbb{Z}/\ell$-subalgebra of the ring of all bi-stable cohomology operations, isomorphic to $A_{\text{top}}(\mathbb{Z}/\ell)$.

**Axioms for $Sq^i$ 13.7.** When $\ell = 2$ we define $Sq^{2i}$ to be $P^i$, and define $Sq^{2i+1}$ to be $\beta P^i$. In particular, $Sq^0(x) = x$ and $Sq^1(x) = \beta(x)$ is the Bockstein. Thus $Sq^{2i}$ has bidegree $(2i, i)$ and $Sq^{2i+1}$ has bidegree $(2i + 1, i)$. The operations $Sq^i$ satisfy the following axioms, the first two of which are special cases of 13.6(1,2):

1. $Sq^0(x) = x$ for all $x$, and $Sq^{2i}(x) = x^2$ if $x$ has bidegree $(2i, i)$.
2. $Sq^{2i}(x) = 0$ if $x$ has bidegree $(p, q)$ with $q \leq i$, $p < q + i$.
3. A modified Cartan formula holds:

$$Sq^{2n}(xy) = \sum_{i+j=n} Sq^{2i}(x) Sq^{2n-2i}(y) + \tau \sum_{i+j=n-1} Sq^{2i+1}(x) Sq^{2j+1}(y),$$

where $\tau$ is the nonzero element in $H^0(k, \mathbb{Z}/2) = \mu_2 \cong \mathbb{Z}/2$. The Cartan formula for $Sq^{2n+1}(xy)$ follows from this since $\beta$ is a derivation.
4. Modified Adem relations hold; these are taken from [Voe03a, 10.2].

$$Sq^{2i} Sq^{2k} = \sum_{t=0}^{i, \text{ even}} \left( \frac{2k - t - 1}{2i - 2t} \right) Sq^{2i+2k-t} Sq^t$$

$$+ \tau \sum_{t=0}^{i, \text{ odd}} \left( \frac{2k - t - 1}{2i - 2t} \right) Sq^{2i+2k-t} Sq^t, \quad 0 < i < 2k$$

$$Sq^{2i} Sq^{2k+1} = \sum_{t=0}^{i} \left( \frac{2k - t}{2i - 2t} \right) Sq^{2i+2k+1-t} Sq^t$$

$$+ \beta(\tau) \sum_{t=0}^{i, \text{ odd}} \left( \frac{2k - t}{2i - 2t} \right) Sq^{2i+2k-t} Sq^t, \quad 0 < i < 2k + 1.$$ 

The Adem relations for $Sq^{2i+1} Sq^b$ follow from this since $\beta$ is a derivation.

**Remark 13.7.1.** When comparing with other formulations of the Adem relations for $\ell = 2$, it is useful to recall that if $n$ is even and $j$ is odd then $\binom{n}{j} \equiv 0 \pmod{2}$. 
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Operations

Formally setting \( \tau = 1 \) and \( \beta(\tau) = 0 \) transforms the Adem relations 13.7(4) for \( \ell = 2 \) into the topological Adem relations (see [Ste62, p. 2]): If \( 0 < a < 2b \) then

\[
Sq^{a}Sq^{b} = \sum_{t=0}^{[a/2]} \binom{b-t-1}{a-2t} Sq^{a+b-t} Sq^{t}.
\]

Remark 13.7.2. Let \( \alpha_1 \) be the canonical element of \( H^{1,0}(B_{\ell}\mathbb{Z}/2,\mathbb{Z}/2) \). By Axiom 13.7(2), \( Sq^{2}(\tau \alpha_1) = Sq^{2}(\tau) = 0 \); by the Cartan formula 13.7(3), \( \tau Sq^{2}(\alpha_1) = \tau \beta(\tau) \beta(\alpha_1) \). Now multiplication by \( \tau \) is injective, as a consequence of the Milnor Conjecture (the main theorem of this book for \( \ell = 2 \)). This proves that \( Sq^{2}(\alpha_1) = \beta(\tau) \beta(\alpha_1) \), which is nonzero, while \( Sq^{2}(\alpha_1) = \beta Sq^{2}(\alpha_1) = 0 \).

Definition 13.8. Let \( \mathcal{A}^{*,*} = \mathcal{A}^{*,*}(k,\mathbb{Z}/\ell) \) denote the subalgebra of the ring of all bi-stable cohomology operations generated by the \( P^i \), \( \beta \) and left multiplication by elements of \( H^{*,*}(k,\mathbb{Z}/\ell) \). The Adem relations show that it is free as a left \( H^{*,*}(k,\mathbb{Z}/\ell) \)-module, with the admissible monomials as a basis, even if \( \ell = 2 \); see [Voe03c, 11.5].

13.3 Construction of Steenrod Operations

In this section, we briefly sketch Voevodsky’s construction of the motivic cohomology operations. They are modelled on Steenrod’s construction, which we recall.

Topological operations: The topological Steenrod operations \( P^i \) are constructed in [Ste62] as follows. Let us write \( H^*(X) \) for \( H^*_{top}(X,\mathbb{Z}/\ell) \) and let \( C_{\ell} \) denote the cyclic group of order \( \ell \). Steenrod first constructs a reduced power operation in [Ste62, VII.2.3]:

\[
P : H^n(X) \to H^0_{C_{\ell}}(X) \cong \bigoplus_{i+j=n/\ell} H^i(X) \otimes H^j(BC_{\ell}).
\]

If \( \ell \neq 2 \), \( H^*(BC_{\ell}) \) is \( \mathbb{Z}/\ell[[c,d]]/(c^2 = 0) \) with \( \beta(c) = d \); if \( \ell = 2 \), \( H^*(BC_{\ell}) \) is \( \mathbb{Z}/2[[c]] \). In either case, \( c \in H^1(BC_{\ell}) \) so there is a canonical element \( w_{j} \) in \( H^j(BC_{\ell}) \) for all \( j \geq 0 \). Steenrod defines \( P^i(x) \) for \( x \in H^n(X) \) and \( i \leq n/2 \) to be the coefficient of \( (-1)^{i}w_{(n-2i)(\ell-1)} \) (times a constant \( \nu_n \) if \( \ell \neq 2 \)); see [Ste62, VII.6.1].

Motivic operations: For every subgroup \( G \) of the symmetric group \( \Sigma_{\ell} \), and each \( n > 0 \), Voevodsky constructs a map \( K(\mathbb{Z}/\ell(n), 2n) \wedge (B_{gm}G)_{+} \to K(\mathbb{Z}/\ell(n\ell), 2n\ell) \) in [Voe03c, 5.3 and p. 28], representing a power map

\[
P : \widetilde{H}^{2n,n}(-) \to \widetilde{H}^{2n,\ell n}(- \wedge B_{gm}G_{+}).
\]
Here we abbreviate $\tilde{H}^{*,*}(-,\mathbb{Z}/\ell)$ as $\tilde{H}^{*,*}$. He then uses the computation, given in [Voe03c, 6.16] and sketched in 15.16 and Corollary 15.17 below, that

$$H^{*,*}(B_{gm}\Sigma_{\ell}) = \begin{cases} H^{*,*}(k)[[c,d]]/(c^2 = 0), & \ell \neq 2; \\ H^{*,*}(k)[[c,d]]/(c^2 + \tau d + \rho c), & \ell = 2. \end{cases}$$

Here $c \in H^{2\ell-3,\ell-1}(B_{gm}\Sigma_{\ell})$, $d \in H^{2\ell-2,\ell-1}(B_{gm}\Sigma_{\ell})$ and $\beta(c) = d$. Moreover, by the Künneth formula (see Proposition 15.30):

$$H^{*,*}(X \times B_{gm}\Sigma_{\ell}) \cong \tilde{H}^{*,*}(X_+ \wedge (B_{gm}\Sigma_{\ell})_+) \cong H^{*,*}(X) \otimes H^{*,*}(B_{gm}\Sigma_{\ell}).$$

For $x \in H^{2n,n}(X)$ and $a \leq \ell/2$, Voevodsky defines $P^i(x)$ to be the coefficient of $d^{n-1}$ in $P(x)$; see [Voe03c, (9.1) and p. 33].

If $p \neq 2q$, Voevodsky defines $P^i$ on $H^{p,q}(X)$ to make the following diagram commute for $b$ large and $a = 2q - p + b$, so that $p + a + b = 2(q + b)$:

$$\begin{array}{ccc} H^{p,q}(X) & \cong & H^{p+a+b,q+b}(S^a \wedge G_m^b \wedge X) \\ \downarrow P^i & & \downarrow P^i \\ H^{p+2i(\ell-1),q+i(\ell-1)}(X) & \cong & H^{p+a+b+2i(\ell-1),q+b+i(\ell-1)}(S^a \wedge G_m^b \wedge X). \end{array}$$

This produces a bi-stable family of operations; see [Voe03c, Prop. 2.6]. Finally, the verification of the axioms 13.6–13.7 is given in Sections 9–10 of [Voe03c].

13.4 The Milnor operations $Q_i$

In this section, we introduce the sequence of motivic Milnor operations $Q_i$, $i \geq 0$. These are bi-stable motivic cohomology operations, starting with the Bockstein $Q_0$. For $\ell \neq 2$, they satisfy the same formulas as the Milnor operations $Q_i^{top}$ in topology, but the formulas are slightly different when $\ell = 2$.

13.9. Topological Milnor operations: The topological Steenrod algebra $A^* = A^{top}_{\ast}$ contains a distinguished family of cohomology operations $Q_i^{top}$, $i \geq 0$, called the Milnor operations after their discovery by Milnor in [Mil58]. By definition, $Q_0^{top}$ is the Bockstein; the rest are determined inductively by the commutator formula

$$Q_i^{top} = [P_i^{top}, Q_i^{top}].$$

Thus $Q_i^{top}$ has degree $2\ell^i - 1$ and $Q_1^{top} = P_1^{top}\beta - \beta P_1^{top}$. Milnor proved in [Mil58, 4a] that the $Q_i$ generate an exterior algebra under composition, i.e., $Q_i^2 = 0$ and $Q_i Q_j = -Q_j Q_i$, and in [Mil58, Lemma 9] that the $Q_i$ are derivations.
Milnor’s paper [Mil58] also defined a family of cohomology operations \( P^r_{\text{top}} \), indexed by finite sequences \( r = (r_1, r_2, \ldots) \) of natural numbers, such that the usual operation \( P^r_{\text{top}} \) is \( P^r_{\text{top}} \) when \( r = (r) \), and proved in [Mil58, 4a] that
\[
P^r Q_i - Q_i P^r = Q_{i+1} P^r - (r,0,0) + Q_{i+2} P^r - (0,0,0) + \cdots \tag{13.9.1}
\]
In fact, the finite products \( Q_{i_1}^{\text{top}} \cdots Q_{i_s}^{\text{top}} P^r_{\text{top}} \) form a basis of the topological Steenrod algebra \( A^* \); see [Mil58, 4a].

By Theorem 1 of [Mil58], there is a coproduct \( \Delta : A^* \to A^* \otimes A^* \), making the graded dual \( A_* \) into a graded Hopf algebra. By Theorem 2 of [Mil58], \( A_* \) is the tensor product of an exterior algebra in variables \( \{r_1, r_2, \ldots \} \) with a polynomial algebra in variables \( \{\tau_1, \tau_2, \ldots \} \), with \( \tau_i \) dual to \( Q_i \); Milnor defines \( P^{(r_1, r_2, \ldots)} \) to be dual to the product \( \xi_1 \xi_2 \cdots \), so that \( \xi_j \) is dual to \( P^j \).

**Definition 13.10.** When \( \ell \neq 2 \), the Milnor operation \( Q_i \) on \( H^{*,*}(X, \mathbb{Z}/\ell) \) is the cohomology operation of bidegree \( (2\ell - 1, \ell - 1) \) defined inductively by setting \( Q_0 = \beta \) (the Bockstein), \( Q_1 = P^1 \beta - \beta P^1 \), and \( Q_{i+1} = [P^r, Q_i] \).

When \( \ell = 2 \), we again set \( Q_0 = Sq^1 = \beta \) (the Bockstein) and \( Q_1 = P^1 \beta - \beta P^1 = Sq^3 + Sq^2 \). Voevodsky defines operations \( P^r \) using Milnor’s formulas (see Remark 13.10.1) and shows in [Voe03c, 13.6] that the remaining \( Q_i \) may be defined inductively by the formula \( Q_i = [\beta, P^r_i] \), where \( r_i \) is the sequence \( (0, ..., 0, 1) \) of length \( i \).

**Remark 13.10.1.** It is convenient to write \( Q^E \) for \( Q_{i_1} \cdots Q_{i_s} \), where \( E \) denotes the finite sequence \( (i_1, ..., i_s) \). As in the topological situation 13.9, the finite products \( Q^E P^r \) form a basis of the motivic Steenrod algebra \( A^{*,*}(k) \) even when \( \ell = 2 \). In fact, Voevodsky constructs a coproduct \( \Delta \) on \( A^{*,*} \) in [Voe03c, 11.8] and shows in [Voe03c, 12.6] that the dual \( A_*,* \) is a commutative algebra having a basis consisting of monomials \( \tau^E \xi^F \), where \( \tau^E = \tau_{i_1} \cdots \tau_{i_s} \) and \( \xi^F = \prod \xi_{s_i}^r \); in [Voe03c, 13.2] he defines \( Q_i \) to be the dual of \( \tau_i \) and defines \( P^r \) to be the dual of \( \xi^F \).

**Lemma 13.11.** When \( \ell \neq 2 \), the \( Q_i \) generate an exterior algebra under composition, and each \( Q_i \) is a derivation: \( Q_i(xy) = Q_i(x)y + xQ_i(y) \). Moreover,
\[
P^r Q_i = Q_i P^r + Q_{i+1} P^{r-\ell}, \quad Q_i = P^r \beta - \beta P^r.
\]

**Proof.** As noted after 13.6, when \( \ell \neq 2 \) the subalgebra of bi-stable motivic operations generated by the Bockstein and the \( P^i \) is isomorphic to \( A^*_{\text{top}} \). Therefore the first sentence follows formally from 13.9. To see the final assertions, note that Milnor’s formula (13.9.1) with \( r = (r, 0, \ldots) \) becomes \( P^r Q_i - Q_i P^r = Q_{i+1} P^{r-\ell} \), and that Milnor’s formula with \( r = r_i = (0, ..., 0, 1) \) becomes \( [P^{r_i}, Q_0] = Q_i \).

The following consequence will be used in Lemma 5.14.

**Corollary 13.12.** If \( \ell \neq 2 \) then
\[
\beta P^b = P^b \beta - P^{b-1} Q_1 + P^{b-1-\ell} Q_2 - P^{b-1-\ell-\ell} Q_3 + \cdots.
\]
Operations

The analogue of Lemma 13.11 for \( \ell = 2 \) involves the class \( \rho = \beta(\tau) = -1 \) in \( k^x/k^{x^2} = H^{1,1}(k, \mathbb{Z}/2) \). This is illustrated by the formula \( Q_2 = [P^2, Q_1] + \rho Q_0 Q_1 P^0 \) of [Voe03c, 13.7], which is the special case \( P^2 Q_1 \) of our next formula.

**Lemma 13.13.** When \( \ell = 2 \), the \( Q_i \) generate an exterior algebra under composition and we have

\[
P^\ell Q_k = Q_k P^\ell + Q_{k+1} P^{r-2k} + \rho Q_{k-1} Q_k P^{r-2k-1} + \rho^2 Q_{k-2} Q_k P^{r-32k-2} + \cdots + \rho^j Q_j \cdots Q_k P^{r-(2^j-1)2k-j} + \cdots .
\]

**Proof.** It suffices to write \( P^\ell Q_k \) in terms of the standard basis \( Q^E P^r \) of \( A^{*,*} \) described in 13.10.1. This basis element cannot occur unless the coproduct of \( \tau^E \xi^r \) contains \( \xi_i^r \otimes \tau_k \), by [Voe03c, (12.9)]. By inspection, the only term \( \xi^r \) which can occur is \( \xi_1^r \), whose coproduct contains \( \xi_1^0 \otimes 1 \). Following Milnor’s method in [Mil58], we must look for terms \( \xi^E \) whose coproduct contains \( \xi_1^0 \otimes \tau_k \). The two univariate terms \( \tau^E = \tau_k, \tau_{k+1} \) contain \( 1 \otimes \tau_k \) and \( \xi_1^0 \otimes \tau_k \), leading to the terms \( Q_k P^r + Q_{k+1} P^{r-2k} \), and no other univariate terms are possible.

To check the remaining terms \( \tau^E \), we must check the \( \tau_j \) whose coproduct contains \( \xi_i^1 \otimes \tau_i \) for \( i < k \). The only possibilities are \( \tau_j \) for \( j \leq k \) since \( \psi_\ast(\tau_i) = \tau_0 \otimes 1 + 1 \otimes \tau_0 \), and if \( j > 0 \) then \( \psi_\ast(\tau_j) \) contains \( 1 \otimes \tau_j + \xi_i^{r-1} \otimes \tau_{j-1} \). Since \( \tau_j^2 = \rho\tau_{j+1} + \rho\tau_{j+1} + [-1]\xi_{j+1} \) by [Voe03c, 12.6], the term \( \tau_j \) cannot occur for \( j < k \) without \( \tau_{j+1} \) also occurring. By induction on \( k \) with \( E = (e_0, \ldots, e_k) \), \( \psi_\ast(\tau^E) \) can only contain \( \xi_i^0 \otimes \tau_k \) when \( E \) is \( E_j = (0, \ldots, 0, 1, \ldots, 1) \) \((j \text{ zeros})\), and in this case it contains \( \rho^j \xi_i^0 \otimes \tau_k \) for \( b = 2^k-j + \cdots + 2^{k-1} = 2^{k-1}(2^{j-1}-1) \).

The following consequence is needed to prove Lemma 5.14.

**Corollary 13.14.** If \( \ell = 2 \) and \( Q_j(x) = 0 \) for \( j = 0, \ldots, k-1 \) then

\[
Q_{k+1} P^{r-2k}(x) = P^r Q_k(x) + Q_1 P^r(x), \quad \text{and hence} \quad Q_{k+1}(x) = [P^{2k}, Q_k](x).
\]

**Proof.** This follows from Lemma 13.13 by induction on \( k \). If \( j < k \) the hypothesis that \( Q_j(x) = 0 \) and the inductive formula for \( P^r Q_j(x) \) shows that the term \( Q_{j+1} \cdots Q_k(Q_j P^r)(x) \) contains \( Q_{j+1}^2 = 0 \).

**Remark 13.14.1.** If \( \ell = 2 \), the \( Q_i \) need not be derivations unless \( \sqrt{-1} \in k \) (so \( \rho = 0 \)). For example, \( Q_1(xy) = Q_1(x) y + x Q_1(y) + \rho(\beta x)(\beta y) \). It is proven in [Voe03a, 13.4] that the general formula has the form

\[
Q_i(xy) = Q_i(x) y + x Q_i(y) + \rho \sum c_{E,F} Q^E(x) Q^F(y),
\]

where \( E, F \) are subsets of \( \{0, \ldots, i-1\} \) and \( c_{E,F} \in H^{*,*}(k, R) \).

**Lemma 13.15.** The operations \( Q_i \) are \( K^M_k \)-linear: if \( y \in K^M_k \) then

\[
Q_i(xy) = Q_i(x) \cdot y.
\]

**Proof.** It suffices to consider \( y \in k^x \). Since \( Q_j(y) = 0 \) for all \( j \), the result follows from Lemma 13.11 if \( \ell \neq 2 \), and from Remark 13.14.1 if \( \ell = 2 \).
13.5 $Q_n$ of the degree map

To compute the Margolis homology for $Q_i$ in Section 13.6, we need a motivic interpretation of the degree map $\deg : CH^d(Y) \to \mathbb{Z}$, where $CH^d(Y)$ is the group of zero-cycles on a smooth projective variety $Y$ of dimension $d$.

At the motivic level, the degree map $\tau_{tr} : L^d \to \mathbb{Z}_{tr}(Y)$ may be defined as the tensor product of $L^d = \mathbb{Z}(d)[2d]$ with the dual $\mathbb{Z} \to \mathbb{Z}_{tr}(Y)^*$ of the structure map, together with the duality $\mathbb{Z}_{tr}(Y)^* \cong L^d \otimes \mathbb{Z}_{tr}(Y)^*$. Since $H^{2d,d}(L^d, \mathbb{Z}) = \text{Hom}(L^d, \mathbb{L}^d) = \mathbb{Z}$ we have a map

$$\deg = \text{Hom}(\tau_{tr}, L^d) : CH^d(Y) = H^{2d,d}(Y, \mathbb{Z}) \to \mathbb{Z}.$$ 

This is the usual degree map on zero-cycles, because for any closed point $S = \text{Spec}(E)$ of $Y$ the composition $\mathbb{Z} \to \mathbb{Z}_{tr}(Y)^* \to \mathbb{Z}_{tr}(S)^* \cong \mathbb{Z}_{tr}(S)$ with the structure map is multiplication by $[E : k]$. We need to lift the construction of the degree map via $\tau_{tr}$ to the Morel–Voevodsky category of motivic spaces; see Definition 12.63.

Recall from [Voe03c, 4.3] that for any $s$-dimensional vector bundle $E$ on $Y$ the Thom space $Th_Y(E)$ is the pointed sheaf $E/(E - Y)$ and there is a Thom class $t_E$ in $\tilde{H}^{2s,s}(Th_Y(E), \mathbb{Z}) = \text{Hom}(Th_Y(E), \mathbb{L}^s)$ and a Thom isomorphism

$$H^{*,*}(Y, \mathbb{Z}) \cong \tilde{H}^{*,*}(Y_+, \mathbb{Z}) \xrightarrow{\cong} \tilde{H}^{*+2s,s*}(Th_Y(E), \mathbb{Z}) \quad (13.16)$$

defined by $a \mapsto a \cdot t_E$ (multiplication by $t_E$). For each $i > 0$, we set $T^i = \mathbb{A}^i/(\mathbb{A}^i - 0)$, so that $\mathbb{Z}_{tr}(T^i) \cong \mathbb{L}^i$ and $\tilde{H}^{2i,i}(T^i, \mathbb{Z}) \cong \mathbb{Z}$.

Let $\overline{t}_E$ denote the mod-$\ell$ reduction of the Thom class $t_E$. We pause to record the following result, proven in [Voe03c, 14.2(1)].

**Lemma 13.17.** For any vector bundle $E$ and any $i$ we have $Q_i(\overline{t}_E) = 0$ in $H^{*,*}(Th_Y(E), \mathbb{Z}/\ell)$.

Choose an $s$-dimensional vector bundle $\mathcal{N}$ on $Y$ representing the stable normal bundle, and form its Thom space $Th_Y(\mathcal{N})$. The following theorem was proven in [Voe03a, Thm 2.11], and is the motivic analogue of Atiyah Duality [Ati61b, Thm. 3.3]; the topological analogue of the map $\tau$ in the theorem is the Pontryagin–Thom collapse map on an embedding of $Y$ into a sphere.

**Theorem 13.18.** There is a map $T^{d+s} \xrightarrow{\tau} Th_Y(\mathcal{N})$ such that the degree map $\deg : CH^d(Y) \to \mathbb{Z}$ coincides with the composition of the Thom isomorphism (13.16), $\tau^*$ and the cancellation isomorphism:

$$H^{2d,d}(Y, \mathbb{Z}) \xrightarrow{\tau} \tilde{H}^{2(d+s),d+s}(Th_Y(\mathcal{N}), \mathbb{Z}) \xrightarrow{\tau} \tilde{H}^{2(d+s),d+s}(T^{d+s}, \mathbb{Z}) \cong \mathbb{Z}.$$ 

**Construction 13.19.** The map $\tau$ of Theorem 13.18 determines a cofibration sequence:

$$T^{d+s} \xrightarrow{\tau} Th_Y(\mathcal{N}) \xrightarrow{p} Th_Y(\mathcal{N})/T^{d+s} \xrightarrow{\delta} \Sigma_1 T^{d+s} \quad (13.19.1)$$
Under the identification of $\mathbb{Z}_n(\Sigma^1_d T^{d+s})$ with $\mathbb{L}^{d+s}[1]$, the map $\delta$ in (13.19.1) corresponds to a cohomology class

$$v = \mathbb{Z}_n(\delta) \in \tilde{H}^{2(d+s)+1,d+s}(Th_Y(N)/T^{d+s}, \mathbb{Z}).$$

(13.19.2)

For $d = \dim(Y) > 0$ we have $\tilde{H}^{2s,s}(T^{d+s}, \mathbb{Z}) = \tilde{H}^{2s-1,s}(T^{d+s}, \mathbb{Z}) = 0$ for weight reasons, so from the cohomology exact sequence associated to (13.19.1),

$$\tilde{H}^{2s-1,s}(T^{d+s}) \to \tilde{H}^{2s,s}(Th_Y(N)/T^{d+s}) \xrightarrow{\nu_s} \tilde{H}^{2s,s}(Th_Y(N)) \xrightarrow{\tau_s} \tilde{H}^{2s,s}(T^{d+s}),$$

we see that the Thom class $t_N \in \tilde{H}^{2s,s}(Th_Y(N), \mathbb{Z})$ lifts to a unique class

$$\tilde{t}_N \in \tilde{H}^{2s,s}(Th_Y(N)/T^{d+s}, \mathbb{Z}).$$

(13.19.3)

If $\tilde{t}$ and $\tilde{t}_N$ denote the reductions of $\tilde{t}_N$ and $t_N$ modulo $\ell$, then $\nu^* \tilde{t} = \tilde{t}_N.$

We now assume that $d = \ell^n - 1$, so that $Q_n$ has bidegree $(2d + 1, d)$, and $Q_n(\tilde{t})$ has the same bidegree $(2d + 2s + 1, d + s)$ as $v.$ Recall from Section 1.3 that the characteristic number $s_d(Y)$ is defined as the degree of $s_d(T_Y)$, and that $s_d(Y) \equiv 0 \pmod{\ell}$.

**Theorem 13.20.** If $d = \ell^n - 1$ and $s_d(Y) = c \cdot \ell$ then $Q_n(\tilde{t}) \equiv c \cdot v \pmod{\ell}$.

**Proof.** (Cf. [Voe011, 4.1]) Recall that $Q_n = P^{\ell^n} \beta - \beta P^{\ell^n}$ (for $\ell = 2$, from 13.10; for $\ell \neq 2$, from Lemma 13.11). Since $\tilde{t}$ is the reduction of the integral class $\tilde{t}_N$ and $\beta$ is the Bockstein, we have $\beta(\tilde{t}) = 0.$ Thus it is sufficient to show that

$$\beta P^{\ell^n}(\tilde{t}) \equiv c \cdot v \pmod{\ell}.$$  

Since $\nu^* \tilde{t} = \tilde{t}_N,$ we have $\nu^* P^{\ell^n}(\tilde{t}) = P^{\ell^n}(\tilde{t}_N).$ The Thom isomorphism implies that $P^{\ell^n}(\tilde{t}_N)$ is $\tilde{t}_N$ times an element of $H^{2d,d}(Y, \mathbb{Z}/\ell) = CH^d(Y)/\ell.$ By [Voe03c, Cor. 14.3], that element is the characteristic class $s_d(T_Y) \in CH^d(Y)$ of the tangent bundle $T_Y$ of $Y.$ Therefore $P^{\ell^n}(\tilde{t}_N)$ is the mod-$\ell$ reduction of the integral cohomology class $s_d(T_Y) \cdot t_N$. This information is summarized by the following commutative square in the motivic category $\mathbf{DM}(k, \mathbb{Z})$:

$$\begin{array}{ccc}
\mathbb{Z}_n(Th_Y(N)) & \xrightarrow{p} & \mathbb{Z}_n(Th_Y(N)/T^{d+s}) \\
s_d(T_Y) \cdot t_N & \downarrow \mod{\ell} & P^{\ell^n}(\tilde{t}) \\
Z(d + s)[2d + 2s] & \xrightarrow{\mod{\ell}} & Z(\ell)(d + s)[2d + 2s].
\end{array}$$

Since $\mathbb{Z}_n(T^{d+s}) \equiv \mathbb{Z}[d + s][2d + 2s]$, this square extends to a morphism of distinguished triangles, where the top triangle is $\mathbb{Z}_n$ of (13.19.1):

$$\begin{array}{ccc}
\mathbb{L}^{d+s} & \xrightarrow{\tau} & \mathbb{Z}_n(Th_Y(N)) \\
\downarrow c' & & \downarrow \delta \\
\mathbb{L}^{d+s} & \xrightarrow{\ell} & \mathbb{L}^{d+s} \\
\end{array}$$

$$\begin{array}{ccc}
\mathbb{L}^{d+s} & \xrightarrow{\delta} & \mathbb{Z}_n(Th_Y(N)/T^{d+s}) \\
\downarrow c' & & \downarrow P^{\ell^n}(\tilde{t}) \\
\mathbb{L}^{d+s} & \xrightarrow{\ell} & \mathbb{Z}(\ell)(d + s)[2d + 2s] \\
\end{array}$$
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for some morphism $c'$. Since $\text{Hom}(L^{d+s}, L^{d+s}) = \mathbb{Z}$, $c'$ is multiplication by some integer; the commutativity of the left square and Theorem 13.18 means that we have $c' \cdot \ell = \pi^*(s_d(T_Y) \cdot t_N) = \deg(s_d(T_Y)) = s_d(Y)$, so $c' = c$. The commutativity of the right square means that we have the desired congruence:

$$c \cdot v = c \cdot [\tilde{\delta}] = \tilde{\beta} \circ P^{p_\alpha}(\tilde{t}),$$

which is equivalent to $\beta P^{p_\alpha}(\tilde{t})$ modulo $\ell$, as desired. \hfill $\square$

### 13.6 Margolis homology

Since the cohomology operations $Q_i$ satisfy $Q_i^2 = 0$, it is natural to consider $H^{\ast,*}(Y_\ast, \mathbb{Z}/\ell)$ as a family of chain complexes with differential $Q_i$, for any simplicial variety $Y_\ast$. The resulting homology is bigraded, and referred to as Margolis homology for $Q_i$ because the analogous construction in topology is due to H. Margolis [Mar83]. We will show that the Margolis homology vanishes on some simplicial varieties, using the degree map $t_N$ of Theorem 13.18.

Here is a simple example, involving the Bockstein $Q_0 = \beta$. Let $X$ be any smooth variety, and $\mathcal{X}$ the simplicial scheme $s \mapsto X^{s+1}$ of Definition 1.32. Recall from Definition 1.36 that the unreduced suspension $\Sigma X$ is defined to be the mapping cone of $\mathcal{X}_+ \to \text{Spec}(k)_+$. 

**Example 13.21.** Suppose that $X$ has a closed point $x$, such that $k(x)$ is a finite separable field extension of $k$. By Corollary 1.38, the groups $\tilde{H}^{\ast,*}(\Sigma \mathcal{X}, \mathbb{Z})$ have exponent $[k(x) : k]$. If $[k(x) : k]$ is not divisible by $\ell^2$ then the $\tilde{H}^{\ast,*}(\Sigma \mathcal{X}, \mathbb{Z}/\ell)$ have exponent $\ell$. Thus the universal coefficient sequence for the integral Bockstein (localized at $\ell$) is

$$0 \to \tilde{H}^{p,q}(\Sigma \mathcal{X}, \mathbb{Z}/\ell) \to \tilde{H}^{p,q}(\Sigma \mathcal{X}, \mathbb{Z}/\ell) \to \tilde{H}^{p+1,q}(\Sigma \mathcal{X}, \mathbb{Z}/\ell) \to 0,$$

and the sequence $\to \tilde{H}^{\ast,*}(\Sigma \mathcal{X}, \mathbb{Z}/\ell) \to \tilde{H}^{\ast,*}(\Sigma \mathcal{X}, \mathbb{Z}/\ell)$ is seen to be exact by splicing. That is, the Margolis homology of $\tilde{H}^{\ast,*}(\Sigma \mathcal{X}, \mathbb{Z}/\ell)$ for $\beta = Q_0$ vanishes.

Fix $i \geq 1$, $d = \ell^i - 1$ and a smooth $d$-dimensional variety $Y$ such that $s_d(Y) \not\equiv 0 \pmod{\ell^2}$. For every smooth projective $X$ admitting a map $Y \to X$, we construct a map $\Phi : \tilde{H}^{p,q}(\Sigma \mathcal{X}) \to \tilde{H}^{p-2d-1,q-d}(\Sigma \mathcal{X})$. Recall (from 12.1) that a map $F \to G$ of simplicial sheaves is called a global weak equivalence if $F(U) \to G(U)$ is a weak equivalence of simplicial sets for every $U$.

**Construction 13.22.** As in 13.18, choose a vector bundle $\mathcal{N}$ on $Y$ representing the stable normal bundle. We observed just after Definition 1.32 in Chapter 1 that, because $\mathcal{N}$ maps to $Y$ and hence $X$, both $X \times \mathcal{N} \to \mathcal{N}$ and $\mathcal{X} \times (\mathcal{N} - Y) \to (\mathcal{N} - Y)$ are global weak equivalences of sheaves.

Because $(\mathcal{N} - Y)_+ \to \mathcal{N}_+ \to Th_Y(\mathcal{N})$ is a cofibration sequence of pointed sheaves, and the smash product with $\mathcal{X}_+$ preserves cofibration sequences, it
follows that $\mathbb{X}_+ \wedge Th_Y(\mathcal{N}) \simeq Th_Y(\mathcal{N})$. Since $\Sigma \mathbb{X}$ is the cone of $\mathbb{X}_+ \to \text{Spec}(k)_+$, this implies that $\Sigma \mathbb{X} \wedge T h_Y(\mathcal{N}) \simeq 0$. From the cofibration sequence (13.19.1) we deduce that

$$\Sigma \mathbb{X} \wedge (T h_Y(\mathcal{N})/T^{d+s}) \xrightarrow{\sim} \Sigma \mathbb{X} \wedge \Sigma T^{d+s} \quad (13.22.1)$$

is a (global) weak equivalence. We define $\Phi$ to be the composite map:

$$H^{p,q}(\Sigma \mathbb{X}) \xrightarrow{\tilde{t}} H^{p+2s,q+s}(\Sigma \mathbb{X} \wedge (T h_Y(\mathcal{N})/T^{d+s})) \xrightarrow{(13.22.1)} H^{p+2s,q+s}(\Sigma \mathbb{X} \wedge \Sigma T^{d+s}) \cong H^{p-2d-1,q-d}(\Sigma \mathbb{X}).$$

We now implicitly work with coefficients $\mathbb{Z}/\ell$, so that $Q_i$ is defined, has bidegree $(2d+1,d)$, and both $Q_i \Phi$ and $\Phi Q_i$ have bidegree 0. This is illustrated by the following diagram, where we have written $K$ for $T h_Y(\mathcal{N})/T^{d+s}$; the map $\tilde{t}$ is the reduction modulo $\ell$ of the lift $\tilde{t}_N$ of the Thom class $t_N$, defined in (13.19.3). Thus the horizontal composites are the operation $\Phi$. The lower right isomorphism sends $v \cdot x$ to $x$, where $v$ is defined in (13.19.2).

$$\begin{array}{ccc}
\tilde{t} & \longrightarrow & \tilde{t}\cdot \Phi \cong \tilde{t}\cdot Q_i \Phi \cong \Phi Q_i \\
H^{p,q}(\Sigma \mathbb{X}) & \xrightarrow{Q_i} & H^{p,q}(\Sigma \mathbb{X} \wedge K) \xrightarrow{\cong} H^{p-2d-1,q-d}(\Sigma \mathbb{X}) \xrightarrow{Q_i} H^{p,q}(\Sigma \mathbb{X})
\end{array}$$

Here $p' = p + 2s$ and $q' = q + s$. We warn the reader that, although the right square commutes, the left square does not commute. This is quantified by Proposition 13.23, which is taken from [Voe03a, 3.3].

**Proposition 13.23.** Suppose $Y$ is smooth of dimension $d = \ell - 1$, and $s_d(Y) = c \cdot \ell$. Then for every smooth $X$ and map $Y \to X$, $Q_i \Phi - \Phi Q_i$ is multiplication by $c$ on $H^{p,q}(\Sigma \mathbb{X}, \mathbb{Z}/\ell)$.

**Proof.** The isomorphism $\tilde{t}$ sends $Q_i(v \cdot x) - \tilde{t} \cdot Q_i(x)$ to $Q_i(\Phi(x)) - \Phi Q_i(x)$, and $v \cdot x$ to $x$. The proposition now follows from the observation that, by Lemma 13.23.1 below and Theorem 13.20,

$$Q_i(\tilde{t} \cdot x) - \tilde{t} \cdot Q_i(x) = Q_i(\tilde{t}) \cdot x = cv \cdot x. \quad \Box$$

**Lemma 13.23.1.** For all $x \in H^{p,q}(\Sigma \mathbb{X}, \mathbb{Z}/\ell)$, $Q_i(\tilde{t} \cdot x) = Q_i(\tilde{t}) \cdot x + \tilde{t} \cdot Q_i(x)$.

**Proof.** When $\ell \neq 2$, this is just the assertion that $Q_i$ is a derivation (by Lemma 13.11). Thus we may suppose that $\ell = 2$. By Remark 13.14.1, we have the formula

$$Q_i(\tilde{t} \cdot x) = Q_i(\tilde{t}) x + \tilde{t} Q_i(x) + \rho \sum_{E,F} c_{E,F} \prod_{e \in E} Q_e(\tilde{t}) \prod_{f \in F} Q_f(x),$$

June 27, 2018 - Page 215 of 281
where $E, F$ are subsets of $\{1, ..., i - 1\}$. Thus it suffices to show that for all $e < i$ we have $Q_e(t) = 0$ in $\tilde{H}^{a,b}(\text{Th}_Y(N)/T^{d+s})$ (where $a = 2s + 2\ell^e - 1$ and $b = s + \ell^e - 1$). Consider the cohomology exact sequence of (13.19.1),

$$
\tilde{H}^{a,b}(\Sigma x T^{d+s}) \xrightarrow{\delta^*} \tilde{H}^{a,b}(\text{Th}_Y(N)/T^{d+s}) \xrightarrow{p^*} \tilde{H}^{a,b}(\text{Th}_Y(N)).
$$

Now $\tilde{H}^{a,b}(\Sigma x T^{d+s}) = 0$ for weight reasons when $e < i$, so it suffices to observe that $p^*Q_e(t) = Q_e(t_N)$ vanishes in $\tilde{H}^{a,b}(\text{Th}_Y(N))$, by Lemma 13.17.

**Theorem 13.24.** Suppose there is $\nu_i$-variety $X_i$ and a map $X_i \to X$. Then the Margolis sequence for $Q_i$ is exact on $\tilde{H}^{*,*}(\Sigma x, \mathbb{Z}/\ell)$.

$$
\begin{align*}
&Q_i \xrightarrow{} \tilde{H}^{s-2\ell^i+1,*,*,\ell^i+1} \xrightarrow{Q_i} \tilde{H}^{*,*}(\Sigma x, \mathbb{Z}/\ell) \xrightarrow{Q_i} \tilde{H}^{s+2\ell^i-1,*,*,\ell^i-1} \xrightarrow{Q_i},
\end{align*}
$$

**Proof.** Since the case $i = 0$ was handled in Example 13.21, we assume $i > 0$ and use the map $\Phi$ constructed in 13.22. By Proposition 13.23, $Q_i \Phi - \Phi Q_i$ must be multiplication by a nonzero constant $c \in \mathbb{Z}/\ell$. Thus the Margolis sequence is exact, because if $Q_i(x) = 0$ we have $x = Q_i(\Phi x)/c = Q_i(\Phi x/c)$.

Theorem 13.24 is one of the main reasons that $\nu_i$-varieties are useful. This theorem was used in Proposition 3.15 to show that the cohomology operation $Q_{n-1} \cdots Q_0$ is an injection from $H^{n,n-1}(x, \mathbb{Z}/\ell)$ to $H^{2d+1,2d+1}(x, \mathbb{Z})$, and may be viewed as the key topological step in the entire proof of Theorems A and B.

## 13.7 A motivic degree theorem

Let $X$ be a variety of dimension $d = \ell^n - 1$ such that $s_d(X) \not\equiv 0 \pmod{\ell^2}$, i.e., a $\nu_n$-variety, set $R = \mathbb{Z}/\ell$ and let $X$ be the simplicial scheme introduced in 1.32. In Lemma 6.8, we identified $R_{\tau}(x)$ with the unit motive $\mathbb{R}$, defined in 6.3. Also recall from Section 13.5 that the degree map $\text{CH}^d(X) \to \mathbb{Z}$ may be interpreted motivically using a map $\tau_{\text{tr}} : \mathbb{L}^d \to \text{Z}_{\text{tr}}(X)$, or (mod $\ell$) as a map $\mathbb{R} \otimes \mathbb{L}^d \to R_{\tau}(X)$.

Proposition 5.16 asserts that (under certain hypotheses) a map $\lambda$ (defined in Proposition 5.9) is such that $\lambda \circ \tau_{\text{tr}} : R_{\tau}(x) \otimes \mathbb{L}^d \to S^{\ell-1}A$ is nonzero in $\text{DM}_{\text{nis}}(x, R)$. Theorem 13.25 below shows that it suffices to produce a nonzero element $\alpha$ with $Q_n(\alpha) = 0$, which is accomplished in the proof of 5.16.

**Theorem 13.25.** Let $X$ be a $\nu_n$-variety, and let $\alpha$ be a nonzero class in $H^{p,q}(x, R) = \text{Hom}_{\text{DM}}(R, R(q)[p])$, with $p > q$, such that $Q_n(\alpha) = 0$. Suppose that the structure map $R_{\tau}(X) \xrightarrow{\pi} \mathbb{R}$ factors as $R_{\tau}(X) \xrightarrow{\lambda} M \xrightarrow{y} \mathbb{R}$ with $\alpha \circ y = 0$ for some $M$.

Then $\lambda \circ \tau_{\text{tr}} : \mathbb{R} \otimes \mathbb{L}^d \to M$ is nonzero as a map in $\text{DM}_{\text{nis}}(x, R)$.

---

1 Compare with [Voe11, 4.4].
The situation in Theorem 13.25 and its proof is summarized by the following commutative diagram in DM, with $\alpha \circ y = 0$.

\[
\begin{array}{ccc}
\mathbb{R} \otimes \mathbb{L}^d & \xrightarrow{\tau_{\text{tr}}} & R_{\text{tr}}(X) & \xrightarrow{\Delta} & \text{cone}(\tau_{\text{tr}}) \\
\lambda \circ \tau_{\text{tr}} & \downarrow & \lambda & \swarrow \pi & \vdash \pi \\
M & \xrightarrow{y} & \mathbb{R} & \xrightarrow{\alpha} & \mathbb{R}(q)[p].
\end{array}
\]

**Proof.** We begin the proof with a reduction. Let $M'$ be the motive defined by the distinguished triangle

\[
\mathbb{R}(q)[p - 1] \rightarrow M' \rightarrow \mathbb{R} \rightarrow \mathbb{R}(q)[p].
\]

Since we assume that $\alpha \circ y = 0$, $y$ lifts to a morphism $M \rightarrow M'$ in the sense that $y$ is the composite $M \rightarrow M' \rightarrow \mathbb{R}$. Therefore to prove the proposition it is sufficient to show that the composition

\[
\mathbb{R} \otimes \mathbb{L}^d \rightarrow R_{\text{tr}}(X) \rightarrow M \rightarrow M'
\]

is nonzero. We may now forget about the original $M$ and consider only $M'$.

By 4.5, $\text{Hom}_X(\mathbb{R} \otimes \mathbb{L}^d, \mathbb{R}) = H^{-2d-d}(X, R)$; this is zero as $-d < 0$. Thus the composition $\pi \circ \tau_{\text{tr}} : \mathbb{R} \otimes \mathbb{L}^d \rightarrow \mathbb{R}$ is zero, and $\pi$ extends to a morphism $\tilde{\pi} : \text{cone}(\tau_{\text{tr}}) \rightarrow \mathbb{R}$; $\tilde{\pi}$ is uniquely determined because $\text{Hom}(\mathbb{R} \otimes \mathbb{L}^d[1], \mathbb{R}) = 0$.

If the composition $\mathbb{R} \otimes \mathbb{L}^d \rightarrow M'$ were zero then $\lambda$ would lift to $\lambda : \text{cone}(\tau_{\text{tr}}) \rightarrow M'$ and $y \circ \lambda$ would be a second lift of $\pi$. This would imply that

\[
\alpha \circ \tilde{\pi} = \alpha \circ y \circ \lambda = 0.
\]

Therefore, to finish the proof, it suffices to show that $\alpha \circ \tilde{\pi}$ is non-zero.

Recall from Theorem 13.18 that the degree map $\tau_{\text{tr}}$ arises from the composition of the Thom isomorphism with a map $\tau : T^N \rightarrow Th_X(N)$, where $N$ is an $s$-dimensional bundle representing the stable normal bundle on $X$, $N = d + s$ and $T^N = \mathbb{A}^N/(\mathbb{A}^N - 0)$. Smashing the sequence (13.19.1) with $\mathbb{L}^d$, we see that $\tau$ determines a cofibration sequence

\[
T^N \wedge \mathbb{L}^d \xrightarrow{\tau} Th_X(N) \wedge \mathbb{L}^d \rightarrow (Th_X(N)/T^N) \wedge \mathbb{L}^d
\]

By (13.19.3), the Thom class $t_N$ in $H^{2d,d}(Th_X(N), \mathbb{Z})$ lifts to a class $\tilde{t}_N$ in $\tilde{H}^{2d,d}(Th_X(N)/T^N, \mathbb{Z})$. By abuse of notation, we write $\tilde{t}$ for the image of $\tilde{t}_N$ modulo $\ell$ in $\tilde{H}^{2d,d}(Th_X(N)/T^N \wedge \mathbb{L}^d, R)$. Since $Th_X(N)$ maps to $X$ and hence $\mathbb{L}^d$, we have $Th_X(N) \wedge \mathbb{L}^d \xrightarrow{\tilde{t}} Th_X(N)$ by the discussion in Section 4.2. Therefore we have a commutative diagram:

\[
\begin{array}{ccc}
\text{Hom}(\text{cone}(\tau_{\text{tr}}), \mathbb{R}(q)[p]) & \xrightarrow{p^*} & H^{p,q}(X, R) \\
\downarrow y \mapsto y \cdot \tilde{t} & \downarrow & \downarrow x \mapsto x \cdot t_N \\
\tilde{H}^{p+2d,q+d}(Th_X(N)/T^N \wedge \mathbb{L}^d, R) & \rightarrow & \tilde{H}^{p+2d,q+d}(Th_X(N), R).
\end{array}
\]
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Operations

In the left vertical map, we have written $y \cdot \tilde{t}$ for the more pedantic product of $p^*(y) \in H^{p,q}(X, R)$ with $\tilde{t}$.

Since $\pi$ represents $1 \in H^{0,0}(X, R)$ and $\bar{\pi} \in \text{Hom}({\coname}, R)$ has $p^*(\bar{\pi}) = \pi$, we have $\bar{\pi} \cdot \tilde{t} = \tilde{t}$. Hence the left vertical map sends $\alpha \circ \bar{\pi}$ to $\alpha \cdot \tilde{t}$. Hence it suffices to show that $\tilde{t} \cdot \alpha \neq 0$.

We are going to show that $Q_n(\tilde{t} \cdot \alpha) \neq 0$. First, we claim that

$$Q_n(\tilde{t} \cdot \alpha) = Q_n(\tilde{t}) \alpha. \tag{13.25.1}$$

For $\ell > 2$, this follows from the fact that $Q_n$ is a derivation (Lemma 13.11) and $Q_n(\alpha) = 0$. For $\ell = 2$, $Q_n$ is not a derivation, and there are additional terms on the right side of (13.25.1) which depend on $Q_i(\tilde{t})$ for $i < n$, as described in Remark 13.14.1. As in the proof of Lemma 13.23.1, it follows from simple weight considerations that $Q_i(\tilde{t}) = 0$ for $i < n$ and therefore (13.25.1) holds for $\ell = 2$ as well.

Theorem 13.20 shows that the right hand side $Q_n(\tilde{t}) \alpha$ of (13.25.1) equals $c \cdot v \cdot \alpha$ where $c = s_0(X)/\ell$ and $v$ is given in (13.19.2). Since $X$ is a $\nu_n$-variety, $c$ is an invertible element of $\mathbb{Z}/\ell$. Hence it suffices to check that $v \cdot \alpha \neq 0$. Since $v = \delta^*(u)$, where $u$ is the tautological generator of

$$H^{2N+1,N}(\Sigma^1 \mathbb{T}^N, R) \cong H^{0,0}(\text{Spec}(k), R) = R,$$

we have $v \cdot \alpha = \delta^*(u \cdot \alpha)$. Setting $p' = p + 2N$ and $q' = q + N$, the element $u \cdot \alpha$ lies in $H^{p'+1,q'}(\Sigma^1 \mathbb{T}^N \wedge \mathcal{X}_+, R) \cong H^{p,q}(X, R)$ and is nonzero because $\alpha \neq 0$. Because $Th_X(N) \wedge \mathcal{X}_+ \xrightarrow{\tau} Th_X(N)$, we have an exact sequence

$$H^{p',q'}(Th_X(N), R) \xrightarrow{\tau} H^{p',q'}(T \mathbb{T}^N \wedge \mathcal{X}_+, R) \xrightarrow{\delta^*} H^{p',q'}(Th_X(N)/\mathbb{T}^N \wedge \mathcal{X}_+, R),$$

and $H^{p',q'}(Th_X(N), R) \cong H^{p+2d,q+d}(X, R) = 0$ by the Thom isomorphism and the cohomological dimension theorem. Hence $\delta^*$ is an injection; since $u \cdot \alpha \neq 0$, we have $v \cdot \alpha = \delta^*(u \cdot \alpha) \neq 0$, as required.

\[\square\]

13.8 Historical notes

Steenrod’s original 1947 paper constructing the Steenrod squares opened the doors for remarkable developments in algebraic topology; his $S^q$ was the Bockstein, first introduced by Meyer Bockstein in 1942. Henri Cartan discovered the Cartan formula almost immediately; Serre recognized the connection to Eilenberg–Mac Lane spaces and classified all mod–2 cohomology operations in his 1952 note [Ser52]. Steenrod later constructed the reduced power operations $P^i$ and Cartan used them to describe all mod–$\ell$ cohomology operations in his 1954 note [Car54]. The 1962 book [Ste62] summarized the main developments of that era.

The idea that there should be cohomology operations in motivic cohomology, and that they should be defined in the $\mathbb{A}^1$-homotopy category, is due to
Voevodsky. His construction of the operations $P^i$ is modelled on the work of Steenrod [Ste62]. The main structural theorems of [Voe03c] are summarized in Section 13.2; some typos in loc. cit. have been corrected in 13.7.

Similarly, the results in Section 13.4 are based on the 1958 paper [Mil58] by Milnor, which introduced the operations $Q_i$, and all the formulas for $\ell \neq 2$ are due to Milnor. Of course, the motivic definition of the $Q_i$ and many of the other results are taken from [Voe03c]. The formulas 13.13 and 13.14 are new.

Sections 13.5 and 13.6 are taken from Sections 2 and 3 of Voevodsky’s paper [Voe03a] and from Riou’s commentaries [Rio14] and [Rio12]. The final section 13.7 is taken from Section 4 of [Voe11].
Chapter 14

Symmetric powers of motives

In this chapter we develop the basic theory of symmetric powers of smooth varieties, which will play an important role in the construction of motivic classifying spaces in Chapter 15.

The constructions in this chapter are based on an analogy with the corresponding symmetric power constructions in topology. Recall that if $K$ is a set (or even a topological space) then the symmetric power $S^m K$ is defined to be the orbit space $K^m / \Sigma_m$, where $\Sigma_m$ is the symmetric group. If $K$ is pointed, there is an inclusion $S^m K \subset S^{m+1} K$ and $S^\infty K = \bigcup S^m K$ is the free abelian monoid on $K - \{\ast\}$.

When $K$ is a connected topological space, the Dold–Thom theorem [DT 58] says that $\tilde{H}_\ast(K, \mathbb{Z})$ agrees with the homotopy groups $\pi_\ast(S^\infty K)$. In particular, the spaces $S^\infty(S^n)$ have only one homotopy group ($n \geq 1$) and hence are the Eilenberg–MacLane spaces $K(\mathbb{Z}, n)$ which classify integral homology.

14.1 Symmetric powers of varieties

If $X$ is a quasiprojective variety over a perfect field, its $m^{th}$ symmetric power is the geometric quotient variety $S^m X = X^m / \Sigma_m$, where $\Sigma_m$ is the symmetric group; locally, if $X = \text{Spec}(A)$ and $B = A \otimes \cdots \otimes A$ then $S^m X = \text{Spec}(B^{\Sigma_m})$. If $G$ is a subgroup of $\Sigma_m$ then we also set $S^G X = X^m / G$; locally $S^G X = \text{Spec}(B^G)$. This is an abuse of notation, since $S^G X$ depends upon $m$.

The example $X = \mathbb{A}^2$ shows that symmetric powers of smooth varieties are not always smooth. However, if $X$ is normal then $X^m$, $S^m X$ and $S^G X$ are also normal, because locally the coordinate rings of $X^m$ and $S^G X$ are the normal domains $B = A^{\otimes m}$ and $B \cap k(X^m)^G$. For this reason, we shall work with the category $\textbf{Norm}$ of normal quasiprojective varieties; $S^m$ and $S^G$ determine functors from $\textbf{Norm}$ to itself.
Replacing $X^m$ by the smash product $(X_+)^\wedge m = (X^m)_+$, the formula

$$S^G_m(X) = (X_+)^\wedge m / G = (S^G X)_+$$

defines “reduced” functors $\tilde{S}^G$ from the pointed category $\text{Norm}_+$ (normal varieties of the form $X \amalg *$) to itself. The unreduced functors $S^m$ are defined on $\text{Norm}_+$ by $S^G(X_+) = S^G(X \amalg *)$.

By naturality, $S^G$ and $\tilde{S}^G$ also determine self-functors on $\Delta^{op}\text{Norm}$ and $\Delta^{op}\text{Norm}_+$. There is a natural decomposition:

$$S^m(X \amalg Y) = \prod_{i+j=m} S^i(X) \times S^j(Y). \quad (14.1)$$

Setting $Y = \text{Spec}(k)$, formula (14.1) gives a decomposition of $S^m(X_+)$ as the coproduct of the $S^i(X)$ for $0 \leq i \leq m$. This decomposition is not natural for pointed maps, but it is related to $\tilde{S}^m(X_+) = (S^m X)_+$ by a natural sequence of pointed objects, split for each $X$:

$$* \to S^{m-1}(X_+) \to S^m(X_+) \to \tilde{S}^m(X_+) \to * . \quad (14.2)$$

We let $S^\infty(X_+)$ denote the filtered colimit of the pointed presheaves $S^m(X_+)$ along the maps in the split sequences (14.2). For example, for $S^0 = \text{Spec}(k)_+$ we have $S^m(S^0) = S^0$, $S^m(S^0) \cong \{0, 1, \ldots, m\}$ and $S^\infty S^0 = \mathbb{N}$.

If $X$ is a variety then the sets $(S^G X)(U)$ need not equal the symmetric powers $S^G(X(U))$ of the sets $X(U)$. For example, if $X = \mathbb{A}^1$ and $U = \text{Spec}(k)$ then $S^2X = \mathbb{A}^2$ and the natural map from $S^2(\mathbb{A}^1(k)) = \mathbb{A}^2(k)/\Sigma_2$ to $\mathbb{A}^2(k)$, sending $(a, b) = (b, a)$ to $(a + b, ab)$, is not onto when $k$ has a quadratic field extension.

**Definition 14.3.** Let $G-\text{Norm}$ denote the category of normal $G$-schemes and equivariant morphisms. The functor endowing a scheme with the trivial $G$-action has a left adjoint, the quotient functor $(/G) : T \mapsto T/G$ from $G-\text{Norm}$ to $\text{Norm}$. Its inverse image functor ($(G)^\star$, from $\text{Psh}(G-\text{Norm})$ to $\text{Psh}(\text{Norm})$), is defined by $(/G)^\star H(Y) = \text{colim}_{Y \mapsto T/G} H(T)$. Note that $(/G)^\star$ commutes with colimits because it is left adjoint to $F \mapsto F(-/G)$.

It will be convenient to factor $S^G$ as the composition of $(/G)^\star$ and a functor $P$ from presheaves on $\text{Norm}$ to presheaves on $G-\text{Norm}$, which we now define.

**Definition 14.4.** Let $G$ be a subgroup of $\Sigma_m$. Given a $G$-scheme $T$, let $T^{\amalg m}$ denote the disjoint union of $m$ copies of $T$, made into a $G$-scheme via the diagonal action, with quotient $T^{\amalg m}/G$. For any (simplicial) presheaf $F$ on $\text{Norm}$, we define the (simplicial) presheaf $PF$ on the category of normal $G$-schemes by

$$(PF)(T) = F(T^{\amalg m}/G).$$

It is clear that $P$ commutes with colimits: $P(\text{colim} F_\alpha) \cong \text{colim}(PF_\alpha)$. Since $PF$ is natural in $F$, $P$ is a functor from $\text{Psh}(\text{Norm})$ to $\text{Psh}(G-\text{Norm})$.

Similarly, we define $P : \text{Psh}(\text{Norm}_+) \to \text{Psh}(G-\text{Norm}_+)$ by sending a presheaf $F$ on $\text{Norm}_+$ to $(PF)(T) = F(T^{\amalg m}/G)$, where $T^{\amalg m} = T \vee \cdots \vee T$ with the diagonal action.
Lemma 14.5. If $X$ is a normal scheme, the presheaf $PX$ is representable by the $G$-scheme $X^m$. That is, $(PX)(T) = \text{Hom}_G(T, X^m)$.\footnote{Taken from [Del09], Ex. 6}

Similarly, $P(X_+)$ is representable by the pointed $G$-scheme $(X^m)_+$.\footnote{Taken from [Del09], Ex. 6}

Proof. Non-equivariantly, we have natural isomorphisms

$$\text{Hom}(T, X^m) \cong \text{Hom}(T, X) \cong \text{Hom}(T \amalg_m, X).$$

A map $(f_1, ..., f_m) : T \to X^m$ is equivariant if $f_i(\gamma t) = f_i(\tau(t))$ for all $\gamma \in G$. Since $G$ acts trivially on $X$, this is also the condition for a map $T \amalg_m \to X$ to be equivariant. Thus we have $\text{Hom}_G(T, X^m) \cong \text{Hom}(T \amalg_m / G, X)$.

The pointed version is left to the reader. \hfill $\square$

The considerations of Chapter 12 also apply to simplicial presheaves on $G\text{--Norm}$. For example, the notions of global weak equivalence, etc. make sense for simplicial presheaves on $G\text{--Norm}$. This includes the notion of a radditive presheaf (Definition 12.14).

Lemma 14.6. $P$ preserves global weak equivalences, and sends radditive presheaves to radditive presheaves.

Proof. Let $F_1 \to F_2$ be a global weak equivalence of simplicial presheaves on $\text{Norm}$. Then for every normal $G$-scheme $T$ we have a weak equivalence

$$(PF_1)(T) = F_1(T \amalg_m / G) \sim \to F_2(T \amalg_m / G) = (PF_2)(T).$$

Hence $PF_1 \to PF_2$ is a global weak equivalence of simplicial presheaves on $G\text{--Norm}$. Similarly, if $F$ is radditive on $\text{Norm}$ then for every $T_1$ and $T_2$:

$$PF(T_1 \amalg T_2) = F((T_1 \amalg T_2) \amalg_m / G) = F((T_1 \amalg_m / G) \amalg (T_2 \amalg_m / G))$$

$$= F(T_1 \amalg_m / G) \times F(T_2 \amalg_m / G) = PF(T_1) \times PF(T_2).$$

Hence $PF$ is also a radditive presheaf. \hfill $\square$

Proposition 14.7. If $F$ is a presheaf on $\text{Norm}$, resp., $\text{Norm}_+$, there is a presheaf isomorphism

$$(S^G)^* F \cong (\text{/}G)^*(PF), \quad \text{resp.}, \quad (\tilde{S}^G)^* F \cong (\text{/}G)^*(PF).$$

Proof. Because all functors involved commute with colimits, and $F$ is the co-equalizer of $L_1 F \to L_0 F$ (see Construction 12.7), we may assume that $F$ is represented by a normal scheme $X$. But by Lemma 14.5, we have

$$S^G(X) = (\text{/}G)^*(X^m) = (\text{/}G)^*(PX).$$

$\square$
14.2 Symmetric powers of correspondences

The symmetric power construction is compatible with elementary and finite correspondences, as defined in Section 6.1. Indeed, if \( f : X \to Y \) is a finite correspondence then so is \( f^x_m : X^m \to Y^m \). If \( f^x_m \) is an elementary correspondence then it induces an elementary correspondence \( X^m/G \to Y^m/G \) for every \( G \subseteq \Sigma_m \), almost by definition. In general, the finite correspondence \( f^x_m : X^m \to Y^m/G \) descends to a finite correspondence from \( X^m/G \) to \( Y^m/G \), which we call \( S^G_z(f) \), by the case \( Z = Y^m/G \) of the following formula of Suslin and Voevodsky; see [SV96, 5.16].

\[
\text{Cor}(X^m/G, Z) \xrightarrow{\cong} \text{Cor}(X^m, Z)^G.
\]

Recall (say from [MVW]) that \( \text{Cor}(\text{Norm}) \) denotes the category of finite correspondences on \( \text{Norm} \), with coefficients in a fixed ring \( R \). We will sometimes require that \( |G| \) is invertible in \( R \). For clarity, we shall write \( R_{tr}(X) \) for a normal scheme \( X \), regarded as an object of \( \text{Cor}(\text{Norm}) \).

**Definition 14.8.** The endofunctor \( S^G_{tr} : \text{Cor}(\text{Norm}) \to \text{Cor}(\text{Norm}) \) is defined for any subgroup \( G \) of \( \Sigma_m \), on objects by \( S^G_{tr}(R_{tr}(X)) = R_{tr}(S^G X) \), and on morphisms by \( f \mapsto S^G_{tr}(f) \). When \( G = \Sigma_m \) we write \( S^m_{tr} \) for \( S^G_{tr} \). By naturality, \( S^G_{tr} \) extends to an endofunctor on the simplicial category \( \Delta^{op}\text{Cor}(\text{Norm}) \).

For \( X_+ \) in \( \text{Norm}_+ \) we define \( S^G_{tr} R_{tr}(X_+) = R_{tr}(S^G(X_+)) \), so that \( S^G_{tr} \circ R_{tr} = R_{tr} \circ S^G \) is a functor from \( \text{Norm}_+ \) to \( \text{Cor}(\text{Norm}) \). In particular, \( S^G_{tr} R_{tr}(X_+) = R_{tr} S^m(X_+) = R_{tr}(S^m X_+) \). The next lemma is based on [Voe10c, 2.34].

**Lemma 14.9.** For any (simplicial) normal varieties \( X, Y \) we have

\[
S^m_{tr}(R_{tr}X \oplus R_{tr}Y) \cong \bigoplus_{i+j=m} S^i_{tr}(R_{tr}X) \otimes S^j_{tr}(R_{tr}Y).
\]

Proof. Immediate from \( R_{tr}(X \coprod Y) = R_{tr}X \oplus R_{tr}Y \) and (14.1). \( \square \)

**Lemma 14.10.** Let \( G \) be a finite group whose order is invertible in \( R \). If \( G \) acts faithfully and algebraically on \( X \), then \( \pi : X \to X/G \) induces an isomorphism \( R_{tr}(X)^G \cong R_{tr}(X/G) \).

Proof. The transpose \( \pi^t \) is a finite correspondence from \( X/G \) to \( X \), and is equivariant, so we may regard \( \pi^t \) as a map from \( R_{tr}(X/G) \) to \( R_{tr}(X)^G \). Since \( \pi : X \to X/G \) is pseudo-Galois with group \( G \) (see Definition 8.19), the composition \( \pi \circ \pi^t \) is multiplication by \( |G| \) on \( R_{tr}(X/G) \) — which is an isomorphism by assumption — and \( \pi^t \circ \pi \) is \( \sum g \in G \) \( g \). See [SV96, 5.17] or [SV00b, 3.6.7]. But \( \sum g \) is an isomorphism on \( R_{tr}(X)^G \), since the idempotent \( e = (1/|G|) \sum g \in G \) of \( R[|G|] \) acts on \( R_{tr}(X) \) as projection onto the summand \( R_{tr}(X)^G \). \( \square \)

**Corollary 14.11.** If \( H \triangleleft G \subseteq \Sigma_n \) and \( [G : H] \) is invertible in \( R \), then \( G/H \) acts on \( S^H X \) and \( S^G_{tr}(R_{tr}(X)) \cong S^H_{tr}(R_{tr}(X))^{G/H} \).
Proof. Apply Lemma 14.10 to the action of $G/H$ on $S^H X$, using $S^G_i R_{\text{tr}}(X) = R_{\text{tr}}(S^G X)$ and $S^G X = (S^H X)/(G/H)$. 

**Examples 14.12.** (a) Since $S^m(\text{Spec } k) \cong \text{Spec } k$, $S^m_m(R) \cong R$ for all $m$. If the $s_i$ are the elementary symmetric polynomials then $S^m(\mathbb{A}^1) = \text{Spec } [k[s_1,\ldots,s_m]] \cong \mathbb{A}^m$.

(b) The functors $S^m_m$ extend to the idempotent completion of $\text{Cor}$, because if $e$ is an idempotent finite correspondence then so is $S^G(e)$. For example, since $R_{\text{tr}}(\mathbb{P}^1) \cong R \oplus L^1$ and $S^m_m(\mathbb{P}^1) \cong \mathbb{P}^m$, we see that $S^m_m(R \oplus L^1) = R_{\text{tr}}(\mathbb{P}^1) = R_{\text{tr}}(\mathbb{P}^{m-1}) \oplus L^m$. Lemma 14.9 yields $S^m_m(\mathbb{L}^1) \cong L^m$.

(c) The map $\pi : S^m(\mathbb{A}^1) \to \mathbb{A}^1$, $(a_1,\ldots,a_m) \mapsto a_1 \cdots a_m$, and its restriction $S^m(\mathbb{A}^1-\{0\}) \to \mathbb{A}^1-\{0\}$, are vector bundles with fiber $\mathbb{A}^{m-1}$, split by $a \mapsto (a,1,\ldots,1)$. This is because $\pi$ is the map $\text{Spec } k[s_1,\ldots,s_m] \to \text{Spec } [k[s_m]]$. For later use, we note the consequence that $S^m_m(\mathbb{A}^1-\{0\}) \cong (\mathbb{A}^1-\{0\}) \times \mathbb{A}^{m-1}$, and hence the simplicial presheaf $S^m_m(\mathbb{A}^1-\{0\})$ is $\mathbb{A}^1$-weakly equivalent to $(\mathbb{A}^1-\{0\})$.

(d) Suppose that $m!$ is a unit of $R$, so that the symmetrizing idempotent $e = (\Sigma \sigma)/m!$ of $R[\Sigma_m]$ exists. Since $R[\Sigma_m]$ acts on $R_{\text{tr}}(X^m)$, we can form the summand $e \cdot R_{\text{tr}}(X^m)$. From Lemma 14.10 we see that the canonical map $R_{\text{tr}}(X^m) \to R_{\text{tr}}(S^m_m X) = S^m_m(R_{\text{tr}} X)$ induces an isomorphism $S^m_m(R_{\text{tr}} X) \cong R_{\text{tr}}(X^m) \Sigma_m = e \cdot R_{\text{tr}}(X^m)$, when $1/m! \in R$.

(e) Suppose that $1/m! \in R$. If $T$ is such that the interchange $\tau$ on $T \otimes T$ is $\mathbb{A}^1$-homotopic to the identity (e.g., $T = \mathbb{L}^a[2b]$), then $S^m_m(T) \cong T \otimes_m$, by (d). If $\tau \simeq -1$ (e.g., $T = \mathbb{L}^a[2b+1]$) and $m > 1$, then $S^m_m(T) \cong 0$, again by (d). In particular, $S^m_m(\mathbb{L}^a[2b]) \cong \mathbb{L}^{am}[2bm]$, $S^m_m(\mathbb{L}^a[2b+1]) \cong 0$.

The following result is the analogue of a formula for augmented simplicial $R$-modules discovered by Steenrod in [Stenrod]; it is taken from [Voevodsky2010c, 2.47].

**Lemma 14.13.** (Steenrod’s Formula) Applying $R_{\text{tr}}$ to (14.2) (for $X_+$) yields a split exact sequence; the splitting is natural in $\text{Norm}_+$:

$$0 \to R_{\text{tr}} S^{m-1}_i(X_+) \to R_{\text{tr}} S^m_m(X_+) \to R_{\text{tr}} \mathcal{S}^m(X_+) \to 0.$$ 

**Proof.** By (14.2), the sequence is split exact for each $X_+$. Recall that, as in Section 5.2, for each $X$ and $i < m$ the transfer maps for $S^i(X) \times X^{m-i} \to S^m(X)$ and the structure map $\pi_X : X \to *$ induce maps $\tau_i : R_{\text{tr}} S^m_m(X) \to R_{\text{tr}} S^i (X)$ and hence from $S^m_m R_{\text{tr}}(X_+) = R_{\text{tr}}(S^m_m(X)_+)$ to $S^m_m R_{\text{tr}}(X_+) = R_{\text{tr}}(S^i (X)_+)$. The alternating sum (over $i$) of the transfers $\tau_i$ defines a splitting map $\tau : S^m_m R_{\text{tr}}(X_+) = R_{\text{tr}}(S^m_m(X)_+) \to \oplus_{i=1}^{m} R_{\text{tr}}(S^i (X)_+) = \oplus_{i=1}^{m} S^m_m R_{\text{tr}}(X_+)$.
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We claim that \( \tau \) is natural for maps \( f : Z_+ \to X_+ \). To see this, note that \( Z_+ \) is the disjoint union of \( f^{-1}(X) \) and \( Y_+ = f^{-1}(\ast) \). Thus \( f \) factors as a composite

\[
Z_+ \cong (f^{-1}(X) \amalg Y)_+ \xrightarrow{(f \amalg 1)_+} (X \amalg Y)_+ \xrightarrow{\pi_Y} X_+,
\]

where \( \pi_Y \) sends \( Y \) to the basepoint. Since the transfers \( \tau_i \) are natural for maps coming from \( \text{Norm} \), such as \((f \amalg 1)_+\), it suffices to consider the projections \( \pi_Y : (X \amalg Y)_+ \to X_+ \).

We must show that for each \( j > 0 \) and \( a < i \) the composition from the summand \( S^i_{tr} R_{tr}(X) \otimes S^j_{tr} R_{tr}(Y) \) of \( R_{tr}^m(X \amalg Y) \) to \( S^a_{tr} R_{tr}(X) \) is zero.

\[
S^i_{tr} R_{tr}(X) \otimes S^j_{tr} R_{tr}(Y) \xrightarrow{(-1)^{a+b} \tau_a \otimes \tau_b} S^a_{tr} R_{tr}(X) \otimes S^b_{tr} R_{tr}(Y) \xrightarrow{1 \otimes \pi_Y} S^a_{tr} R_{tr}(X).
\]

This composition factors through each of the \( \binom{j}{b} \) terms \( S^a_{tr} R_{tr}(X) \otimes S^b_{tr} R_{tr}(Y) \) for \( b = 0, \ldots, j \), and the result follows from \( \sum_{b=0}^{j} (-1)^{b} \binom{j}{b} = 0 \).

**Corollary 14.14.** For any simplicial object \( V_* \) of \( \text{Norm}_+ \) there is an isomorphism

\[
R_{tr}(S^m V_*) = \lim_{m \to \infty} R_{tr}(S^m V_*) \cong \bigoplus_{i=1}^{\infty} S^i_{tr} R_{tr}(V_*).
\]

**Proof.** Since \( R_{tr}^0(V_*) = 0 \), the formula \( R_{tr}(S^m V_*) \cong \bigoplus_{i=1}^{m} S^i_{tr} R_{tr}(V_*) \) follows by induction, using the splittings in Lemma 14.13.

**Remark 14.14.1.** We will now describe \( S^m_{tr} \) in terms of \( S^i_{tr} \) when \( R = \mathbb{Z}_\ell \). If \( G \) is any subgroup of \( \Sigma_m \), and \( n \geq 1 \), the wreath product

\[
G \wr \Sigma_n = G^n \rtimes \Sigma_n
\]

acts on \( \{1, \ldots, mn\} \) by decomposing it into \( n \) blocks of \( m \) elements, with \( G^n \) acting on the blocks and \( \Sigma_n \) permuting the blocks. Thus \( G \wr \Sigma_n \subset \Sigma_{mn} \). It is easy to see that

\[
S^{G \wr \Sigma_n}(X) = S^m(S^{G}(X)), \quad S^{G \wr \Sigma_n}(R_{tr}X) = S^m_{tr} S^{G}_{tr}(R_{tr}X).
\]

Similarly, if \( H \) is a subgroup of \( \Sigma_n \) and we embed \( \Sigma_m \times \Sigma_n \) in \( \Sigma_{m+n} \) then \( S^{G \times H}(X) = S^{G}(X) \times S^H(X) \) and \( S^{G \times H}(R_{tr}X) = S^G(R_{tr}X) \otimes S^H(R_{tr}X) \).

**Proposition 14.15.** Consider the \( \ell \)-adic expansion \( m = m_0 + m_1 \ell + \cdots + m_r \ell^r \), with \( 0 \leq m_i < \ell \). The subgroup

\[
G = \Sigma_{m_0} \times (\Sigma_{\ell} \wr \Sigma_{m_1}) \times (\Sigma_{\ell} \wr (\Sigma_{\ell} \wr \Sigma_{m_2})) \cdots \times ((\Sigma_{\ell} \wr (\Sigma_{\ell} \wr (\cdots (\Sigma_{\ell} \wr (\Sigma_{m_r})))\cdots)))
\]

of \( \Sigma_m \) contains a Sylow \( \ell \)-subgroup of \( \Sigma_m \). If \( R = \mathbb{Z}_\ell \) or \( \mathbb{Z}_\ell / \ell \), then for every simplicial \( V \) and \( M = R_{tr}(V) \), \( S^m_{tr}(M) \) is a direct summand of

\[
S^m_{tr}(M) = (S^m_{tr} M) \otimes S^m_{tr}(S^\ell_{tr} M) \otimes S^{m_2}_{tr}(S^\ell_{tr} M) \cdots \otimes S^{m_r}_{tr}(S^\ell_{tr} M) .
\]
Proof. It is well known (and easy to check) that \( G \) contains a Sylow \( \ell \)-subgroup of \( \Sigma_m \), i.e., that \( \ell \nmid d = [\Sigma_m : G] \). The displayed formula for \( S^G_\ell(M) \) follows from the above remarks, and the map \( \pi \) from \( S^G(V) = V^m/G \) to \( S^mV = V^m/\Sigma_m \) is finite of degree \( d \). The transpose \( \pi^t \) is a finite correspondence, and the composition \( \pi \circ \pi^t \) is multiplication by \( d \) on \( R_{\ell_1}(S^mV) = S^m_\ell(M) \), and hence is an isomorphism. 

\[ \square \]

### 14.3 Weak equivalences and symmetric powers

The goal of this section is to show that the functors \( S^G \), and in particular the symmetric powers \( S^m \), preserve \( \mathbb{A}^1 \)-local equivalences between filtered colimits of representable presheaves on \( \text{Norm} \). As in Definition 12.15, we write \( \text{Norm}^{\text{ind}} \) for the category of ind-normal varieties, i.e., the category of filtered colimits of representable presheaves on \( \text{Norm} \) (see [AGV73, I.8.2]).

For example, consider the functorial cofibrant replacement \( \text{Lres}(F) \) of a simplicial radditive presheaf \( F \), described in Example 12.19 and Remark 12.7. Each of the terms \( \text{Lres}_n F \) is an infinite coproduct of representable presheaves, which are filtered colimits of finite coproducts. Since each finite coproduct is representable by Example 12.14.1, each \( \text{Lres}_n F \) is a filtered colimit of representable presheaves. Hence \( \text{Lres}(F) \) is in \( \Delta^{\text{op}} \text{Norm}^{\text{ind}} \) for every radditive presheaf \( F \).

**Lemma 14.16.** If \( X \) is a simplicial ind-normal variety, the cofibrant replacement \( \text{Lres}(X) \to X \) of Example 12.19 induces global weak equivalences \( S^G \text{Lres}(X) \to S^G X \) and \( S^G \text{Lres}(X_+) \to S^G(X_+) \).

**Proof.** The endofunctor \( S^G \) of \( C = \text{Norm} \) has \( (S^G)^* X = S^G X \). Since \( \text{Lres}(X) \to X \) is a global weak equivalence in \( \Delta^{\text{op}} \text{Norm}^{\text{ind}} \), Corollary 12.33 states that \( S^G \text{Lres}(X) \to S^G X \) is a global weak equivalence. The same argument, applied to \( \text{Norm}_r \), yields the assertion for \( S^G, X_+ \). \( \square \)

For any radditive presheaf \( F \), we set \( \mathbb{L} S^G F = S^G \text{Lres}(F) \). In this language, Lemma 14.16 states that \( \mathbb{L} S^G X \to S^G X \) for all representable \( X \).

**Proposition 14.17.** The derived functor \( \mathbb{L} S^G = S^G \text{Lres} \) preserves global weak equivalences between simplicial radditive presheaves. That is, if \( F_1 \to F_2 \) is any global weak equivalence, then so is \( \mathbb{L} S^G(F_1) \to \mathbb{L} S^G(F_2) \).

The pointed functor \( \mathbb{L}\tilde{S}^G = \tilde{S}^G \text{Lres} \) also preserves global weak equivalences.

**Proof.** ([Voe10c, 2.11]) The map \( \text{Lres}(F_1) \to \text{Lres}(F_2) \) is a global equivalence because both of the \( \text{Lres}(F_1) \to \tilde{F}_1 \) are (by 12.25). Hence the induced map from \( \mathbb{L} S^G(F_1) = S^G \text{Lres}(F_1) \) to \( \mathbb{L} S^G(F_2) = S^G \text{Lres}(F_2) \) is a global weak equivalence, by Corollary 12.33. The argument for \( \mathbb{L}\tilde{S}^G \) is similar. \( \square \)

Next, we consider the behavior of symmetric powers under Nisnevich-local equivalences.
Proposition 14.18. If \( X \xrightarrow{f} Y \) is a Nisnevich-local equivalence between objects of \( \Delta^{op}\text{Norm}^{\text{ind}} \) then so is \( S^G(f) : S^G X \to S^G Y \).

A similar assertion holds for \( \tilde{S}^G X \to \tilde{S}^G Y \) when \( X \to Y \) is in \( \Delta^{op}\text{Norm}^{\text{ind}} \).

Proof. Let \( E \) denote the class of morphisms \( f \) in \( \Delta^{op}\text{Norm}^{\text{ind}} \) such that \( S^G f(W) \) is a weak equivalence for all hensel local \( W \). It is a \( \bar{\Delta} \)-closed class, by Theorem 12.30. Thus it suffices to show that \( E \) contains the Nisnevich-local equivalences.

Fix a hensel local \( W \) and consider the functor \( \Phi(X) = \tilde{S}^G X(W) \) from \( \text{Norm}^{\text{ind}} \) to \( \text{Sets} \) (or from \( \Delta^{op}\text{Norm}^{\text{ind}} \) to \( \Delta^{op}\text{Sets} \)). Because \( S^G \) commutes with colimits, so does \( \Phi \).

2 It is also clear that if \( U \) is open in \( X \) then \( S^G U \) is open in \( S^G X \) and hence \( \Phi(U) \to \Phi(X) \) is an injection.

Suppose that \( f : V' \to V \) is an étale cover and \( U \subset V \) is open, so that \( (V' - U)_{\text{red}} \to (V - U)_{\text{red}} \) is an isomorphism, i.e., we have an upper distinguished square \( Q \) of the form (12.48). Let \( K_Q \) denote the associated homotopy pushout, defined in 12.34. Applying \( \Phi \), which commutes with colimits, we have two pushout squares of simplicial sets:

\[
\begin{array}{ccc}
\Phi(U') & \xrightarrow{i} & \Phi(V') \\
\Phi(Q) & \xrightarrow{f} & \Phi(V) \\
\Phi(U) & \xrightarrow{i} & \Phi(K_Q).
\end{array}
\]

These squares show that \( \Phi(V) \) and \( \Phi(K_Q) \) are the respective pushout and homotopy pushout of \( \Phi(U) \leftarrow \Phi(U') \to \Phi(V') \). Recall from Remark 12.34.1 that the pushout of an injection of simplicial sets is weakly equivalent to the homotopy pushout. Therefore \( \Phi(V) \to \Phi(K_Q) \) is a weak equivalence.

Thus \( E \) contains the maps \( K_Q \to V \) for all upper distinguished squares (12.48). By Theorem 12.55, every Nisnevich-local equivalence is in the \( \bar{\Delta} \)-closure of the class of maps \( K_Q \to V \) for all upper distinguished squares (12.48). Therefore the Nisnevich-local equivalences are in \( E \).

Corollary 14.19. The derived functor \( \mathbb{L}S^G = S^G \mathbb{L}\text{res} \) preserves Nisnevich-local equivalences.

Proof. If \( F_1 \to F_2 \) is a Nisnevich-local equivalence of simplicial radditive presheaves, the cofibrant replacement \( f : \mathbb{L}\text{res}(F_1) \to \mathbb{L}\text{res}(F_2) \) is a Nisnevich-local equivalence of objects in \( \Delta^{op}\text{Norm}^{\text{ind}} \). Therefore \( S^G(f) : \mathbb{L}S^G(F_1) \to \mathbb{L}S^G(F_2) \) is a Nisnevich-local equivalence by Proposition 14.18.

We can now consider the behavior under \( \mathbb{A}^1 \)-weak equivalences.

Lemma 14.20. If \( \pi : V \to X \) is a vector bundle, then \( S^G V \to S^G X \) is an \( \mathbb{A}^1 \)-local equivalence.

2Compare to [Del09, Thm.6]
Symmetric Powers

Proof. If $X = \text{Spec}(R)$ and $V = \text{Spec}(A)$, $A = \text{Sym}_R(P)$, then $V^m = \text{Spec}(A^{\otimes m})$, and the graded algebra map

$$\phi_R : A^{\otimes m} \to A^{\otimes m}[u], \quad s = a_1 \otimes \cdots \otimes a_m \mapsto s \cdot u^{e_1 \cdots e_m} \quad (a_i \in A_{e_i})$$

is natural in $R$. The $\phi_R$ glue to define an equivariant map $V^m \times A^1 \xrightarrow{\phi} V^m$, fitting into the equivariant diagram on the left below. Modding out by the $G$-action yields the commutative diagram on the right.

$$
\begin{array}{ccc}
V^m & \xrightarrow{u=0} & V^m \times A^1 \\
\pi^m \downarrow & \phi & \downarrow \pi^G \\
X^m & \xrightarrow{t=0} & V^m \\
\end{array}

\begin{array}{ccc}
S^G(V) & \xrightarrow{u=0} & S^G(V) \times A^1 \\
\phi/G & \downarrow & \phi/G \\
S^G(X) & \xrightarrow{t=0} & S^G(V^m) \\
\end{array}
$$

From the right-hand diagram (and the 2-out-of-3 property), we see that $\phi/G$ is an $A^1$-local equivalence. Since $S^G\pi$ is a retract of an $A^1$-local equivalence, it follows that $S^G\pi$ is also an $A^1$-local equivalence.

**Proposition 14.21.** If $X \xrightarrow{f} Y$ is an $A^1$-local equivalence between objects of $\Delta^{\text{op}}\text{Norm}^{\text{ind}}$ then so is $S^G X \xrightarrow{S^G f} S^G Y$.

**Proof.** Let $E$ denote the class of morphisms $f$ in $\Delta^{\text{op}}\text{Norm}^{\text{ind}}$ such that $S^G f$ is an $A^1$-local equivalence. Since the class of $A^1$-local equivalences is $\varDelta$-closed by Theorem 12.66 and $S^G$ commutes with colimits, $E$ is a $\varDelta$-closed class by Theorem 12.30.

Again by Theorem 12.66, the $A^1$-local equivalences are the smallest $\varDelta$-closed class containing the Nisnevich-local equivalences and the maps $U \times A^1 \to U$. Since $S^G$ preserves Nisnevich-local equivalences by Proposition 14.18, and $S^G(X \times A^1) \to S^G(X)$ is an $A^1$-local equivalence by Lemma 14.20, $E$ contains the $A^1$-local equivalences. \qed

**Corollary 14.22.** The derived functor $\mathbb{L}S^G = S^GL\text{res}$ preserves $A^1$-local equivalences.

14.4 $S^G$ of quotients $X/U$

In the next chapter, we will need to compute $\bar{S}^G(\mathbb{A}^n/U)$ and $\mathbb{L}\bar{S}^G(\mathbb{A}^n/U)$, where $U$ is the complement of the origin and $G$ is a subgroup of $\Sigma_m$. In this section we consider the more general problem of computing $\bar{S}^G(X/U)$, where $U \subset X$ is the open complement of a closed subvariety $Z$.

By definition, $X/U$ is the pointed Nisnevich sheaf associated to the reflexive coequalizer $(X \cup_U *)$ of $(X \amalg U)_+ \Rightarrow X_+$, which sends $V$ to $X(V)/U(V)$. Since $(X \amalg U)_+$ is representable, $(X \cup_U *)$ is a additive presheaf by Lemma 12.16.
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Recall from Section 12.1 that the functors \( \tilde{S}^G \) on \( \text{Norm}_+ \) extend to inverse image functors \( (\tilde{S}^G)^* \) on \( \text{Pshv}(\text{Norm}_+) \). Because \( (\tilde{S}^G)^* \) preserves colimits, \( (\tilde{S}^G)^*(X \cup_U *) \) is the presheaf coequalizer of \( S^G(X \amalg U)_+ \Rightarrow (S^G X)_+ \); by Lemma 12.16, this presheaf is additive. The following theorem is a combination of Example 5.8 in [Del09] and Proposition 2.12 in [Voe10c].

**Theorem 14.23.** There is a Nisnevich-local equivalence

\[
(\tilde{S}^G)^*(X/U) \simeq (\tilde{S}^G)^*(X \cup_U *) \xrightarrow{f} S^G X/(S^G X - S^G Z).
\]

**Proof.** Writing \( V \) for \( S^G X - S^G Z \), \( S^G X/V \) is the pointed Nisnevich sheaf associated to the coequalizer \( (S^G X) \cup_V * \) of \( (S^G X) \amalg V \Rightarrow (S^G X)_+ \). We will define \( f \) by using a decomposition of \( S^G(X \amalg U) \) to produce a morphism \( h : S^G(X \amalg U)_+ \rightarrow ((S^G X) \amalg V)_+ \), compatible with the coequalizer diagrams

\[
\begin{align*}
S^G(X \amalg U)_+ & \Rightarrow (S^G X)_+ \xrightarrow{(\tilde{S}^G)^*(X \cup_U *)} S^G X/(S^G X - S^G Z) \\
((S^G X) \amalg V)_+ & \Rightarrow (S^G X)_+ \xrightarrow{(\tilde{S}^G)^*(X \cup_U *)} S^G X/(S^G X - S^G Z)
\end{align*}
\]

and then show that \( f \) is a Nisnevich-local equivalence, by evaluating \( h \) at hensel local schemes.

**Step 1:** We first consider the case \( G = \Sigma_m \), using the decomposition \( S^m(X \amalg U) = \amalg S^i X \times S^{m-i} U \) of (14.1). The identity map of \( S^m X \) and the concatenation maps

\[
S^i X \times S^{m-i} U \rightarrow V, \quad i < m,
\]

assemble to define a natural map \( h : S^m(X \amalg U) \rightarrow (S^m X) \amalg V \), compatible with the coequalizer diagrams. Thus \( h \) induces a morphism \( f \) as indicated above.

To show that \( f \) is a Nisnevich-local equivalence, it suffices (by the construction of coequalizers in the category of sets) to show that \( h \) is a surjection when evaluated at any hensel local scheme \( T \).

Fix \( i \) and \( j \) such that \( i + j = m \), and set \( H = \Sigma_i \times \Sigma_j \), so that \( S^i X \times S^j U = (X^i \times U^j)/H \) is an open subscheme of \( S^i X \times S^j X = X^m/H \). Let \( Y_j \) denote the étale locus of \( S^i X \times S^j U \rightarrow V \). We claim that the union of the étale maps \( Y_j \rightarrow V \) (\( j > 0 \)) forms a Nisnevich cover of \( V \). This implies that for any hensel local \( T \), the subset \( \Pi Y_j(T) \) of \( \Pi((S^i X \times S^j X)(T)) \) maps onto \( V(T) \), which will finish the case \( G = \Sigma_m \).

To demonstrate the claim, let \( B_j \) denote the locally closed subscheme \( Z^i \times U^j \) of \( X^m \). Because \( Z \) and \( U \) are disjoint, the stabilizer subgroups of points in \( B_j \) lie in \( H \). By Lemma 14.23.1, applied to \( G = \Sigma_m \) and \( Y = X^m \), the étale locus of \( S^i X \times S^j X \rightarrow S^m X \) contains \( S^i Z \times S^j U \) and \( B_j/H \). As \( S^i Z \times S^j U \) is also contained in \( S^i X \times S^j U \), it is contained in \( Y_j \).

As a scheme, \( V \) is the union of the images of \( B_j \) \((0 < j \leq m)\). Therefore, it suffices to show that each morphism \( S^i Z \times S^j U \rightarrow V \) is a locally closed immersion. Consider the \( \Sigma_m \)-closure of \( B_j \) in \( X^m \), \( A_j = \bigcup_{\sigma \in \Sigma_m} \sigma(B_j) \). Then
A_j is the disjoint union of the σ(B_j) as σ runs over a set of coset representatives of H in Σ_m. Hence A_j/Σ_m equals B_j/H = S^iZ \times S^jU. Since A_j is locally closed in X^m and the map X^m \to X^m/Σ_m = S^mX is both open and proper, S^iZ \times S^jU is locally closed in S^mX. This establishes the claim, and finishes the case G = Σ_m.

\textbf{Step 2:} When G is an arbitrary subgroup of Σ_m, we proceed by first analyzing S^G(X \amalg U) = (X \amalg U)^m/G. The G-scheme (X \amalg U)^m breaks up as the disjoint union over \(i + j = m\) of G-schemes Y_{i,j}, where Y_{i,j} is the Σ_m-closure of \(X^i \times U^j\); since the stabilizer of \(X^i \times U^j\) is \(Σ_i \times Σ_j\), Y_{i,j} is the disjoint union over coset representatives:

\[Y_{i,j} = \coprod_{σ \in Σ_m/Σ_i \times Σ_j} σ(X^i \times U^j).\]

Note that Y_{m,0} = X^m, so Y_{m,0}/G = S^G X. For each pair (i, j) with j > 0 and for each σ, the images of the concatenations σ(X^i × U^j) → X^m → S^G X lie in V.

We define the morphism \(h : S^G(X \amalg U) \to S^G X \amalg V\) as follows. We map the summand Y_{m,0}/G = X^m/G to S^G X by the identity map; the summands Y_{i,j}/G with j > 0 are mapped to V by the mod G reduction of the concatenation maps defined above. It is clear that h is compatible with the coequalizer diagram.

As in the case G = Σ_m, f will be a Nisnevich-local equivalence if h is a surjection, i.e., if the étale locus of the morphisms Y_{i,j}/G \to V (j > 0) form a Nisnevich cover of V. To see this, we decompose each Y_{i,j} even further using the double cosets \([σ]\) in G\(\backslash Σ_m/ (Σ_i \times Σ_j)\). Let Y_{i,j}^{[σ]} denote the union of those components \(τ(X^i × U^j)\) of Y_{i,j} indexed by coset representatives τ in the G-orbit Gσ in Σ_m/(Σ_i × Σ_j). Then Y_{i,j} = \coprod_{[σ]} Y_{i,j}^{[σ]}, G acts on each factor Y_{i,j}^{[σ]}, and S^G(X \amalg U) = \coprod Y_{i,j}^{[σ]}/G.

The G-stabilizer of σ ∈ Σ_m/(Σ_i × Σ_j) is H_{i,j}^{[σ]} = G \cap σ(Σ_i × Σ_j)σ^{-1}. Thus the orbit Gσ of Σ_m/(Σ_i × Σ_j) is isomorphic to G/H_{i,j}^{[σ]}, and H_{i,j}^{[σ]} acts on σ(X^i × U^j). In summary, we have a natural isomorphism (induced by the inclusion)

\[σ(X^i \times U^j)/H_{i,j}^{[σ]} \cong Y_{i,j}^{[σ]}/G,\]

and the map h restricted to the component Y_{i,j}^{[σ]}/G of S^G(X \amalg U) is

\[h_{i,j}^{[σ]} : σ(X^i \times U^j)/H_{i,j}^{[σ]} \to V.\]

Set H = H_{i,j}^{[σ]} and B = σ(Z^i × U^j). Since B is closed in σ(X^i × U^j), B/H is closed in σ(X^i × U^j)/H. Finally, let A denote the G-closure of B in X^m, A = \bigcup_{τ \in G} τ(B). Now consider the following diagram, in which the top right map is an open immersion and both left horizontal maps are closed immersions.

\[
\begin{array}{ccc}
B/H & \hookrightarrow & σ(X^i \times U^j)/H \hookrightarrow X^m/H \\
\cong & \downarrow & \cong \\
A/G & \hookrightarrow & Y_{i,j}^{[σ]}/G \quad h_{i,j}^{[σ]} \cong \quad V \subset X^m/G
\end{array}
\]
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Because \( Z \) and \( U \) are disjoint, the stabilizer subgroups of points in \( B \) lie in \( H \). By Lemma 14.23.1, applied to \( G \) and \( Y = X^m \), the map \( X^m/H \to X^m/G \) is étale in a neighborhood of \( B/H \).

As a scheme, \( V \) is the union of the images of the \( B/H \) (over all \((i,j)\) with \( 0 < j \leq m \) and all \( \sigma \)). That is, the images form a constructible stratification of \( V \). Hence the union of the étale loci of the \( Y_{i,j}^{[\sigma]} \to V \) form a Nisnevich cover of \( V \). This implies that \( h \) is onto when evaluated at any hensel local scheme, and hence \( f \) is an isomorphism.

Lemma 14.23.1. Let \( G \) be a finite group and \( H \) a subgroup. Suppose \( G \) acts faithfully on a quasi-projective variety \( Y \), and let \( U \) be the (open) subscheme of points \( y \) whose (scheme-theoretic) stabilizer \( G_y \) is contained in \( H \). Then \( Y/H \to Y/G \) is étale on \( U/H \).

Proof. This is proven in V(2.2) of [SGA71], where the stabilizer \( G_y \) is called the groupe d’inertie of \( y \).

We also need to determine \( \mathbb{L}_{S^G} \to X/U \). By 14.19, it is Nisnevich-local equivalent to \( \mathbb{L}_{S^G} \to X \cup U \to X \cup U \). We start with \( G \)-schemes.

Proposition 14.24. Suppose that \( V \subset T \) is an open inclusion of \( G \)-schemes, with pointed quotient presheaf \( T \cup V \). Then we have a global weak equivalence

\[
\frac{(G)^*_{\text{res}}(V \cup V \cup V)}{(G)^*(T \cup V \cup V)} \simeq \frac{(G)^*(V \cup V \cup V)}{(G)^*(T \cup V \cup V)}.
\]

If \( T \) is \( A^1 \)-local equivalent to a point, \( (G)^*(V \cup V \cup V) \) is \( A^1 \)-local equivalent to the suspension of \( V \).

Proof. Consider the map of squares, induced by \( L_{\text{res}}(F) \to F \):

\[
\begin{array}{ccc}
L_{\text{res}}(V \cup V \cup V) & \xhookrightarrow{\text{res}} & L_{\text{res}}(T \cup V \cup V) \\
\downarrow & & \downarrow \\
L_{\text{res}}(*) & \xrightarrow{\text{res}} & L_{\text{res}}(T \cup V \cup V) \\
\end{array}
\]

Since \( L_{\text{res}} \) is a functor, \( G \) acts on the terms in the left square. By Construction 12.19 (the additive version of Lemma 12.10), the left top map is a termwise split monomorphism and the left square is cocartesian. By assumption, the right top map is a monomorphism and the right square is cocartesian. Since \((G)^*\) is a left adjoint, it preserves pushouts. As \((G)^*(V \cup V \cup V) = (V/G) \cup (G)^*(T \cup V \cup V) \) and \((G)^*(\ast) = \ast \), we have a map of cocartesian squares:

\[
\begin{array}{ccc}
(G)^*_{\text{res}}(V \cup V \cup V) & \xhookrightarrow{(G)^*_{\text{res}}(V \cup V \cup V)} & (V/G) \\
\downarrow & & \downarrow \\
(G)^*_{\text{res}}(*) & \xrightarrow{(G)^*_{\text{res}}(*)} & (G)^*(T \cup V \cup V) \\
\end{array}
\]

Since each term \( L_{\text{res}}(T \cup V \cup V) \) is termwise the coproduct of \( L_{\text{res}}(V \cup V \cup V) \) and another coproduct of schemes, and \((G)^*\) is computed termwise, the left top map
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is a monomorphism. Because $T \to T/G$ is an open map, $V/G \to T/G$ is an open inclusion. Thus $(V/G)(W) \to (T/G)(W)$ is a monomorphism for each $W$ in $\text{Norm}_+$. 

Recall from Remark 12.31.1 that if $K \to K'$ is a monomorphism of simplicial sets and $K \to L$ is any map then the pushout $K' \cup_K L$ is weakly equivalent to the homotopy pushout. It follows that both squares are homotopy pushouts when evaluated at any $W$.

Now the maps between the three corresponding top and left corners of (14.24.1) are global weak equivalences, by 12.19. By Theorem 12.33, applied to $(/G)^*$, the maps between the three corresponding top and left corners of (14.24.2) are also global weak equivalences. It follows that the homotopy pushout

$$(/G)^*\text{Lres}(T \cup V \ast) \to (/G)^*(T \cup V \ast)$$

is also a global weak equivalence.

Now suppose that $T$ is $\mathbb{A}^1$-local equivalent to a point. Since $\mathbb{A}^1$-localization preserves homotopy cocartesian squares, the pushout $((/G)^*(T \cup V \ast))$ is $\mathbb{A}^1$-equivalent to the homotopy pushout of $((/G)^*(T_+) = (T/G)_+$ and $\ast$ along $(/G)^*(V_+) = (V/G)_+$, i.e., to the cone of $(V/G)_+ \to S^0$. Hence $((/G)^*(T \cup V \ast))$ is $\mathbb{A}^1$-local equivalent to the suspension of $V/G$ (see Definition 1.36).

**Remark.** Proposition 14.24 is essentially Lemma 16 in [Del09], with $F = \ast$.

### 14.5 Nisnevich $G$-local equivalences

The goal of this section is to prove the following theorem, which is needed for Lemma 15.24.

**Theorem 14.25.** Suppose that $U \subset X$ is an open inclusion of normal schemes. Then $L\tilde{S}^G(X \cup_U \ast) \to \tilde{S}^G(X \cup_U \ast)$ is a Nisnevich-local equivalence.

The proof will need the notion of a $G$-local hensel scheme, and a Nisnevich $G$-local equivalence. This notion first appeared in [Del09, p.373].

**Definition 14.26.** Let $G$ be a finite group scheme. A $G$-local hensel scheme $T$ is a $G$-scheme whose underlying scheme is a finite disjoint union of hensel local schemes, and such that the scheme $T/G$ is hensel local.

A map $F_1 \to F_2$ of simplicial presheaves on $G$-$\text{Norm}$ is a Nisnevich $G$-local equivalence if $F_1(T) \to F_2(T)$ is a weak equivalence for every $G$-local hensel scheme $T$. A map $F_1 \to F_2$ of simplicial presheaves on $G$-$\text{Norm}_+$ is a Nisnevich $G$-local equivalence if $F_1(T_+) \to F_2(T_+)$ is a weak equivalence for every $G$-local hensel scheme $T$.

**Remark 14.26.1.** The $G$-local hensel schemes are the points of the $G$-Nisnevich topology on $G$-$\text{Norm}$ of [Del09, §3.1]. In this topology, covers of $T$ are collections of $G$-equivariant étale maps $Y_i \to T$ such that $T$ admits a filtration by closed equivariant subschemes $\emptyset = T_0 \subset T_1 \subset \cdots \subset T_n = T$ such that for each $j$ one of the maps $Y_j \to T$ admits a section over $T_j - T_{j-1}$.
Construction 14.27. The following construction produces $G$-local hensel schemes. Fix a hensel local scheme $S$ and a $G$-scheme $W$. Given a $G$-local hensel scheme $T$ with $T/G = S$, any $G$-map $T \to W$ induces a map $S \to W/G$. Conversely, given a map $f : S \to W/G$, the pullback $T = S \times_{W/G} W$ is a $G$-local hensel scheme, and the equivariant map $f_T : T \to W$ induces the original map $f$ on the $G$-quotient schemes. Thus we have a bijection

$$\colim_{T/G = S} \Hom_G(T, W) \overset{\cong}{\longrightarrow} (W/G)(S) = \Hom(S, W/G).$$

The colimit is taken over the system of $G$-local schemes $T$ over $S$ with $T/G = S$. Note that a morphism $T_1 \to T_2$ in this system induces an isomorphism $\Hom_G(T_2, W) \overset{\cong}{\longrightarrow} \Hom_G(T_1, W)$.

If $F$ is a simplicial presheaf on $G$–$\text{Norm}^+$, the system of $G$-local hensel $T$ with $S = T/G$ is cofinal in the comma category of maps $S \to T'/G$. Hence

$$( (\!/G)^* F )(S) = \colim_{S \to T'/G} F(T') = \colim_{S = T/G} F(T).$$

We will need two properties of Nisnevich $G$-local equivalences.

Lemma 14.28. 1) If $F_1 \to F_2$ is a Nisnevich $G$-local equivalence of additive presheaves on $G$–$\text{Norm}^+$, then $\text{Lres} F_1 \to \text{Lres} F_2$ is also a Nisnevich $G$-local equivalence.

2) If $F_1 \to F_2$ is a Nisnevich $G$-local equivalence in $\Delta^{op}(G$–$\text{Norm}^+)$, then $(\!/G)^* F_1 \to (\!/G)^* F_2$ is a Nisnevich local equivalence.

Proof. The first assertion follows from 12.25 for $\mathcal{C} = G$–$\text{Norm}^+$, which asserts that $\text{Lres} F_1 \to F_1$ and $\text{Lres} F_2 \to F_2$ are global weak equivalences in $\Delta^{op}_{\text{rad}}(\mathcal{C})$.

For the second assertion, we observe that for each hensel local $S$ the map $(\!/G)^* F_1(S) \to (\!/G)^* F_2(S)$ is the colimit over the system of $G$-local hensel $T$ with $S = T/G$ of the weak equivalences $F_1(T) \to F_2(T)$. □

Lemma 14.29. Let $U \subset X$ be an open inclusion of normal schemes, and set $Z = X - U$, $W = X^m - Z^m$. Then for every subgroup $G$ of $\Sigma_m$ there is a Nisnevich $G$-local equivalence

$$P(X \cup_U *) \overset{f}{\longrightarrow} (X^m \cup_W *).$$

Proof. By Lemma 14.5, $P(X_+) \cong (X^m)_+$. We claim there is a map $h$ fitting into a coequalizer diagram in $\Delta^{op}_{\text{rad}}(G$–$\text{Norm})$ similar to that in Theorem 14.23:

$$\begin{array}{ccc}
P(X \amalg_U U)_+ & \cong & P(X_+) \longrightarrow P(X \cup_U *) \\
h \downarrow & & f \\
(X^m \amalg W)_+ & \cong & (X^m)_+ \longrightarrow X^m \cup_W *.
\end{array}$$
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The construction of $h$ is parallel to the construction in the proof of Theorem 14.23. As a $G$-scheme, $P(X \amalg U)_+ \cong (X \amalg U)^+_m$ is the coproduct of $G$-schemes $Y_{i,j}$, $i + j = m$; each $Y_{i,j}$ is the coproduct of all terms $\sigma(X^i \times U^j)$ for $\sigma$ in $\Sigma_m/(\Sigma_i \times \Sigma_j)$. As in the proof of Theorem 14.23, $h$ maps $Y_{m,0} = X^m$ to $X^m$ by the identity and maps $Y_{i,j}$ to $W$ by concatenation when $j > 0$. As in loc. cit., $h$ is compatible with the coequalizer diagram, and defines a map $f$. In fact, the map in Theorem 14.23 is obtained by applying $(/G)^*$ to the map $f$ we have just constructed, since $V = (/G)^*W$.

Using the decomposition of the $Y_{i,j}$ into $G$-schemes $Y_{i,j}^{[\sigma]}$ in the proof of Theorem 14.23, we see that $W$ has a $G$-invariant constructible stratification by locally closed subschemes $B_{i,j}^{[\sigma]}$ (the $G$-closure of the $B$ in loc. cit.) such that the restriction of $h$ to the étale loci of $Y_{i,j}^{[\sigma]} \to W$ splits over $B_{i,j}^{[\sigma]}$. (In the terminology of Remark 14.26.1, the étale loci of $Y_{i,j} \to W$ form a $G$-Nisnevich cover of $W$.) It follows that the maps $h : \coprod_{j > 0} Y_{i,j}(T) \to W(T)$ are surjective for every $G$-local hensel scheme $T$. By the construction of coequalizers in the category of sets, $P(X \cup U_*)(T) \to (X^m \cup W_*)(T)$ is a bijection. □

**Proof of Theorem 14.25.** Let us write $C$ for the simplicial radditive presheaf $L\text{res}(X \cup U_*)$. By Lemmas 12.25 and 14.6, $PC \to P(X \cup U_*)$ is a global weak equivalence of simplicial radditive presheaves on $G\text{-Norm}_+$. Applying the cofibrant resolution $L\text{res} H \xrightarrow{\sim} H$ in $\Delta^{op}\text{rad}(G\text{-Norm}_+)$ (which is a global weak equivalence of simplicial radditive presheaves by Lemma 12.25), we have a square of global weak equivalences in $\Delta^{op}\text{rad}(G\text{-Norm}_+)$. 

\[
\begin{array}{ccc}
L\text{res}(PC) & \xrightarrow{\sim} & PC \\
\sim & & \sim \\
\downarrow & & \downarrow \\
L\text{res} P(X \cup U_*) & \xrightarrow{\sim} & P(X \cup U_*)
\end{array}
\]

With the exception of $P(X \cup U_*)$, the corners of this diagram are simplicial objects of $(G\text{-Norm}_+)^{ind}$, by the analysis before Lemma 14.16. Since $\tilde{S}^G \equiv (/G)^*P$ by Proposition 14.7, applying $(/G)^*$ to this diagram yields the following diagram of simplicial radditive presheaves on $\text{Norm}_+$.

\[
\begin{array}{ccc}
(/G)^*L\text{res}(PC) & \xrightarrow{\sim} & (/G)^*PC \\
\sim & & \sim \\
\downarrow & & \downarrow \\
(/G)^*L\text{res} P(X \cup U_*) & \xrightarrow{\eta} & \tilde{S}^G(X \cup U_*)
\end{array}
\]

\[\text{The proof of Theorem 14.25 is based on Proposition 42 in [Del09].}\]
Symmetric Powers

The theorem asserts that the composition from the upper left to the lower right is a Nisnevich-local equivalence. By Theorem 12.33, the left vertical and top left horizontal maps are global weak equivalences. Thus to prove the assertion, it suffices to show that the lower left horizontal map

$$\eta : (/G)^* \text{Lres} P(X \cup_U *) \to (/G)^* P(X \cup_U *)$$

is a Nisnevich-local equivalence.

We saw in Lemma 14.29 that $f : P(X \cup_U *) \to (X^m \cup_W *)$ is a Nisnevich $G$-local equivalence. Thus by Lemma 14.28, $\text{Lres} P(X \cup_U *) \to \text{Lres} (X^m \cup_W *)$ is a Nisnevich $G$-local equivalence. Applying $(/G)^*$, we obtain a commutative diagram

\[\begin{array}{ccc}
(\text{Lres} P(X \cup_U *)) & \xrightarrow{\eta} & (\text{Lres} P(X \cup_U *)) \\
\downarrow^{14.28} \simeq & & \downarrow^{14.23} \simeq \\
(\text{Lres} (X^m \cup_W *)) & \xrightarrow{14.24} & (\text{Lres} (X^m \cup_W *)) \xrightarrow{\simeq} S^G(X_U) / V,
\end{array}\]

where $V = S^G X - S^G (X - U)$. The bottom left horizontal map is a global weak equivalence by Proposition 14.24, the right vertical map is a Nisnevich-local equivalence by Theorem 14.23, and the left vertical map is a Nisnevich-local equivalence by Lemma 14.28. Thus the upper left horizontal map is a Nisnevich-local equivalence, as needed to finish the proof.

14.6 Symmetric powers and shifts

In this section, we establish two distinguished triangles in $\text{DM}$ (see Theorem 14.34); these will be used in Corollary 15.27 to describe $S^\ell_{tr}(L^a[h])$. We will assume that $(\ell - 1)!$ is invertible in the coefficient ring $R$.

**Definition 14.30.** A motive $X$ is called *even* if the transpose automorphism $\tau(X) \otimes X$ is the identity; $X$ is called *odd* if $\tau(X)$ is multiplication by $-1$.

It is easy to see that $\tau(X[n]) = (-1)^n \tau(X)$. This implies that if $X$ is even then $X[1]$ is odd, and if $X$ is odd then $X[1]$ is even. Since $R$ is clearly even, this implies that $\tau(R[n])$ is even or odd, depending on whether $n$ is even or odd.

**Lemma 14.31.** The motives $L^n$ are even.

**Proof.** By [MVW, 15.8], $R(n)$ is even, and $L^n = R(n)[2n]$. \qed

Here is a useful decomposition result.

**Theorem 14.32.** Let $f : X \to Y$ be a termwise split injection of simplicial ind-objects in $\text{Cor}((\text{Norm}, R))$. Then we have a collection of objects

$$S^n_{a,b} = S^n_{a,b}(f), \quad 0 \leq a \leq b \leq n,$$
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with $S_{a,n}^n = S_{a}^n(Y)$, such that for $0 \leq a \leq n$ there are isomorphisms
\[ S_{a,a}^n \cong S_{a}^n(X) \otimes S_{a}^{n-a}(Y/X). \]
Moreover, for $0 \leq a \leq b < c \leq n$ we have distinguished triangles in $\mathbf{DM}$:
\[ S_{b+1,c}^n \to S_{a,c}^n \to S_{a,b}^n \to S_{b+1,c}^n[1]. \]
These data are natural in $X \to Y$.

**Proof.** Set $Z = Y/X$ and choose termwise splittings $Y_p \cong X_p \oplus Z_p$, so that $S_{a}^n(Y_p) = \oplus_{i+j=n} S_{a}^i(X_p) \otimes S_{a}^j(Z_p)$ by Lemma 14.9. Let $S_{a,n}^n$ denote the subobject of $S_{a}^n(Y)$ which termwise is the sum of the $S_{a}^i(X_p) \otimes S_{a}^j(Z_p)$ for $i \geq a$. Clearly $S_{0,n}^a = S_{a}^a(Y)$ and $S_{a,n}^a = S_{a}^a(X)$. Define $S_{a,b}^n$ to be the termwise cokernel of the termwise split injection $S_{b+1,n}^n \to S_{a,n}^n$. Because $X$ is a simplicial subobject of $Y$, these are all simplicial ind-objects. The description of $S_{a,a}$ and the existence of the distinguished triangles are straightforward. $\square$

**Corollary 14.33.** ([Voe10c, 2.45]) Let $X \to Y$ be a termwise split injection of simplicial ind-objects in $\mathbf{Cor(Norm, R)}$, with $Z = Y/X$. Then there are distinguished triangles
\[ X \otimes S_{0,1}^{n-1} Z \to S_{0,1}^n Z \to X \otimes S_{0,1}^{n-1} Z[1], \]
\[ S_{0,1}^{n-1}(X) \otimes Z \to S_{0,1}^n Z \to S_{0,1}^{n-1}(X) \otimes Z[1]. \]

**Proof.** These are the triangles of Theorem 14.32 for $(a,b,c) = (0,0,1)$ and $(a,b,c) = (0,n-2,n-1)$. $\square$

We now come to the main result in this section; it is taken from [Voe10c, 2.46].

**Theorem 14.34.** Assume that $(\ell - 1)!$ is invertible in $R$, and let $X$ be a simplicial ind-object in $\mathbf{Cor(Norm, R)}$.

1. If $X$ is odd, there is a distinguished triangle
   \[ X^{\otimes \ell}[\ell-1] \xrightarrow{\xi} (S_{\ell}^\ell X)[1] \xrightarrow{\eta} S_{\ell}^\ell(X[1]) \to X^{\otimes \ell}[\ell]. \]

2. If $X$ is even, there is a distinguished triangle
   \[ X^{\otimes \ell}[1] \xrightarrow{\xi} (S_{\ell}^\ell X)[1] \xrightarrow{\eta} S_{\ell}^\ell(X[1]) \to X^{\otimes \ell}[2]. \]

**Proof.** Let $CX$ denote the simplicial cone on $X$ and consider the termwise split cofiber sequence $X \to CX \to SX$ in $\Delta^{op}\mathbf{Cor(Norm, R)}^{ind}$. Note that $CX \cong 0$ and $SX \cong X[1]$ in $\mathbf{DM}$.

Assume first that $X$ is odd. Then $Z = X[1]$ is even, so $S_{\ell-1}^\ell(X[1])$ is isomorphic to $(X[1])^{\otimes \ell-1} = X^{\otimes \ell-1}[\ell-1]$ by Example 14.12(e). Thus the first sequence of Corollary 14.33 with $n = \ell$, $Y = CX$ and $Z = X[1]$ becomes:
\[ X^{\otimes \ell}[\ell-1] \to S_{0,1}^\ell \to S_{\ell}^\ell(X[1]) \to X^{\otimes \ell}[\ell]. \]
Thus to prove assertion 14.34(1), it suffices to show that $S^i_0 \cong S^i_0(X)[1]$. By Theorem 14.32 with $(a, b, c) = (0, 1, \ell)$, we have a distinguished triangle

$$S^i_0 \to S^i_0 \to S^i_0 \to S^i_0[1].$$

By construction, $S^i_0$ is equal to $S^i_0(CX)$, which is zero. Hence $\delta$ is an isomorphism: $S^i_0 \cong S^i_0[1]$. We are done if $\ell = 2$, since in that case $S^2_2 = S^2_2(X)$.

By Theorem 14.32 with $(a, b, c) = (2, \ell-1, \ell)$, we have a distinguished triangle

$$S^i_0 = S^i_0 \to S^i_0 \to S^i_{2, \ell-1} \to (S^i_0[1]).$$

Therefore it remains to show that $S^i_0$ is equal to zero.

Now $S^i_0$ is isomorphic to $S^i_0(X) \otimes S^i_0(X[1])$. Since $X$ is odd, $S^i_0(X) = 0$ for $1 < i < \ell$, by Example 14.12(e), so $S^i_0 = 0$. We are now done if $\ell = 3$, since $S^2_2 = 0$. From the distinguished triangles with $(a, b, c) = (2, i-1, i)$ for $3 \leq i \leq \ell - 1$, $S^i_0 = 0$ yields

$$S^i_{2, \ell-1} \to S^i_{2, \ell-2} \to S^i_{2, \ell-1} = 0.$$

This finishes the proof of the first part of Theorem 14.34.

Now assume that $X$ is even. Then $S^{i-1}_0(X) \cong X \otimes S^i_0$ by Example 14.12(e). Since $Z = X[1], S^i_0(X) = 0$ for $1 < i < \ell$, and $S^i_0 = 0$. We are now done if $\ell = 3$, since $S^2_2 = 0$. From the distinguished triangles with $(a, b, c) = (2, i-1, i)$ for $3 \leq i \leq \ell - 1$, $S^i_0 = 0$ yields

$$S^i_{2, \ell-1} \to S^i_{2, \ell-2} \to S^i_{2, \ell-1} = 0.$$

This finishes the proof.

**Corollary 14.35.** Set $T = \mathbb{L}^a[1]$. Then there is a map $(S^a_0, T)[1] \to S^a_0(T)[1]$ whose cone is: $T \otimes [2]$ for $b$ even, and $T \otimes [1]$ for $b$ odd.

**Proof.** By Lemma 14.31, $\mathbb{L}^a[1]$ is even or odd, according to the parity of $b$. Now apply Theorem 14.34. 

By 12.72, we can refer to topology to calculate the maps in 14.34.

**Example 14.36.** When $T = R = \mathbb{Z}/\ell$, we have $S^i_0(R) = R_0(S^i \text{Spec } k) = R$. We claim that $S^i_0(R[1]) = 0$, which by 14.34(2) implies that $S^i_0(R[2]) \cong R[2]$. To see the claim, we regard the discrete simplicial set $S^1$ as a union of copies of Spec $k$ in each degree, so that $R \oplus R[1] \cong R_0(S^1)$. Since $R[1]$ is odd, $S^i_0(R[1]) = 0$ for $1 < i < \ell$ and we have $S^i_0(R \oplus R[1]) = R \oplus R[1] \oplus S^i_0(R[1])$. Nakoka’s simplicial calculation in [Nak57] shows that $S^i_0(R \oplus R[1]) = R \oplus R[1]$. It follows that $S^i_0(R[1]) = 0$, as claimed.
Example 14.37. For \( T = R[b] \) and \( b \geq 1 \), we can compare with the cohomology of the Eilenberg–Mac Lane spaces \( K(\mathbb{Z}, b) \). Recall that by Dold–Thom [DT58] we have a homotopy equivalence \( K(\mathbb{Z}, b) \simeq S^\infty(S^b) \), where \( S^b \) is a (based) simplicial sphere, so we have \( \tilde{H}_{\text{top}}^*(K(\mathbb{Z}, b), R) \cong \bigoplus \tilde{H}_{\text{top}}^*(S^b, R) \) by Steenrod’s formula in topology (cf. Corollary 14.14). If \( \text{char}(k) = 0 \), the topological realization of Theorem 14.34 for \( X = S^b \otimes \text{Spec}(k) \) yields triangles in \( D^-(R) \):

\[
\tilde{C}_*(\tilde{S}^t(S^b), R)[1] \xrightarrow{t(n)} \tilde{C}_*(\tilde{S}^t(S^{b+1}), R) \rightarrow \left\{ \begin{array}{ll}
\bigoplus_{i=0}^{(b-1)/2} R[b + 2i(\ell - 1)] \otimes (R \oplus R[1]), & \text{if } b \text{ odd}, \\
R[b] \oplus \bigoplus_{i=1}^{b-1} R[b + 2i(\ell - 1)] \otimes (R \oplus R[1]), & \text{if } b \text{ even}.
\end{array} \right.
\]

Now take \( R = \mathbb{Z}/\ell \). On cohomology, the map \( \tilde{H}_{\text{top}}^{t+1}(\tilde{S}^t(S^b)) \xrightarrow{\text{tr}} \tilde{H}_{\text{top}}^{t+1}(\tilde{S}^t(S^{b+1})) \) is an injection, because it is a summand of the suspension map \( \tilde{H}_{\text{top}}^{t+1}(K(\mathbb{Z}, b)) \rightarrow \tilde{H}_{\text{top}}^{t+1}(K(\mathbb{Z}, b + 1)) \), which Cartan showed was an injection in [Car54]. It follows that the map \( \text{tr}(\zeta) \) is zero on cohomology, and hence \( \text{tr}(\zeta) = 0 \) in the semisimple triangulated category \( D^-(\mathbb{Z}/\ell) \). Thus the triangles split and we have the formula in \( D^-(\mathbb{Z}/\ell) \):

\[
\tilde{C}_*(\tilde{S}^t(S^b), R) \cong \bigoplus_{i=0}^{(b-1)/2} R[b + 2i(\ell - 1)] \otimes (R \oplus R[1]), \quad \text{if } b \text{ odd},
\]

\[
R[b] \oplus \bigoplus_{i=1}^{b-1} R[b + 2i(\ell - 1)] \otimes (R \oplus R[1]), \quad \text{if } b \text{ even}.
\]

Note that the singular cohomology \( \tilde{H}_{\text{top}}^*(\tilde{S}^t(S^b), R) \) can be read off from this formula, and we get exactly the result obtained in 1957 by Nakaoka in [Nak57]; cf. [Milg, 4.2].

Corollary 14.38. 4 When \( \text{char}(k) = 0 \), \( R = \mathbb{Z}/\ell \) and \( b \geq 1 \), we have

\[
\tilde{S}^t_{\text{tr}}(R[b])[1] \cong \left\{ \begin{array}{ll}
R[b] \oplus \bigoplus_{i=1}^{b-1} R[b + 2i(\ell - 1)] \otimes (R \oplus R[1]), & \text{if } b \text{ odd}, \\
R[b] \oplus \bigoplus_{i=1}^{b-1} R[b + 2i(\ell - 1)] \otimes (R \oplus R[1]), & \text{if } b \text{ even}.
\end{array} \right.
\]

Thus the canonical map \( \tilde{S}^t_{\text{tr}}(R[b])[1] \rightarrow \tilde{S}^t_{\text{tr}}(R[b + 1]) \) is a split injection for all \( b > 0 \), and the zero map for \( b = 0 \).

Proof. We proceed by induction on \( b \), the cases \( b = 1, 2 \) being covered in Example 14.36. Suppose that the formula holds for \( b \) and consider the map \( \zeta \) in 14.34. If \( b \) is odd, \( \zeta = 0 \) because inductively \( \tilde{S}^t_{\text{tr}}(R[b]) \) is a sum of terms \( R[c] \) with \( c < b \ell \), so that \( \operatorname{Hom}(R[b + c + 1], \tilde{S}^t_{\text{tr}}(R[b])) = 0 \). If \( b \) is even, the same considerations show that \( \operatorname{Hom}(R[b], \tilde{S}^t_{\text{tr}}(R[b])) \cong \operatorname{Hom}(R[b], R[b]) \cong \mathbb{Z}/\ell \). In this case, we see that the topological realization functor is an isomorphism on

\[
\operatorname{Hom}(R[b], \tilde{S}^t_{\text{tr}}(R[b])) \cong \operatorname{Hom}_{D^-(\mathbb{Z}/\ell)}(\tilde{C}_*(S^{b+2}), \tilde{C}_*(\tilde{S}^t(S^b))) \cong \mathbb{Z}/\ell.
\]

(The last isomorphism is from 14.37.) Since \( \zeta \) maps to \( \zeta_{\text{top}} = 0 \), we have \( \zeta = 0 \). Thus the triangle in 14.34 splits, and we obtain the inductive result for \( \tilde{S}^t_{\text{tr}}(R[b + 1]) \).  \( \square \)

---

4Taken from [Wei09, 3.5.1]
14.7 Historical notes

Symmetric products were introduced by Dold and Thom in 1956, and published in the 1958 paper [DT58]. They played an important role in the development of algebraic topology and spectra, especially in the 1960s.

The use of symmetric products of varieties in motivic cohomology had its origins in the 1996 Suslin–Voevodsky paper [SV96], where effective correspondences from $X$ to $Y$ were shown to be in 1–1 correspondence with morphisms $X \to S^\infty Y_+$. Thus the connection between symmetric products and motivic cohomology was clear from the beginnings of the subject in the late 1990s.

Early approaches such as [MV99] and [Voe03c] used $G$-equivariant methods to model classifying spaces $BG$ and to construct the Steenrod operations. The foundations of the symmetric product approach were presented by Voevodsky in a course in 2000–01 and published in [Del09] and [Voe10c].

The material in this chapter is based upon Section 5 of [Del09] and Section 2 of [Voe10c]. As we only need the notions of Nisnevich $G$-local equivalence and $G$-local hensel schemes (Definition 14.26), we have avoided a lengthy development of the $G$-Nisnevich topology, or the corresponding model structure on simplicial presheaves on $G\text{-Norm}$ in [Del09].
Chapter 15
Motivic classifying spaces

In this chapter, we first connect the motives $S^\infty_\mathrm{tr}(L^n)$ to cohomology operations on $H^{2n,n}$ in Theorem 15.3, at least when char($k$) = 0. This parallels the Dold–Thom theorem in topology, which identifies the reduced homology $\tilde{H}_*(X,\mathbb{Z})$ of a connected space $X$ with the homotopy groups of the infinite symmetric product $S^\infty X$.

A similar analysis shows that $\mathbb{G}_m$ represents $H^{1,1}(-,\mathbb{Z})$, which allows us to describe operations on $H^{1,1}$ (Section 15.2). In Section 15.3 we introduce the notion of scalar weight operations on $H^{2n,n}$. In Sections 15.4 and 15.5, we develop formulas for $S^\ell_\mathrm{tr}(L^n)$. These formulas imply that $S^\infty_\mathrm{tr}(L^n)$ is a proper Tate motive (15.28), so there is a Künneth formula for them (15.32). The chapter culminates in Theorem 15.38, where we show that $\beta P^b$ is the unique cohomology operation of scalar weight 0 in its bidegree. This is used in Part I, Theorem 6.33 to identify a cohomology operation $\phi$ with $\beta P^n$.

15.1 Symmetric powers and operations

In this section, we relate cohomology operations to the symmetric powers $S^\ell_\mathrm{tr}(L^n)$ (see Theorem 15.3). The key will be the following result of Suslin and Voevodsky from [SV96]. Recall that the algebraic group completion of an abelian monoid $M$ is an abelian group $A$ together with a map $M \to A$ which is universal for maps to abelian groups. Since $S^\infty(Y_+)$ is a presheaf of abelian monoids, its algebraic group completion is a presheaf of abelian groups.

Recall from Example 12.28 that $R_\mathrm{tr}(Y)$ is a presheaf with transfers (for any ring $R$ and any scheme $Y$), and that $uR_\mathrm{tr}(Y)$ denotes the underlying presheaf.

**Theorem 15.1.** If char($k$) = 0 and $Y$ is normal, there is a morphism $\eta_Y : S^\infty(Y_+) \to uZ_\mathrm{tr}(Y)$ of presheaves of abelian monoids, natural in $Y$, such that for each scheme $X$ the following map is an algebraic group completion.

$$\eta_Y(X) : \text{Hom}(X_+,S^\infty Y_+) \to uZ_\mathrm{tr}(Y)(X)$$
Motivic classifying spaces

Proof. Suslin and Voevodsky proved in [SV96, 6.8] that finite correspondences of degree $m \geq 0$ from $X$ to $Y$ correspond to morphisms from $X$ to $S^m(Y)$, and effective finite correspondences correspond to elements of $\text{Hom}(X_+, S^\infty Y_+)$. Since elements of $\mathbb{Z}_\tau(Y)(X)$ correspond to all finite correspondences from $X$ to $Y$, $\mathbb{Z}_\tau(Y)(X)$ is the group completion of $\text{Hom}(X_+, S^\infty Y_+)$, and the group completion map $\eta_Y(X)$ is natural in $X$ and $Y$.

Remark 15.1.1. If $\text{char}(k) = p > 0$ and $R = \mathbb{Z}[1/p]$, the same proof (using [SV96, 6.8]) shows that $uR_{\tau}(Y)(X)$ is the group completion of the abelian monoid $\text{Hom}(X_+, S^\infty Y_+)[1/p]$.

There is a topological notion of the group completion of an $H$-space, based on the observation that the realization of any simplicial abelian monoid is a commutative $H$-space. If $B$ is a homotopy commutative $H$-space, $\pi_0(B)$ is an abelian monoid. A topological group completion of $B$ is an $H$-map $f : B \to C$ such that $\pi_0(B) \to \pi_0(C)$ is the algebraic group completion, and $f_*$ identifies $H_*(C)$ with the localization of the ring $H_*(B)$ at the multiplicative set $\pi_0(B)$. The topological group completion of $B$ is unique up to homotopy equivalence.

If $B$ is a simplicial abelian monoid, and $A$ is its algebraic group completion, then $B \to A$ is also a topological group completion.

Corollary 15.2. Let $Y$ be a simplicial object of $\text{Norm}_+$ with $\text{char}(k) = 0$. Assume that, for all normal $X$, either (i) the simplicial set $\text{Hom}(X_+, S^\infty Y)$ is connected, or (ii) $\pi_0 \text{Hom}(X_+, S^\infty Y)$ is an abelian group. Then the canonical simplicial morphism $S^\infty Y \to u\mathbb{Z}_{\tau}(Y)$ is a global weak equivalence.

Proof. It suffices to show that each $H$-space $B = \text{Hom}(X_+, S^\infty Y)$ is already topologically group complete. By assumption, $\pi_0(B)$ is an abelian group. The result follows because any simplicial $H$-space $B$ has a homotopy inverse if and only if $\pi_0(B)$ is a group, by [Whi78, X.2.2].

Remark 15.2.1. The hypothesis on $\pi_0$ is necessary in Corollary 15.2. For example, the morphism in 15.1 for $Y = S^0$ is the group completion $N \to \mathbb{Z}$, which is not a weak equivalence.

Remark 15.2.2. If $\text{char}(k) = p > 0$, we may define $S^\infty Y[1/p]$ to be the colimit of $S^\infty Y \overset{p}{\to} S^\infty Y \overset{p}{\to} \cdots$. Then for $R = \mathbb{Z}[1/p]$ we have a global weak equivalence $S^\infty Y[1/p] \overset{\simeq}{\to} uR_{\tau}(Y)$ for every simplicial object $Y$ of $\text{Norm}_+$ satisfying (i) or (ii) from Corollary 15.2.

We now apply these general considerations to $\mathbb{L}^n = \mathbb{L}^n_R = R(n)[2n]$. Write $K_n$ and $B_nK_n$ for the underlying sheaves $u\mathbb{L}^n$ and $u\mathbb{L}^n[1]$ representing $H^{2n,n}(-, R)$ and $H^{2n+1,n}(-, R)$, respectively; see Lemma 13.2. The example $Y = S^0$ in Remark 15.2.1 shows that we need to restrict to $n > 0$. 
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Theorem 15.3. Suppose that char($k$) = 0. For $n \geq 1$, there are $\mathbb{A}^1$-local equivalences in $\Delta^{op}\text{PST}(\text{Sm}, R)$:

$$R_{\text{tr}}(K_n) \simeq S_{\text{tr}}^\infty(L^n_R) \simeq \bigoplus_{i=1}^{\infty} S^i_{\text{tr}}(L^n_R), \text{ and}$$

$$R_{\text{tr}}(B, K_n) \simeq S_{\text{tr}}^\infty(L^n_R[1]) \simeq \bigoplus_{i=1}^{\infty} S^i_{\text{tr}}(L^n_R[1]).$$

Hence cohomology operations from $H^{2n, n}(-, \mathbb{Z})$ to $H^{p, q}(-, R)$, resp., from $H^{2n+1, n}(-, \mathbb{Z})$ to $H^{p, q}(-, R)$, are in 1-1 correspondence with elements of

$$\tilde{H}^{p, q}(K_n, R) \equiv \text{Hom}_{\text{DM}}(\oplus_{i=1}^{\infty} S^i_{\text{tr}}(L^n), R(q)[p]) = \prod_{i=1}^{\infty} \text{Hom}(S^i_{\text{tr}}(L^n), R(q)[p]),$$

resp., with elements of

$$\tilde{H}^{p, q}(B, K_n, R) \equiv \text{Hom}_{\text{DM}}(\oplus_{i=1}^{\infty} S^i_{\text{tr}}(L^n[1]), R(q)[p]) = \prod_{i=1}^{\infty} \text{Hom}(S^i_{\text{tr}}(L^n[1]), R(q)[p]).$$

Proof. First suppose that $R$ is any commutative ring. Writing $\hat{C}(\mathbb{A}^n)$ for the simplicial Čech scheme on $\mathbb{A}^n$, let $V$ denote the cone of $(\mathbb{A}^n - 0)_+ \to \hat{C}(\mathbb{A}^n)_+$, given by $(\mathbb{A}^n - 0) \subset \mathbb{A}^n$; $V$ is an object of $\Delta^{op}\text{Sm}_{+/}$. Note that $V$ is $\mathbb{A}^1$-local equivalent to the cone of $(\mathbb{A}^n - 0) \to \mathbb{A}^n$, which in turn is Nisnevich-local equivalent to $\mathbb{A}^n/(\mathbb{A}^n - 0)$. By 12.69.3, $R_{\text{tr}}$ preserves $\mathbb{A}^1$-local equivalences. Thus $L^n_R = R_{\text{tr}}(\mathbb{A}^n/(\mathbb{A}^n - 0))$ is $\mathbb{A}^1$-local equivalent to $R_{\text{tr}}(V)$ in $\Delta^{op}\text{PST}(\text{Sm}, R)$ for all $R$. Applying $u$, we see that $uL^n_R$ is $\mathbb{A}^1$-local equivalent to $uR_{\text{tr}}(V)$ in $\Delta^{op}\text{Pshv}(\text{Sm}_{+/})$.

Now set $R = \mathbb{Z}$, and suppose that char($k$) = 0. Since $\hat{C}(\mathbb{A}^n) \to \text{Spec}(k)$ is a global weak equivalence, each $\text{Hom}(X_+, S^mV)$ is connected. By Corollary 15.2, $S^\infty V \to u\Sigma_{\text{tr}}(V)$ is a global weak equivalence. Hence we have $\mathbb{A}^1$-local equivalences $S^\infty V \simeq K_n$, and $S^\infty_{\text{tr}} R_{\text{tr}}(V) = R_{\text{tr}}(S^\infty V) \simeq R_{\text{tr}}(K_n)$. By Corollary 14.14, $R_{\text{tr}}(K_n) \simeq \oplus S^m_{\text{tr}} R_{\text{tr}}(V)$. Finally, since $L^n_R$ is $\mathbb{A}^1$-local equivalent to $R_{\text{tr}}(V)$, Proposition 14.21 implies that each $S^m_{\text{tr}} R_{\text{tr}}(V)$ is $\mathbb{A}^1$-local equivalent to $S^m_{\text{tr}} L^n_R$.

Similarly, $B, K_n = u(L^n[1]) \simeq u\Sigma_{\text{tr}}(\Sigma V)$. In this case, the decomposition arises from $R_{\text{tr}}(B, K_n) \simeq R_{\text{tr}} S^\infty(\Sigma V)$, Proposition 14.21 and Corollary 14.14.

Remark 15.3.1. If char($k$) = $p > 0$, the conclusions of Theorem 15.3 hold with $\mathbb{Z}$ replaced by $\mathbb{Z}[1/p]$. To see this, replace Corollary 15.2 with Remark 15.2.2 in the proof.

Example 15.3.2. For $n = 1$, Theorem 15.3 gives an alternative to the calculation in 13.2.1 that cohomology operations $\phi : H^{2, 1}(-, \mathbb{Z}) \to H^{p, q}(-, R)$ are
in 1–1 correspondence with homogeneous polynomials $f(t) = \sum_{i>0} a_i t^i$ of bidegree $(p, q)$ in $H^{p+q}(k, R)[t]$, where $t$ has bidegree $(2, 1)$. The polynomial $\sum a_i t^i$ corresponds to the operation $\phi(x) = \sum a_i x^i$.

Indeed, we saw in Example 14.12(b) that $S^i_{tr}(\mathbb{L}^1) \cong \mathbb{L}^1$ for all $i > 0$. By Theorem 15.3, the classifying space $K_1 = u\mathbb{L}^1$ has cohomology:

$$H^{p,q}(K_1, R) = \prod_{i=1}^{\infty} \text{Hom}_{DM}(\mathbb{L}^i, R(q)[p]) = \prod_{i=1}^{\infty} H^{p-2i,q-i}(k, R).$$

**Example 15.4.** As pointed out before Lemma 13.2, the identity cohomology operation on $H^{2n,n}(\cdot, R)$ corresponds to the canonical element $\alpha = \alpha_{2n,n}^R$ of $H^{2n,n}(K_n, R)$. It follows from Theorem 15.3 and the Slice Lemma 6.15 that $\tilde{H}^{2n,n}(K_n, R) \cong \text{Hom}(\mathbb{L}^n, \mathbb{L}^n) \cong R$, and it is easy to see that this group is generated by $\alpha$. This was first observed by Voevodsky in [Voe03c, 3.7].

Consider the $i$-th power cohomology operation $x \mapsto x^i$ from $H^{2n,n}(X, R)$ to $H^{2ni,ni}(X, R)$. It is nonzero for every $R$, by Lemma 13.1.1, and has a natural interpretation in terms of the summand $S^i_{tr}(\mathbb{L}^n)$ in the decomposition in Theorem 15.3. If $1/(\ell - 1) \in R$ and $i < \ell$ then $S^i_{tr}(\mathbb{L}^n) \cong \mathbb{L}^ni$ by Example 14.12(e), and the power map corresponds to the generator $\alpha^i$ of $\text{Hom}(S^i_{tr}(\mathbb{L}^n), \mathbb{L}^ni) = R$.

Consider the diagonal $V \to V^i \to S^i(V)$ for $V = \mathbb{A}^n/\mathbb{A}^{n,0}$. Applying $R_{tr}$ yields the motivic power map $\mathbb{L}^n \to \mathbb{L}^ni$ (see [MVW, 3.11]), and the symmetrizing map $\mathbb{L}^ni \to S^i_{tr}(\mathbb{L}^n)$, up to the $\mathbb{A}^1$-local equivalences $\mathbb{L}^ni \simeq R_{tr}(V^i)$. Applying $u$ to $\mathbb{L}^n \to \mathbb{L}^ni$ yields the map $K_n \to K_{ni}$ representing the power operation. By Theorem 15.3, the adjoint map $R_{tr}(K_n) \to \mathbb{L}^ni$ may be identified with the map $S^i_{tr}(\mathbb{L}^n) \to S^i_{tr}(\mathbb{L}^n) \to \mathbb{L}^ni$.

### 15.2 Operations on $H^{1,1}$

In this section we fulfill the promise of Example 13.2.2, to show that the classifying space $K(\mathbb{Z}(1), 1)$ is the pointed scheme $\mathbb{G}_m = (\mathbb{A}^1 - \{0\}, 1)$, at least when $k$ has characteristic 0. As pointed out in loc. cit., this implies that every motivic cohomology operation $\phi : H^{1,1}(\cdot, \mathbb{Z}) \to H^{p,q}(\cdot, R)$ has the form $\phi(x) = ax$ for a unique element $a \in H^{p-1,q-1}(k, R)$. We begin with a useful general observation.

**Lemma 15.5.** If $(X, x)$ is a pointed normal variety, there are global weak equivalences $L\tilde{S}^m(X, x) \xrightarrow{\sim} (\tilde{S}^m)^*(X, x) \xrightarrow{\sim} (S^m X, x^m)$. In particular, $L\mathbb{S}^m(\mathbb{G}_m)$ is weakly equivalent to $(S^m(\mathbb{A}^1 - \{0\}), 1^m)$.

**Proof.** Since the presheaf $(X, x)$ is the reflexive coequalizer of $S^0 \Rightarrow X_+$, and $\tilde{S}^m(S^0) = S^0$, the presheaf $(\tilde{S}^m)^*(X, x)$ is the reflexive coequalizer of $S^0 \Rightarrow \tilde{S}^m(X_+) = (S^m X)_+$ by Lemma 12.16. Since the coequalizer identifies $x^m$ with the basepoint, we have $(\tilde{S}^m)^*(X, x) \cong (S^m X, x^m)$.

The global weak equivalence $X \vee \Delta^1 \to (X, x)$ of Example 12.28.2 induces a global weak equivalence $X \vee \Delta^1 \simeq L\text{res}(X \vee \Delta^1) \simeq L\text{res}(X, x)$ (see 12.25),
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so we have $S^m(X \lor \Delta^1) \simeq \mathbb{L}S^m(X \lor \Delta^1) \xrightarrow{\sim} \mathbb{L}S^m(X, x)$ by Lemma 14.16 and Proposition 14.17.

It follows from (14.1) that $S^m(X \lor \Delta^1)$ is the union of the sheaves $S^i X \times S^j \Delta^1$ along the subsheaves $S^i X \times x^j$ of $S^m X$ for $i + j = m$. The linear contractions $f_t(x_1, \ldots, x_j) = (tx_1, \ldots, tx_j)$ of the $(S^i \Delta^1(U))$ provide a homotopy retraction of $S^m(X \lor \Delta^1)(U)$ onto $S^mX(U)$, sending the basepoint to $x^m$.

**Theorem 15.6.** The pointed space $G_m = (\mathbb{A}^1 - \{0\}, 1)$ represents $H^{1,1}(-, \mathbb{Z})$, at least when $\text{char}(k) = 0$.

**Proof.** Recall from Section 13.1 that $H^{1,1}(-, \mathbb{Z})$ is represented by $u\mathbb{Z}(1)[1]$. Because $u$ preserves $\mathbb{A}^1$-local equivalences such as $\mathbb{Z}(1)[1] = C_\ast \mathbb{Z}(G_m) \xrightarrow{\sim} \mathbb{Z}(G_m)$ (see 12.70), it is also represented by $u\mathbb{Z}(G_m)$. Also recall from Example 12.28.2 that $G_m$ is weakly equivalent to the split simplicial variety $V = (\mathbb{A}^1 - \{0\}) \lor \Delta^1$, and hence $u\mathbb{Z}(V) \simeq u\mathbb{Z}(G_m)$.

By Proposition 14.17, $S^\infty V \simeq \mathbb{L} S^\infty(V) \simeq \mathbb{L} S^\infty(G_m)$. By Lemma 15.5 and Example 14.12(c), the maps $\mathbb{L} S^m(G_m) \to (S^m(\mathbb{A}^1 - \{0\}), 1) \to G_m$ and hence their colimit $\mathbb{L} S^\infty(G_m) \to G_m$ are $\mathbb{A}^1$-equivalences. This shows that there is an $\mathbb{A}^1$-local equivalence between $S^\infty V$ and $G_m$.

We claim that the map $S^\infty V \to u\mathbb{Z}(V)$ is an $\mathbb{A}^1$-local equivalence. Assuming this, we have the asserted $\mathbb{A}^1$-local equivalence:

$$K(\mathbb{Z}(1), 1) = u\mathbb{Z}(G_m) \simeq u\mathbb{Z}(V) \xleftarrow{\sim} S^\infty V \xrightarrow{\sim} G_m.$$  

To establish the claim, consider the diagram of presheaves of simplicial abelian monoids:

$$
\begin{array}{ccc}
S^\infty V & \xrightarrow{\mathbb{A}^1} & S^\infty V(- \lor \Delta^\bullet) \\
\mathbb{L} S^\infty G_m(- \lor \Delta^\bullet) & \xrightarrow{\sim} & \mathbb{L} S^\infty G_m(- \lor \Delta^\bullet) \\
\eta & \downarrow & \eta \\
\mathbb{L} u\mathbb{Z}(V) & \xrightarrow{\sim} & \mathbb{L} u\mathbb{Z}(V) \\
\end{array}
$$

The two left horizontal maps are $\mathbb{A}^1$-local equivalences by construction, the upper middle horizontal is a global weak equivalence by Proposition 14.17 and the upper right horizontal is an $\mathbb{A}^1$-local equivalence by Example 14.12(c). The vertical maps $\eta$ are group completions, by Theorem 15.1. (This step requires $\text{char}(k) = 0$.) But the group completion of any simplicial abelian monoid $H$ is a homotopy equivalence when $\pi_0(H)$ is a group; applying this to $H(U) = S^\infty V(U \times \Delta^\bullet)$, we see that the right vertical group completion map is a global weak equivalence. The claim follows. \hfill \square

### 15.3 Scalar weight

In this section, we introduce the notion of *scalar weight* for motivic cohomology operations, and give some examples. After describing $S^\ell_\mathfrak{gr}(\mathbb{L}^n)$ (Theorem 15.26),
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we will show that motivic cohomology operations $H^{2n,n}(-,\mathbb{Z}) \to H^{p,q}(-,\mathbb{Z}/\ell)$ are graded by scalar weight when $n > 0$ (Section 15.7).

**Definition 15.7.** Let $\phi : H^{p,q}(-,R) \to H^{p',q'}(-,\mathbb{Z}/\ell)$ be a cohomology operation. We say that $\phi$ has **scalar weight** $0$ if $\phi(1) = 0$ and $\phi(m \cdot x) = \phi(x)$ for every integer $m \neq 0 \pmod{\ell}$, every $X$ and every $x \in H^{p,q}(X,R)$.

We say that $\phi$ has **scalar weight** $1$ if $\phi(m \cdot x) = m \cdot \phi(x)$ for every integer $m$, every $X$ and every $x \in H^{p,q}(X,R)$. More generally, if $1 \leq s < \ell$, $\phi$ is said to have **scalar weight** $s$ if $\phi(m \cdot x) = m^s \cdot \phi(x)$ for every integer $m$, every $X$ and every $x \in H^{p,q}(X,R)$.

In particular, $\phi(m \cdot x) = \phi(m' \cdot x)$ if $m \equiv m' \pmod{\ell}$. Hence the group $\mathbb{Z}/\ell^s \times \mathbb{Z}/\ell^s$ acts on the $R$-module of operations $\phi$ which have scalar weight $s$; if $m \in \mathbb{Z}/\ell^s$ and $\alpha \in H^{p,q}(X,R)$ then $(\phi \cdot m)(\alpha) = m^s \phi(\alpha)$.

For example, the identity map and the Frobenius $\phi(x) = x^\ell$ have scalar weight $1$ when $R = \mathbb{Z}/\ell$. More generally, any additive cohomology operation (such as $P^0$) has scalar weight $1$.

Abstractly, cohomology operations need not have scalar weight, or even be a sum of operations having scalar weight.

**Example 15.7.1.** Scalar weight $s$ cohomology operations $\phi$ on $H^{0,0}(-,\mathbb{Z})$ are completely determined by $\phi(1)$, where $1 \in H^{0,0}(k,\mathbb{Z}) \cong \mathbb{Z}$, since $\phi(m \cdot 1) = m^s \phi(1)$, and they are classified by the elements of $H^{*,*}(k,\mathbb{Z}/\ell)$. For example, there are exactly $\ell$ cohomology operations $H^{0,0}(-,\mathbb{Z}) \to H^{0,0}(-,\mathbb{Z}/\ell)$ of any scalar weight $s$.

In contrast, the description in Example 13.2.3 shows that there are uncountably many cohomology operations from $H^{0,0}(-,\mathbb{Z})$ to $H^{0,0}(-,\mathbb{Z}/\ell)$.

**Example 15.7.2.** We can create cohomology operations of all scalar weights by multiplication: if $\phi_i$ has scalar weight $s_i$ then the monomial $x \mapsto \phi_1(x) \cdots \phi_n(x)$ has scalar weight $s = \sum s_i \pmod{\ell - 1}$. In particular, if $a \in H^{*,*}(k,\mathbb{Z}/\ell)$ then $\phi(x) = ax^s$ has scalar weight $s$.

**Example 15.7.3.** Cohomology operations $H^{2,1}(-,\mathbb{Z}) \to H^{p,q}(-,\mathbb{Z}/\ell)$ are represented by homogeneous polynomials $f(t) = \sum_{i>0} a t^i$ of bidegree $(p,q)$ in $H^{*,*}(k,\mathbb{Z}/\ell)[t]$ by either Example 13.2.1 or 15.3.2. That is, $\phi(x) = f(x)$. The operation $\phi(x) = ax^s$, corresponding to the monomial $at^i$, has scalar weight $i$ modulo $(\ell - 1)$: $(\phi \cdot m)(a) = \phi(mx) = a(mx)^i = m^i \phi(x)$.

Thus every cohomology operation $H^{2,1}(-,\mathbb{Z}) \to H^{*,*}(-,\mathbb{Z}/\ell)$ is a unique sum $\phi_0 + \cdots + \phi_{\ell - 2}$ of operations $\phi_s$ of scalar weight $s$. The operations of scalar weight $0$ are exactly those represented by a polynomial in $t^{\ell - 1}$, and every operation of scalar weight $s$ $(0 < s < \ell - 1)$ corresponds to $at^s$ or $t^s f(t^{\ell - 1})$ for an operation $f(t^{\ell - 1})$ of scalar weight $0$.

Suppose that $n \geq 1$. By Theorem 15.3, $R_{tr}(K_n) \cong \bigoplus_{1}^{\infty} S^{\infty}_{tr}(\mathbb{L}^n)$, so that every cohomology operation $H^{2n,n}(-,\mathbb{Z}) \to H^{*,*}(-,\mathbb{Z}/\ell)$ is a sum of operations corresponding to elements of $\text{HomDM}(S^{\infty}_{tr}(\mathbb{L}^n),\mathbb{Z}/\ell[*])$. Following Steenrod [Ste72], we will refer to these latter cohomology operations as having rank $m$. 
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Definition 15.8. A cohomology operation \( H^{2n,n}(-, \mathbb{Z}) \to H^{p,q}(-, \mathbb{Z}/\ell) \) has rank \( m \) if it factors as \( \mathbb{Z}_n K_n \to S^m_{tr}(\mathbb{L}^n) \to \mathbb{Z}/\ell(q)[p] \).

In Section 15.7, we will show that every motivic operation \( H^{2n,n}(-, \mathbb{Z}) \to H^{*,*}(-, \mathbb{Z}/\ell) \) of rank \( m \) has scalar weight \( m \). This is true for \( 1 \leq m < \ell \) by Examples 15.8.1 and 15.8.2 below. To handle the case \( m = \ell \), we will need a description of \( S^m_{tr}(\mathbb{L}^n) \). That is the goal of the next two sections.

Example 15.8.1. Rank 1 cohomology operations \( H^{2n,n}(-, \mathbb{Z}) \to H^{*,*}(-, \mathbb{Z}/\ell) \) are all of the form \( \phi(x) = ax \), where 
\[
a \in H^{*-2n,s-n}(k, R) = \text{Hom}(S^n_{tr}(\mathbb{L}^n), R(s)[s]).
\]
These operations are additive, and so have scalar weight one.

Example 15.8.2. Similarly, if \( 1 < s < \ell \) then it follows from Example 15.4 that cohomology operations \( H^{2n,n}(-, \mathbb{Z}) \to H^{p,q}(-, \mathbb{Z}/\ell) \) of rank \( s \) are all of the form \( \phi(x) = ax^s \), and have scalar weight \( s \). Here
\[
a \in H^{p-2ns,q-ns}(k, R) = \text{Hom}(S^n_{tr}(\mathbb{L}^n), R(q)[p]).
\]

15.4 The motive of \((V - 0)/C\) with \( V^C = 0\)

The goal of this section is to describe the motive associated to the quotient \((V - 0)/C\), where \( C \) is the cyclic group of order \( \ell \), and \( V \) is a nontrivial representation over \( k \) with \( V^C = \{0\} \). This description is preparation for the next section, whose goal is to derive a formula for \( S^m_{tr}(\mathbb{L}^n) \), where \( \mathbb{L} = R(1)[2] \). This formula will then be used to establish the key uniqueness theorem 15.38.

By abuse of notation, we identify \( V \) with the affine space \( \mathbb{A}(V) = \text{Spec}(\text{Sym}(V^*)) \), and let \( (V - 0) \) denote the algebraic variety \( \mathbb{A}(V) - \{0\} \). We also write \( X \) for \((V - 0)/C\). Since \( V(k) \neq \{0\} \), both \((V - 0)\) and \( X \) have a \( k \)-rational point. The choice of this point provides the motive \( R_{tr}(X) \) with a summand \( R = R_{tr}(\text{Spec}(k)) \), and provides \( H^{*,*}(X, \mathbb{Z}/\ell) \) with a summand \( H^{*,*}(k, \mathbb{Z}/\ell) \).

Our first step is to produce a non-constant map \( u : R_{tr}(X) \to R(1)[1] \), i.e., an element of \( H^{1,1}(X, \mathbb{Z}/\ell) \) not in the summand \( H^{1,1}(k, \mathbb{Z}/\ell) \cong k^x/k^{x\ell} \).

Lemma 15.9. Let \( V \) be a nonzero representation of \( C \) with \( V^C = 0 \), and set \( X = (V - 0)/C \). If \( \dim(V) \geq 2 \) then \( \mathcal{O}(X)^x = k^x \) and \( \text{Pic}(X) \cong \mu_{\ell}(k) \).

Hence \( H^{1,1}(X, \mathbb{Z}/\ell) \cong H^{1,1}(k, \mathbb{Z}/\ell) \oplus \mu_{\ell}(k) \).

Proof. Since \( \dim(V) > 1 \), \( \mathcal{O}(X) = k[V-0] = k \). By [MVW, 4.9], \( H^{1,1}(X, \mathbb{Z}/\ell) \cong H^1_{et}(X, \mu_{\ell}) \), which is (non-canonically) the direct sum of \( \mathcal{O}(X)^x/\mathcal{O}(X)^{x\ell} = k^x/k^{x\ell} \) and \( \text{Hom}(\mathbb{Z}/\ell, \text{Pic}(X)) \). Thus it suffices to show that \( \text{Pic}(X) \cong \mu_{\ell}(k) \).

Since \( C \) is cyclic of prime order and \( V^C = 0 \), \( C \) acts freely on \((V - 0)\). Hence \((V - 0) \to X \) is a Galois cover with group \( C \). There is a Hochschild–Serre spectral sequence with \( E_2^{p,q} = H^p(C, H^q_{et}(V - 0, G_m)) \) converging to \( H^\ast_{et}(X, G_m) \) [Mil80, III(2.20)]. Since \( \text{Pic}(V - 0) = 0 \), the row \( q = 1 \) is zero, and we have
\[
\text{Pic}(X) \cong E_2^{1,0} = H^1(C, k[V-0]^x) = H^1(C, k^x) \cong \mu_{\ell}(k).
\]
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Remark 15.9.1. If \( \dim(V) = 1 \), i.e., \( \mathbb{A}(V) = \text{Spec}(k[t]) \), then \( X = (V - 0)/C = \text{Spec}(k[t, t^{-1}]) \) is isomorphic to \( \mathbb{A}^1 - \{0\} \). In this case \( \text{Pic}(X) = 0 \) and \( R_{tr}(X) \cong R \oplus R(1)[1] \).

Definition 15.10. Suppose that \( k \) contains a primitive \( \ell \)-th root of unity \( \zeta \), and that \( V \) is a nonzero representation of \( C \) of dimension \( \geq 2 \) with \( V^C = 0 \). By Lemma 15.9, the choice of a \( k \)-point of \( X = (V - 0)/C \) determines an isomorphism \( H^{1,1}(X, \mathbb{Z}/\ell) \cong H^{1,1}(k, \mathbb{Z}/\ell) \oplus \mu_\ell \). Let \( u \) be the element of \( H^{1,1}(X, \mathbb{Z}/\ell) \) corresponding to \( \zeta \), and let \( v \in H^{2,1}(X, \mathbb{Z}/\ell) \) denote the Bockstein applied to \( u \). Note that \( u \) determines a map \( R_{tr}(X) \rightarrow R(1)[1] \) in \( \text{DM}(k, R) \), where \( R = \mathbb{Z}/\ell \).

Each \( v^i \in H^{2,i}(X, \mathbb{Z}/\ell) \) determines a map \( R_{tr}(X) \rightarrow \mathbb{L}^i \) in \( \text{DM}(k, R) \), and each \( uv^i \in H^{2+i,1}(X) \) determines a map \( R_{tr}(X) \rightarrow \mathbb{L}^i(1)[1] \) in \( \text{DM}(k, R) \). The elements \( v^i, uv^i \) for \( 0 \leq i < \dim(V) \) assemble to form the map:

\[
I_V = I_V(\zeta) : R_{tr}((V - 0)/C) \rightarrow \bigoplus_{i=0}^{\dim(V)-1} \{\mathbb{L}^i \oplus \mathbb{L}^i(1)[1]\}.
\]

The map \( I_V(\zeta) \) in 15.10 depends on the choice of \( \zeta \). To see how, recall that the choice determines an isomorphism \( (\mathbb{Z}/\ell)^\times \cong \text{Aut}(\mu_\ell) \), sending \( s \) to \( \zeta \mapsto \zeta^s \). For \( s \in (\mathbb{Z}/\ell)^\times \), let \( m(s) \) denote the isomorphism of \( \bigoplus \mathbb{L}^i \oplus \mathbb{L}^i(1)[1] \) which is multiplication by \( s^i \) on \( \mathbb{L}^i \) and by \( s^{i+1} \) on \( \mathbb{L}^i(1)[1] \).

Lemma 15.11. For each \( s \in (\mathbb{Z}/\ell)^\times \), \( I_V(\zeta^s) \) is the composition \( m(s) \circ I_V(\zeta) \).

Proof. Under the natural isomorphism \( H^{1,1}(X, \mathbb{Z}/\ell) \cong H^3_{\text{et}}(X, \mu_\ell) \) of Lemma 15.9, \( u \) corresponds to \( \zeta \) and hence \( su \) corresponds to \( \zeta^s \). Since the components of the map \( I_V(\zeta^s) \) are obtained from \( u \) by applying the Bockstein and taking products, the map \( v : R_{tr}(X) \rightarrow \mathbb{L}(1)[1] \) is replaced by \( sv \), \( v^i \) is replaced by \( s^i v^i \) and \( uv^i \) is replaced by \( s^{i+1} uv^i \). \( \square \)

Theorem 15.12. Let \( V \) be a nonzero representation of \( C \) with \( V^C = 0 \). If \( R = \mathbb{Z}/\ell \) and \( \mu_\ell \subset k^\times \), the map \( I_V \) of Definition 15.10 is an isomorphism in \( \text{DM}(k, R) \):

\[
I_V : R_{tr}((V - 0)/C) \overset{\sim}{\longrightarrow} \bigoplus_{i=0}^{\dim(V)-1} \{\mathbb{L}^i \oplus \mathbb{L}^i(1)[1]\}.
\]

To prove Theorem 15.12, note that the choice of \( \zeta \) determines an isomorphism \( C \cong \mu_\ell \), and allows us to consider representations of \( \mu_\ell \) as representations of \( C \). We begin by considering the case in which \( V \) is an isotypical representation.

Lemma 15.13. Let \( V_1 \) be the direct sum of \( n \geq 2 \) copies of the standard one-dimensional representation of \( \mu_\ell \). Then the map \( I_{V_1} \) of Definition 15.10 is an isomorphism in \( \text{DM}(k, R) \):

\[
I_{V_1} : R_{tr}((V_1 - 0)/C) \overset{\sim}{\longrightarrow} \bigoplus_{i=0}^{n-1} \{\mathbb{L}^i \oplus \mathbb{L}^i(1)[1]\}.
\]
Motivic classifying spaces

Proof. ([Voe03c, 6.3]) Set $X = (V_1 - 0)/C$. Since the projection $(V_1 - 0) \rightarrow \mathbb{P}^{n-1}$ is equivariant with fiber $\mathbb{A}^1 - \{0\}$, it factors through a map $X \rightarrow \mathbb{P}^{n-1}$ with fiber isomorphic to $\mathbb{A}^1 - \{0\}$ (see Remark 15.9.1). As observed in [Voe03c, 6.3], $X$ is isomorphic to the complement of the zero-section of the line bundle $L$ on $\mathbb{P}^{n-1}$ associated to the sheaf $O(-\ell)$. By [MVW, 15.15] we have a Gysin triangle

$$R_{\text{tr}}(\mathbb{P}^{n-1})(1)[1] \rightarrow R_{\text{tr}}(X) \rightarrow R_{\text{tr}}(L) \rightarrow R_{\text{tr}}(\mathbb{P}^{n-1}) \otimes L \rightarrow R_{\text{tr}}(X)[1],$$

and $R_{\text{tr}}(L) \cong R_{\text{tr}}(\mathbb{P}^{n-1}) \cong \oplus_{i=0}^{n-1} I^i$. The components of the composition $R_{\text{tr}}(X) \rightarrow R_{\text{tr}}(L) \rightarrow \oplus_{i=0}^{n-1} I^i$ are the maps $v^i$.

Now for any line bundle $L$ over any $Y$, the Gysin map $\gamma : R_{\text{tr}}(Y) = R_{\text{tr}}(L) \rightarrow R_{\text{tr}}(Y) \otimes L$ is $1 \otimes [L]$, where $[L]$ is the class of $L$ in $\text{Pic}(Y)/\ell = \text{Hom}(R, L)$. In the case at hand, $[O(-\ell)] = 0$ in $\text{Pic}(\mathbb{P}^{n-1})/\ell$. Therefore $\gamma = 0$, and the Gysin triangle splits. The result may be read off from this information.

This proves Theorem 15.12 when $\ell = 2$, since our assumption that $V^C = 0$ implies that $V \cong V_1$. If $\dim(V) = 1$, the isomorphism is given by Remark 15.9.1, so we may assume that $\dim(V) \geq 2$.

Next, we consider the case when $V$ is isotypical for a different representation.

Corollary 15.14. Let $V_a$ be the direct sum of $n \geq 2$ copies of the twisted 1-dimensional representation $\zeta : x = \zeta^a x$. Then the map $I_a = I_{V_a}$ of Definition 15.10 is an isomorphism in $\text{DM}(k, R)$, and there is a commutative diagram:

$$\begin{array}{ccc}
R_{\text{tr}}(V_1 - 0)/C & \cong & \oplus_{i=0}^{n-1} \left\{ L^i + \mathbb{L}^i(1)[1] \right\} \\
\downarrow & & \downarrow \oplus(a^i, a^{i+1}) \\
R_{\text{tr}}(V_a - 0)/C & \cong & \oplus_{i=0}^{n-1} \left\{ L^i + \mathbb{L}^i(1)[1] \right\}.
\end{array}$$

Proof. The representation $V_a$ is the pullback of the representation $V_1$ along the automorphism $\zeta \mapsto \zeta^a$ of $C = \mu_\ell$. Hence we may identify $V_1$ and $(V_1 - 0)/C$ with $V_a$ and $(V_a - 0)/C$, respectively. Since the automorphism acts as multiplication by $a$ on $H^1(C, \mathbb{k}^\times)$, which is $\text{Pic}((V_1 - 0)/C)$ by Lemma 15.9, this identification multiplies both $u$ and $v = \beta(u)$ by the unit $a$.

Remark 15.14.1. The power morphism $p_a : V_1 \rightarrow V_a$ sending $(x_1, \ldots, x_n)$ to $(x_1^a, \ldots, x_n^a)$ is $C$-equivariant, finite and surjective of degree $a^n$. The same is true for the restriction $(V_1 - 0) \rightarrow (V_a - 0)$ and for the $C$-quotient $q_a : (V_1 - 0)/C \rightarrow (V_a - 0)/C$. Since the degree of $q_a$ is prime to $\ell$, it follows that $R_{\text{tr}}(q_a)$ is a split surjection, and hence an isomorphism in $\text{DM}(k, R)$ (by Corollary 15.14).

Proof of Theorem 15.12. Since $\mu_\ell \subset \mathbb{k}^\times$, Maschke’s theorem allows us to write $V$ as a direct sum of 1-dimensional representations, and hence as a direct sum of the isotypical representations $V_a$ as in Corollary 15.14, $1 \leq a \leq \ell - 1$ of dimension $n_a$, $\sum n_a = \dim(V)$. Let $V'$ denote the sum of $\dim(V)$ copies of the standard representation, so that the direct sum of the equivariant morphisms $p_a$
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of Remark 15.14.1 is a finite $C$-equivariant map $p : V' \to V$ of degree $d = \prod a^n$. The same is true for the restriction $(V' - 0) \to (V - 0)$ of $p$, so the $C$-quotient $q : (V' - 0)/C \to (V - 0)/C$ is finite of degree $d$, prime to $\ell$. It follows that $R_{tr}(q)$ is a split surjection.

Since $q^*: \text{Pic}((V - 0)/C) \to \text{Pic}((V' - 0)/C)$ sends $uv$ to $d \cdot uv$ and hence $v_{V'}$ to $d \cdot v_{V''}$, it follows that $R_{tr}(q) : R_{tr}((V' - 0)/C) \to R_{tr}((V - 0)/C)$ is compatible with the maps $I_V$, $I_{V'}$ in Definition 15.10. Thus the diagram

$$R_{tr}(V' - 0)/C \xrightarrow{\cong} \bigoplus_{i=0}^{n-1} \{L^i \oplus L^i(1)[1]\}
\begin{array}{c}
\downarrow R_{tr}(q) \\
R_{tr}(V - 0)/C \xrightarrow{\cong} \bigoplus_{i=0}^{n-1} \{L^i \oplus L^i(1)[1]\}
\end{array}$$

commutes. This implies that $R_{tr}(q)$ is also a split injection, and hence an isomorphism. It follows that $I_V$ is an isomorphism. \hfill \Box

**Proposition 15.15.** Let $V$ be a representation of $G = C \rtimes \text{Aut}(C)$ with $V^C = 0$ and $d = \dim(V) > 0$. If $R = \mathbb{Z}/\ell$ and $\mu_2 \subset k^\times$, there is a natural isomorphism

$$R_{tr}((V - 0)/G) \cong R_{tr}((V - 0)/C)^{\text{Aut}(C)}$$

\begin{align*}
&\cong R \oplus \bigoplus_{0 \leq i < \ell \leq (\ell-1)/n} \{L^i \oplus L^{i-1}(1)[1]\} \oplus \left\{ L^{d-1}(1)[1], \quad (\ell - 1) \mid d \right. \\
&\left. \quad \text{else}. \right. 
\end{align*}

**Proof.** Set $X = (V - 0)/C$ and $A = \text{Aut}(C)$. Since $C$ acts trivially on $X$, the $G$-action on $V$ induces an action of $A = G/C$ on $X$. Observe that $\text{Aut}(C)$ acts faithfully on $X$. Lemma 14.10 yields the formula $R_{tr}(X)^A \xrightarrow{\cong} R_{tr}(X/A) = R_{tr}((V - 0)/G)$. Given the direct sum decomposition of $R_{tr}(X)$ in Theorem 15.12, the formula for $M = R_{tr}(X)^A$ is immediate from Lemma 15.11. \hfill \Box

We conclude this section by describing the motivic cohomology rings of $(V - 0)/C$ and $(V - 0)/G$, via the decompositions in Theorem 15.12 and Proposition 15.15. When $\mu_2 \subset k^\times$, the reduced regular representation $W_1$ of $C$ is the direct sum of the $\ell-1$ nontrivial 1-dimensional representations of $C \cong \mu_2$, and $W_1^C = 0$.

Let $W_n$ denote the direct sum of $n$ copies of $W_1$, so $d = \dim(W_n) = n(\ell - 1)$, and set $X_n = (W_n - 0)/C$. Note that $\Sigma_n$ acts on $W_n$ by permuting its factors.

**15.16.** We briefly recall the computation of $H^{*,*}(B_{gm}\mu_2)$ and $H^{*,*}(B_{gm}\Sigma_2)$ in [Voe03c, §6]. Suppose that $k$ has $\ell$-th roots of unity, so that we may identify $C$ with the algebraic group $\mu_\ell$. By [Voe03c, 6.1], the map $H^{p,q}(X_{n+1}/Z/\ell) \to H^{p,q}(X_n/Z/\ell)$ is an isomorphism if $n > q$. Taking the limit as $n \to \infty$ yields $H^{p,q}(B_{\mu_\ell}/Z/\ell) = \lim H^{p,q}(X_n/Z/\ell)$ by [Voe03c, 6.2]. By [Voe03c, 6.10],

$$H^{*,*}(B_{\mu_\ell}/Z/\ell) = H^{*,*}(k/Z/\ell)[[u,v]]/(u^2 = 0) \quad (15.16.1)$$

for $\ell > 2$ and

$$H^{*,*}(B_{\mu_2}/Z/2) \cong H^{*,*}(k/Z/\ell)[[u,v]]/(u^2 = \tau u + \rho u) \quad (15.16.2)$$

Recall from 15.10 that $u \in H^{1,1}(X_n/Z/\ell)$ and $v \in H^{2,1}(X_n/Z/\ell)$. 
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Now consider the group $G = C \times A$, $A = \text{Aut}(C)$. For $\ell = 2$, when $A = 1$, we have $\mu_2 = G = \Sigma_2$ and hence $BG = B\mu_2$.

When $\ell > 2$, the group $A$ acts by algebra maps, and $a \in A$ satisfies: $a \cdot u = au$, $a \cdot v = av$; see [Voe03c, 6.11]. Thus for $c = \omega^\ell - 2$ and $b = \beta(c) = \nu^\ell - 1$ we have:

$$H^{**}(B_{gm}G, R) \cong H^{**}(B_{gm} \mu_\ell, R) \cong H^{**}(k, R)[[c, b]]/(c^2), \ \ell \text{ odd}.$$

By [Voe03c, 6.13-6.14], $c$ and $b$ come from $H^{**}(B_{gm} \Sigma_\ell, R)$. This implies that the canonical injection $H^{**}(B_{gm} \Sigma_\ell, R) \hookrightarrow H^{**}(B_{gm} G, R)$ is an isomorphism.

**Corollary 15.17.** If $\mu_\ell \subset k^\times$, $H^{**}(X_n, \mathbb{Z}/\ell)$ is a free module over $H^{**} = H^{**}(k, \mathbb{Z}/\ell)$, and the elements $v^i, uv^i$ for $0 \leq i < d = n(\ell - 1)$ form a basis.

(a) If $\ell \neq 2$ the ring structure is $H^{**}(X_n, \mathbb{Z}/\ell) \cong H^{**}[u, v]/(v^d = u^2 = 0)$.

(b) If $\ell = 2$ then the ring structure is

$$H^{**}(X_n, \mathbb{Z}/2) \cong H^{**}(k, \mathbb{Z}/2)[u, v]/(v^d, u^2 + \tau v + \rho u).$$

Here $\tau$ is the nonzero element of $H^{0,1}(k, \mathbb{Z}/2) = \mu_2(k) \cong \mathbb{Z}/2$ and $\rho$ is the class of $-1$ in $H^{1,1}(k, \mathbb{Z}/2) \cong k^\times/k^\times$.

**Proof.** The first sentence is immediate from Theorem 15.12. Since $H^{**}(X_n, R)$ is a quotient of $H^{**}(B_{gm} \mu_\ell, \mathbb{Z}/\ell)$, the algebra structure on $H^{**}(X_n, \mathbb{Z}/\ell)$ follows from (15.16.1) and (15.16.2). \qed

The group $A = \text{Aut}(C) \cong (\mathbb{Z}/\ell)^\times$ acts on $X_n = (W_n - 0)/\mathcal{C}$ and hence on the ring $H^{**}(X_n, \mathbb{Z}/\ell)$, and $a \in A$ satisfies: $a \cdot u = au$, $a \cdot v = av$; see Lemma 15.11 or [Voe03c, 6.11]. Hence $a$ acts on $uv^{\ell - 1}$ and $v^i$ as multiplication by $a^i$; these elements are invariant if and only if $i \equiv 0 \pmod{(\ell - 1)}$. In particular, the elements $c = uv^{\ell - 2}$ and $b = v^{\ell - 1}$ are invariant under this action. From Proposition 15.15 we immediately conclude:

**Corollary 15.18.** If $\mu_\ell \subset k^\times$, $H^{**}(X_n/A, \mathbb{Z}/\ell) = H^{**}(X_n, \mathbb{Z}/\ell)^A$ is a free module over $H^{**} = H^{**}(k, \mathbb{Z}/\ell)$, and the elements $b^j, cb^j$ for $0 \leq j < n$ form a basis. If $\ell > 2$ the ring structure is

$$H^{**}(X_n/A, \mathbb{Z}/\ell) \cong H^{**}[b, c]/(b^n = c^2 = 0).$$

The case $\ell = 2$ is given by Corollary 15.17(b), because in that case $A$ is trivial.

### 15.5 The motive $S^\ell_{tr}(\mathbb{L}^n)$

In this section, we compute $S^\ell_{tr}(\mathbb{L}^n)$. To do so, we identify the cyclic group $C = C_\ell$ with the Sylow $\ell$-subgroup of $\Sigma_\ell$ on generator $(12 \cdots \ell)$, and identify $G = C \times \text{Aut}(C)$ with the normalizer $N_{\Sigma_\ell}(C)$, where $s \in (\mathbb{Z}/\ell)^\times \cong \text{Aut}(C)$ corresponds to the permutation $\sigma(i) = si$ of $(12 \cdots \ell)$. Since $[\Sigma_\ell : C]$ is prime to $\ell$, we may identify $S^\ell_{tr}(\mathbb{L}^n)$ with a summand of both $S^\ell_{tr}(\mathbb{L}^n)$ and $S^\ell_{tr}(\mathbb{L}^n)_{\text{Aut}(C)}$. As observed in Corollary 14.11, $S^\ell_{tr}(\mathbb{L}^n) \cong S^\ell_{tr}(\mathbb{L}^n)^{\text{Aut}(C)}$, so the calculation is reduced to $S^\ell_{tr}(\mathbb{L}^n)$.
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We first extend the formulas for $R_{tr}((V-0)/G)$ in Section 15.4 to the case when $V^C \neq 0$ (15.22). For this, it is convenient to use an auxiliary space. Recall that the Thom space $Th(V)$ of an affine space $V$ is defined to be the Nisnevich sheaf $V/(V-0)$. If a finite group $G$ acts on $V$, $X = (V-0)/G$ is open in $V/G$.

**Definition 15.19.** If $G$ is a finite group acting on $V$, we define $Th(V)/G$ to be the pointed Nisnevich sheaf quotient $(V/G)/X$, where $X = (V-0)/G$.

Since the radial $A^1$-contraction $V \times A^1 \to V$ is equivariant, it induces an $A^1$-contraction $(V/G) \times A^1 \to V/G$. By Proposition 14.24, $Th(V)/G$ is $A^1$-equivalent to the suspension $\Sigma X$, i.e., the cone of $X_+ \to S^0$ (see 1.36). Thus there is a cofiber sequence

$$X_+ \to S^0 \to Th(V)/G \to \Sigma(X_+).$$

If $V \neq 0$ then $X(k) \neq \emptyset$, and $X_+ \to S^0$ splits, yielding $\Sigma X_+ \simeq \Sigma S^0 \vee Th(V)/G$; applying $R_{tr}[-1]$ and using (12.71) yields an isomorphism

$$R_{tr}((V-0)/G_+) \cong R \oplus LR_{tr}(Th(V)/G)[-1], \quad V \neq 0. \quad (15.20)$$

This display is (37) in [Voe10c]; cf. Lemma 16 in [Del09].

**Lemma 15.21.** Let $V$ be a nonzero representation of a finite group $G$ with $V^G = 0$, and let $\mathbb{A}^n$ be a trivial representation of $G$.

Then $Th(V \oplus \mathbb{A}^n)/G \cong Th(V)/G \wedge Th(\mathbb{A}^n)$, and

$$LR_{tr}(Th(V \oplus \mathbb{A}^n)/G) \cong LR_{tr}(Th(V)/G) \otimes \mathbb{L}^n \cong \{R_{tr}((V-0)/G) / R\} \otimes \mathbb{L}^n[1].$$

The term in braces is the quotient by the basepoint inclusion of $R$.

**Proof.** There is a canonical isomorphism $Th(V) \wedge Th(\mathbb{A}^n) \to Th(V \oplus \mathbb{A}^n)$, because both are the quotient of $V \oplus \mathbb{A}^n$ by $(V \oplus \mathbb{A}^n) - \{0\}$. (This was observed in [MV99, 3.2.17]s.) The same reasoning shows that there is a canonical isomorphism $Th(V)/G \wedge Th(\mathbb{A}^n) \to Th(V \oplus \mathbb{A}^n)/G$, because both sheaves are the quotient of $V/G \times \mathbb{A}^n$ by $(V/G \times \mathbb{A}^n) - \{0\}$.

The final assertion is obtained by applying $R_{tr}$, using the formula (15.20) for $R_{tr}(Th(V)/G) / R[1]$ and observing that $R_{tr}(Th(\mathbb{A}^n)) \cong \mathbb{L}^n$.

**Proposition 15.22.** Suppose that $\mu_\ell \subset k^\times$ and set $R = \mathbb{Z}/\ell$. If $V \neq 0$ is a representation of $C$ with $V^C = 0$ and $d = \dim(V)$, the map of Definition 15.10 induces an isomorphism in $\text{DM}(k, R)$ between $LR_{tr}(Th(V \oplus k^n)/C) [-1] \oplus R$ and

$$R_{tr}((V \oplus k^n-0)/C) \cong R \oplus \mathbb{L}^n[1] \oplus \bigoplus_{i=1}^{d-1} \{L^{n+i} \oplus L^{n+i+1}[1]\}.$$

If $V$ is a representation of $G = C \rtimes \text{Aut}(C)$ with $V^C = 0$ and $d = \dim(V) > 0$, $R_{tr}((V \oplus k^n-0)/G) \cong R_{tr}((V \oplus k^n-0)/C)^{\text{Aut}(C)}$

$$\cong R \oplus \bigoplus_{0 < i < d} \{L^{n+i} \oplus L^{n+i-1}[1]\} \oplus \begin{cases} L^{n+d-1}[1], & (\ell-1) | d \\ 0, & \text{else.} \end{cases}$$
Proof. ([Voe10c, 3.56]) Set $A = \text{Aut}(C)$, $W = V \oplus \mathbb{A}^n$, $X = (W - 0)/C$ and $X_0 = (V - 0)/C$. Then (15.20) and Lemma 15.21 yield:

$$R_{\text{tr}}(X)/R \cong \mathbb{L}R_{\text{tr}}(Th(W)/C)[-1] \cong R_{\text{tr}}(X_0)/R \mathbb{L}^n,$$

$$R_{\text{tr}}(X)/A \cong \mathbb{L}R_{\text{tr}}(Th(W)/G)[-1] \cong R_{\text{tr}}(X_0/A)/R \mathbb{L}^n.$$

Now plug in the formulas for $R_{\text{tr}}(X_0)/R$ and $R_{\text{tr}}(X_0/A)/R$, which are given in Theorem 15.12 and Proposition 15.15.

Since $L = R(1)[2]$, combining Lemma 15.21 with Proposition 15.22 yields:

**Corollary 15.23.** Suppose that $V$ is a representation of $G = C \rtimes \text{Aut}(C)$ with $V^C = 0$ and $d = \dim(V) > 0$ is divisible by $(\ell - 1)$. Then $\mathbb{L}R_{\text{tr}}(Th(V \oplus \mathbb{A}^n)/G)$ is isomorphic to

$$R_{\text{tr}}((V - 0)/G)/R \mathbb{L}^n[1] \cong \bigoplus_{0 < i < d, (i-1)/\ell} (\mathbb{L}^{n+i} \oplus \mathbb{L}^{n+i}[1]) \oplus \mathbb{L}^{n+d}.$$

Here is our main application of Proposition 15.22. The symmetric group $\Sigma_\ell$ acts on the product $(\mathbb{A}^n)^\ell$ of $\ell$ copies of $\mathbb{A}^n$ by permuting the factors. When $n = 1$, $\Sigma_\ell$ acts trivially on the diagonal $\mathbb{A}^1$ and we have $(\mathbb{A}^1)^\ell \cong \mathbb{A}^1 \oplus W_1$. The restriction (from $\Sigma_\ell$ to $C_\ell$) of $W_1$ is the reduced regular representation of $C_\ell$. Therefore $(\mathbb{A}^n)^\ell$ has the form $W_n \oplus \mathbb{A}^n$, where $\Sigma_\ell$ acts trivially on $\mathbb{A}^n$, and $W_n$ is the direct sum of $n$ copies of the representation $W_1$, as in Corollary 15.18.

**Lemma 15.24.** For all $G \subseteq \Sigma_m$, $S^G_{\text{tr}} \mathbb{L}^n \cong \mathbb{L}R_{\text{tr}}(Th(\mathbb{A}^n)/G)$ in $\text{DM}(k, R)$.

**Proof.** By definition, $S^G_{\text{tr}}(\mathbb{L}^n) = R_{\text{tr}}(\mathbb{A}^n/(\mathbb{A}^n - 0))$. By Theorems 14.25 and 14.23, there is a Nisnevich-local equivalence

$$\mathcal{S}^G_{\text{Lres}}(\mathbb{A}^n/(\mathbb{A}^n - 0)) \xrightarrow{\sim} (\mathcal{S}^G)^*(\mathbb{A}^n/(\mathbb{A}^n - 0)) \xrightarrow{\sim} S^G \mathbb{A}^n/(S^G \mathbb{A}^n - S^G 0).$$

Keeping in mind that $\mathcal{S}^G_{\text{Lres}}(\mathbb{A}^n/(\mathbb{A}^n - 0))$ is in $\Delta^{op}\text{Norm}_{ind}^{\text{ind}}$, applying $\mathbb{L}R_{\text{tr}}$ yields a Nisnevich-local equivalence

$$S^G_{\text{tr}}(\mathbb{L}^n) = R_{\text{tr}}(\mathcal{S}^G_{\text{Lres}}(\mathbb{A}^n/(\mathbb{A}^n - 0)) \xrightarrow{\sim} \mathbb{L}R_{\text{tr}}(S^G \mathbb{A}^n/(S^G \mathbb{A}^n - S^G 0)).$$

Finally, $S^G \mathbb{A}^n/(S^G \mathbb{A}^n - S^G 0)$ equals $Th(\mathbb{A}^n)/G$ because $S^G \mathbb{A}^n - S^G 0$ equals $\mathbb{A}^n/G = 0$. Applying $\mathbb{L}R_{\text{tr}}$ gives the result.

**Corollary 15.25.** If $\mu_\ell \subseteq k^\times$, $R = \mathbb{Z}/\ell$ and $G = C \rtimes \text{Aut}(C)$ then

$$S^G_{\text{tr}} \mathbb{L}^n \cong \bigoplus_{i=n+1}^{\ell-1} \{\mathbb{L}^i \mathbb{L}^n[1]\} \oplus \mathbb{L}^{n\ell};$$

$$S^G_{\text{tr}} \mathbb{L}^n \cong \bigoplus_{j=1}^{n-1} \{\mathbb{L}^{n+j(\ell-1)} \mathbb{L}^{n+j[1]} \oplus \mathbb{L}^{n\ell}\}.$$
Proof. Combine Lemma 15.24 and $\mathbb{A}^n \cong W_n \oplus \mathbb{A}^n$ with Proposition 15.22 (for $S^\ell_\text{tr}(\mathbb{L}^n)$) and Corollary 15.23 (for $S^\ell_\text{tr}({\mathbb{L}}^n)$), noting that $d = n(\ell - 1)$. \hfill \square

**Theorem 15.26.** When $R = \mathbb{Z}/\ell$, $S^\ell_\text{tr}({\mathbb{L}}^n)$ is $\mathbb{A}^1$-equivalent to $S^G_{\text{tr}}({\mathbb{L}}^n)$, i.e.,

$$S^\ell_\text{tr}({\mathbb{L}}^n) \simeq \bigoplus_{j=1}^{n-1} \{ \mathbb{L}^{n+j(\ell-1)} \oplus \mathbb{L}^{n+j(\ell-1)}[1] \} \oplus \mathbb{A}^n.$$ 

**Proof.** ([Voe10c, 2.58]) The basis of $H^{*,*}(X_n/G)$, displayed in Corollary 15.18, corresponds to the factors of $S^G_{\text{tr}}({\mathbb{L}}^n)$, which are displayed in Corollary 15.25. Since $[\Sigma : G] = (\ell - 2)!$, $S^\ell_\text{tr}({\mathbb{L}}^n)$ is a summand of $S^G_{\text{tr}}({\mathbb{L}}^n)$, and $H^{*,*}(X_n/\Sigma)$ is a summand of $H^{*,*}(X_n/G)$. By 15.16, the canonical map $H^{*,*}(B_{\text{gm}}\Sigma) \to H^{*,*}(B_{\text{gm}}G)$ is an isomorphism. Hence the map on quotients, $H^{*,*}(X_n/\Sigma) \to H^{*,*}(X_n/G)$, is a surjection and hence an isomorphism. This implies that each summand of $S^G_{\text{tr}}({\mathbb{L}}^n)$ belongs to $S^\ell_\text{tr}({\mathbb{L}}^n)$. \hfill \square

For the next application, we need the topological realization functor $t^C$ from $\text{DM}^{\leq 0}$ to the subcategory $D^{\leq 0}(\text{Ab})$ of the derived category of abelian groups, described in 12.72. This functor sends $R_{\text{tr}}(\mathbb{A}^m/(\mathbb{A}^m - 0))$ to the reduced chain complex $\tilde{C}_*(S^{2m}) \cong R[-2m]$ of the based sphere $S^{2m}$; sends $\mathbb{L}[b]$ to $\tilde{C}_*(S^{2a+b}, R)$ and $S^m_{\text{tr}}(\mathbb{L}[b])$ to $\tilde{C}_*(S^{m}(S^{2a+b}))$. For the next result, we set

$$A = \bigoplus_{i=1}^{a} \{ \mathbb{L}^{a+i(\ell-1)}[1] \oplus \mathbb{L}^{a+i(\ell-1)}[2] \}.$$ 

**Corollary 15.27.** When $R = \mathbb{Z}/\ell$, $a > 0$, and $\text{char}(k) = 0$, there is a split injection $S^\ell_\text{tr}(\mathbb{L}^a[b])[1] \to S^\ell_\text{tr}(\mathbb{L}^a[b]+1)$ for all $b$, and we have: $S^\ell_\text{tr}(\mathbb{L}^a[1]) \cong A$; $S^\ell_\text{tr}(\mathbb{L}^a[b]) \cong A[b-1] \oplus \{ \mathbb{L}^{a+b} \oplus \mathbb{L}^{a+b}[1] \} \oplus \bigoplus_{i=1}^{k} R[2i(\ell-1)]$, $b = 2k+1$; $S^\ell_\text{tr}(\mathbb{L}^a[b]) \cong S^\ell_\text{tr}(\mathbb{L}^a[b-1])[1] \oplus \mathbb{L}^{a+b}, \quad b \geq 2 \text{ even}.$

**Proof.** ([Wei09, 14.7.2]) Set $T = \mathbb{L}^a[b]$. We will assume the result is true for $T$ and prove that it is true for $T[1]$. It holds for $b = 0$ by Theorem 15.26, so we assume it holds for $b$. For $b > 0$, consider the triangle of Theorem 14.34:

$$(S^\ell_\text{tr}(T)[1] \to S^\ell_\text{tr}(T[1]) \to \text{cone}(\eta) \to S^\ell_\text{tr}(T)[2]).$$

By Corollary 14.35, cone$(\eta)$ is $T^{\otimes \ell}[2]$ for $b$ even, and $T^{\otimes \ell}[\ell]$ for $b$ odd. For $b$ odd, $\delta$ is zero for weight reasons. For $b$ even, the boundary map $\delta$ is an element of $\text{Hom}(T^{\otimes \ell}, S^\ell_\text{tr}(T)) \cong \mathbb{Z}/\ell$. Using the topological realization functor of 12.72, the topological calculations of Cartan [Car54] show that the boundary map $\delta$ is also zero for $b$ even. In both cases, the triangle splits. The result now follows by induction on $b$, since:

$$S^\ell_\text{tr}(\mathbb{L}^a[b+1]) \cong S^\ell_\text{tr}(\mathbb{L}^a[b])[1] \oplus \text{cone}(\eta).$$

**Remark 15.27.1.** The formulas in Corollary 15.27 also hold for $a = 0$, as $\mathbb{L}^0 = R$; we saw in Example 14.36 that $S^\ell_\text{tr}(R[1]) = 0$, and $S^\ell_\text{tr}(R[2]) \cong R[2\ell]$. The general formula for $S^\ell_\text{tr}(R[b])$ is given in Corollary 14.38.
15.6 A Künneth formula

A proper Tate motive is a direct sum of motives of the form $L^a[b]$ with $b \geq 0$. The category of proper Tate motives over a field $R$ is idempotent complete, and closed in $\text{DM}$ under $\otimes$. Corollary 15.27 shows that the $S^\infty_R([L^a[b]])$ are proper Tate motives.

**Theorem 15.28.** When $R = \mathbb{Z}/\ell$, $S^\infty_R([L^n])$ is a proper Tate motive. For each $q$ there are only finitely many terms of weight $q$.

**Proof.** Combining 14.14, 14.15, 15.26 and 15.27 yields the theorem. □

**Lemma 15.29.** For all integers $p, q, n$ and $i$, and all simplicial schemes $X$:

$$\text{Hom}_{\text{DM}}(R_{tr}(X)(q)[p], R(i)[n]) = \begin{cases} H^{n-p,i-q}(X, R) & \text{if } q \leq i; \\ 0 & \text{if } q > i. \end{cases}$$

**Proof.** We may suppose that $p = 0$. Suppose first that $q \leq i$. By the Cancellation Theorem [MVW, 16.25] we have $\text{Hom}(M(q), R(i)) = \text{Hom}(M, R(i-q))$ for any $M$ in $\text{DM}$. In particular, $\text{Hom}(R_{tr}(X)(q), R(i)[n]) = \text{Hom}(R_{tr}(X), R(i-q)[n]) = H^{n-i-q}(X, R)$. Similarly, the case when $q > i$ reduces to the case $i = 0$, $q > 0$. Here $R_{tr}(X)(q)$ is a summand of $R_{tr}(X \times \mathbb{P}^q)$ and $H^{p,0}(-, R) = H^p_{\text{zar}}(-, R)$, so the result follows from $H^*_\text{zar}(X, R) \cong H^*_\text{zar}(X \times \mathbb{P}^q, R)$; see [Voe03c, 3.5]. □

**Proposition 15.30.** (Pure Künneth formula) Let $X$ and $Y$ be pointed simplicial ind-schemes such that $R_{tr}(Y)$ is a direct sum of motives $R(q\alpha)[p\alpha]$. Assume that for each $q$ there are only finitely many $\alpha$ with $q\alpha = q$. Then the Künneth homomorphism is an isomorphism:

$$H^{*,*}(X, R) \otimes H^{*,*}(k, R) H^{*,*}(Y, R) \rightarrow H^{*,*}(X \times Y, R).$$

**Proof.** By Lemma 15.29, $H^{n,i}(Y, R) = \text{Hom}_{\text{DM}}(R_{tr}(Y), R(i)[n])$ is a free $H^{*,*}(k, R)$-module on finitely many generators $\gamma_\alpha$ in bidegrees $(p\alpha, q\alpha)$. Similarly, $R_{tr}(X \times Y)$ is the direct sum of the $R_{tr}(X)(q\alpha)[p\alpha]$, so (by Lemma 15.29) $H^{n,i}(X \times Y, R) = \text{Hom}_{\text{DM}}(R_{tr}(X \times Y), R(i)[n])$ is a free $H^{*,*}(X, R)$-module on the same set of generators $\gamma_\alpha$ in bidegrees $(p\alpha, q\alpha)$. The result follows. □

Recall that if $K \rightarrow H$ is a morphism of graded-commutative rings, $H \otimes_K H$ is an associatiive graded-commutative ring with product

$$(x \otimes y)(x' \otimes y') = (-1)^{|x||y'|}xx' \otimes yy'.$$

The twist $\tau(x \otimes y) = (-1)^{|x||y|}y \otimes x$ fixes $K$ and defines an action of the symmetric group $\Sigma_2$ on $H \otimes_K H$, which extends to an action of $\Sigma_m$ on the $m$-fold tensor product $H \otimes_K \cdots \otimes_K H$. We define $\text{Sym}^m(H)$ to be the invariant subring $(H \otimes_K \cdots \otimes_K H)^{\Sigma_m}$ of $H^{\otimes m}$. For example, if $|x| = 2$, $\text{Sym}^m(K[x])$ is the polynomial ring $K[s_1, \ldots, s_m]$ on the symmetric polynomials $s_i$. 
Corollary 15.31. If \( 1/m! \in R \) and \( R_{tr}(Y) \) is a direct sum of \( R(q_\alpha)[p_\alpha] \) with \( q_\alpha = q \) for only finitely many \( \alpha \), then the \( H^{*,*}(k, R) \)-algebra \( H^{*,*}(Y, R) \) satisfies
\[
\Sym^m H^{*,*}(Y, R) \cong H^{*,*}(S^m(Y), R).
\]

Proof. By the Künneth formula 15.30, \( H^{*,*}(Y, R) \otimes^R m \rightarrow H^{*,*}(Y^m, R) \) is an isomorphism of free \( H^{*,*}(k, R) \)-modules. The symmetric group \( \Sigma_m \) acts on both sides and the isomorphism is equivariant, so the symmetric subrings are isomorphic. Finally, \( H^{*,*}(S^m Y, R) = H^{*,*}(Y^m, R)^{\Sigma_m} \); see Example 14.12(d). \( \square \)

Recall from 15.8 that \( K_n \) is the sheaf underlying \( \mathbb{L}^n \), representing \( H^{2n,n}(-, R) \).

Corollary 15.32. For all \( n > 0 \) the Künneth maps are isomorphisms:
\[
H^{*,*}(K_n, \mathbb{Z}/\ell) \otimes_{H^{*,*,*}} \cdots \otimes_{H^{*,*,*}} H^{*,*}(K_n, \mathbb{Z}/\ell) \xrightarrow{\sim} H^{*,*}(K_n \times \cdots \times K_n, \mathbb{Z}/\ell),
\]
or equivalently,
\[
\tilde{H}^{*,*}(K_n, \mathbb{Z}/\ell) \otimes_{H^{*,*,*}} \cdots \otimes_{H^{*,*,*}} \tilde{H}^{*,*}(K_n, \mathbb{Z}/\ell) \xrightarrow{\sim} \tilde{H}^{*,*}(K_n \wedge \cdots \wedge K_n, \mathbb{Z}/\ell).
\]

Proof. We saw in the proof of Theorem 15.3 that there is a \( V \) in \( \Delta^{op} \text{Sm}_+ \) such that \( R_{tr}(V) \) is \( \mathbb{A}^1 \)-local equivalent to \( \mathbb{L}^n \) and \( S^{\infty}V \simeq u\mathbb{L}^n = K_n \). By Theorem 15.28, \( S^{\infty}\mathbb{L}^n \) is a proper Tate motive with only finitely many terms of any given weight. Thus
\[
S^{\infty}_{tr} R_{tr}(V) = R_{tr}(S^{\infty}V) \simeq R_{tr}(K_n) \simeq S^{\infty}_{tr} \mathbb{L}^n.
\]

Proposition 15.30 implies that
\[
H^{*,*}(X, \mathbb{Z}/\ell) \otimes_{H^{*,*,*}(k)} H^{*,*}(K_n, \mathbb{Z}/\ell) \cong H^{*,*}(X \times K_n, \mathbb{Z}/\ell).
\]

The corollary follows by induction on the number of terms \( K_n \). \( \square \)

15.7 Operations of pure scalar weight

With the description of \( S^m_{tr}(\mathbb{L}^n) \) in hand, we may now prove the following theorem, which shows that \( H^m(K_n, \mathbb{Z}/\ell) \) is graded by the group \( (\mathbb{Z}/\ell)^{\times} \). We assume that \( \text{char}(k) = 0 \) and that \( n \geq 1 \). The rank of a cohomology operation \( H^{2n,n}(-, \mathbb{Z}) \rightarrow H^{*,*}(-, \mathbb{Z}/\ell) \) is defined in 15.8.

Theorem 15.33. The cohomology operations \( H^{2n,n}(-, \mathbb{Z}) \rightarrow H^{*,*}(-, \mathbb{Z}/\ell) \) of rank \( m \) have scalar weight \( m \mod (\ell - 1) \).

The proof of Theorem 15.33 will occupy the rest of this section. Operations of rank \( < \ell \) are covered by Example 15.8.1, so we may assume that \( m \geq \ell \). The first lemma shows that operations coming from \( S^m_{tr}(\mathbb{L}^n) \) may be factored using the \( \ell \)-adic expansion of \( m \). By Example 15.7.2, this reduces the proof of Theorem 15.33 to \( m = m_1\ell^i \).
Lemma 15.34. Write \( m = m_0 + m_1 \ell + \cdots + m_r \ell^r \) with \( 0 \leq m_i < \ell \). Every cohomology operation \( \phi \) of rank \( m \) is a sum of operations \( x \mapsto \phi_0(x)\phi_1(x) \cdots \phi_r(x) \), where the \( \phi_i \) have rank \( m_i \ell^i \).

Proof. Set \( R = \mathbb{Z}/\ell \) and set \( H_i = \Sigma m_i \ell^i \). By Proposition 14.15, the subgroup \( H = \prod H_i \) of \( \Sigma m \) contains a Sylow \( \ell \)-subgroup, and \( S^H_{\ell \ell}(\mathbb{L}^n) \) is a summand of \( \Sigma^{1,\ldots,1}(\mathbb{L}^n) \). Hence any rank \( m \) operation \( \phi : K_n \to S^H_{\ell \ell}(\mathbb{L}^n) \to R(\ast)[\ast] \) factors through a map \( S^H_{\ell \ell}(\mathbb{L}^n) \to R(\ast)[\ast] \). We saw before Proposition 14.15 that \( S^H_{\ell \ell}(\mathbb{L}^n) \cong \otimes S^{m_i \ell^i}(\mathbb{L}^n) \).

By the Künneth formula 15.30, we have
\[
\text{Hom}(S^H_{\ell \ell}(\mathbb{L}^n), \mathbb{Z}/\ell(\ast)[\ast]) \cong \bigotimes_{i=0}^r \text{Hom}(S^{m_i \ell^i}_{\ell \ell}(\mathbb{L}^n), \mathbb{Z}/\ell(\ast)[\ast]),
\]
so \( \phi \) is induced by a sum of terms \( \phi_0 \otimes \phi_1 \otimes \cdots \otimes \phi_r \). \( \square \)

The next two propositions handle the cases \( m = \ell \) and \( m = \ell^r \).

Proposition 15.35. Every cohomology operation \( H^{2n,n}_{\ell \ell}(-, \mathbb{Z}) \xrightarrow{\phi} H^{p,q}_{\ell \ell}(-, \mathbb{Z}/\ell) \) of rank \( \ell \) has scalar weight one.

Proof. Set \( T = \mathbb{Z}/\ell(q)[p] \), so \( \phi \) comes from an element of \( \text{Hom}(S^T_{\ell \ell}(\mathbb{L}^n), T) \). By Corollary 15.27, the map \( S^T_{\ell \ell}(\mathbb{L}^n)[1] \xrightarrow{\eta} S^T_{\ell \ell}(\mathbb{L}^n)[1] \) is a split injection, so \( \text{Hom}(S^T_{\ell \ell}(\mathbb{L}^n)[1], T[1]) \xrightarrow{\eta^*} \text{Hom}(S^T_{\ell \ell}(\mathbb{L}^n), T) \) is onto. Hence \( \phi \) lifts to a cohomology operation \( \phi_1 : H^{2n+1,n}_{\ell \ell}(-, \mathbb{Z}) \to H^{p+1,q}_{\ell \ell}(-, \mathbb{Z}/\ell) \), in the sense that the suspension \( \Sigma \phi(x) \) is \( \phi_1(\Sigma x) \). If \( x, y \in H^{2n,n}(X, \mathbb{Z}) \) then by [Voe03c, 2.9], the cohomology operation \( \phi_1 \) is additive on \( H^{2n+1,n}(\Sigma X, \mathbb{Z}) \), so:
\[
\Sigma \phi(x + y) = \phi_1(\Sigma(x + y)) = \phi_1(\Sigma x + \Sigma y) = \phi_1(\Sigma x) + \phi_1(\Sigma y) = \Sigma \phi(x) + \Sigma \phi(y).
\]
Since the suspension \( \Sigma \) is an isomorphism of groups, \( \phi \) is additive. \( \square \)

We now establish the case \( m = \ell^r \) by induction on \( \nu \), the case \( \nu = 1 \) being 15.35.

Proposition 15.36. Every cohomology operation \( H^{2n,n}_{\ell \ell}(-, \mathbb{Z}) \xrightarrow{\phi} H^{p,q}_{\ell \ell}(-, \mathbb{Z}/\ell) \) of rank \( \ell^r \) has scalar weight one.

If \( 0 < s \leq \ell \), then every operation of rank \( s \ell^r \) has scalar weight \( s \).

Proof. We proceed by induction on \( \nu \), the case \( \nu = 0 \) being in hand. By Proposition 14.15, every operation of rank \( s \ell^r \) has the form \( S^{s \ell^r}_{\ell\ell}(\mathbb{L}^n) \to S^*_{\ell\ell}(S^{s \ell^r}_{\ell\ell}(\mathbb{L}^n)) \to T \). By 15.31, every element of \( \text{Hom}(S^*_{\ell\ell}(S^{s \ell^r}_{\ell\ell}(\mathbb{L}^n)), T) \) is a sum of monomials \( \phi_1 \cdots \phi_s \) where the \( \phi_i \) belong to \( \text{Hom}(S^{s \ell^r}_{\ell\ell}(\mathbb{L}^n), T) \). Once we show that the \( \phi_i \) have scalar weight 1, it will follow from Example 15.7.2 that these monomials have scalar weight \( s \). Thus we are reduced to the case \( s = 1 \).

Consider the subgroup \( G = \Sigma_{\ell^r} \cdots \Sigma_{\ell} (\nu - 1 \text{ times}) \) of \( H = \Sigma_{\ell^r - 1} \) as noted in Proposition 14.15, \( G \lhd \Sigma_\ell \subset H \lhd \Sigma_{\ell^r} \subset \Sigma_\ell \), and \( S^H_{\ell\ell}(\mathbb{L}^n) \) is a direct summand...
of both $S^{H\Sigma_t}(L^n) = S^{H}(S^{H}(L^n))$ and $S^{G\Sigma_t}(L^n)$. Thus it suffices to treat cohomology operations of the form $S^{H}_{tr}(L^n) \rightarrow S^{H}(S^{H}(L^n)) \rightarrow T$. By Corollary 15.27, we may write $S^{H}_{tr}(L^n) = S^{H}_{tr,-1}(L^n)$ as a sum of $\mathbb{L}^\alpha[1]$. By Lemma 14.9, $S^{H}_{tr,-1}(L^n)$ is a sum of “linear” terms $S^{H}_{tr}(\mathbb{L}^\alpha[1])$, which correspond to additive cohomology operations by Lemma 15.37 below, and “nonlinear” terms of the form

$$S^{H}_{tr}(\mathbb{L}^\alpha[1]) \otimes \cdots \otimes S^{H}_{tr}(\mathbb{L}^\alpha[1]), \quad \sum r_i = \ell.$$  

By induction, each of the $\mathbb{L}^\alpha[1]$ correspond to cohomology operations of scalar weight one. Since $r_i < \ell$, we see from Example 14.12(d) that the $S^{H}(\mathbb{L}^\alpha[1])$ correspond to operations $\phi_i(x)$ of scalar weight $r_i$. Hence the “nonlinear” terms $\phi_1(x) \cdot \ldots \cdot \phi_{\ell}(x)$ correspond to cohomology operations which have scalar weight $\sum r_i = \ell \equiv 1$ (mod $\ell - 1$). \hfill $\square$

**Lemma 15.37.** Let $\mathbb{L}^\alpha[b]$ be a summand of $S^{H}_{tr,-1}(L^n)$. Then the motivic cohomology operations $H^{2n,n}(-,\mathbb{Z}) \rightarrow H^{*,*}(-,\mathbb{Z}/\ell)$ corresponding to elements of $\text{Hom}(S^{H}_{tr}(\mathbb{L}^\alpha[b]),\mathbb{Z}/\ell(\ast)(\ast))$ are additive. Hence they have scalar weight one.

**Proof.** By Corollary 15.27, the map $S^{H}_{tr}(S^{H}_{tr,-1}(L^n))[1] \rightarrow S^{H}_{tr}(S^{H}_{tr,-1}(L^n))[1]$ is a split injection, and restricts to a split injection $S^{H}_{tr}(\mathbb{L}^\alpha[b])[1] \rightarrow S^{H}_{tr}(\mathbb{L}^\alpha[b+1])$. We may now argue as in the proof of Proposition 15.35. By Theorem 15.27, the map $\text{Hom}(S^{H}_{tr}(\mathbb{L}^\alpha[b+1]),T[1]) \rightarrow \text{Hom}(S^{H}_{tr}(\mathbb{L}^\alpha[b]),T)$ is onto. Hence $\phi$ lifts to a cohomology operation $\phi_1 : H^{2n+1,n}(-,\mathbb{Z}) \rightarrow H^{p+1,q}(-,\mathbb{Z}/\ell)$. But then $\phi$ is additive by [Voe03c, 2.9]. \hfill $\square$

This completes the proof of Theorem 15.33.

### 15.8 Uniqueness of $\beta P^n$

The purpose of this section is to establish the uniqueness of certain cohomology operations from $H^{2n+1,n}(-,\mathbb{Z})$ to $H^{2n+2,n\ell}(-,\mathbb{Z}/\ell)$. This is accomplished in Theorem 15.38. \footnote{The $n$ of this section is unrelated to the $n$ in the norm residue homomorphism of the Bloch–Kato conjecture.}

We saw in Definition 1.6 that the cohomology operations described in Theorem 15.38 correspond to elements of $H^{*,*}(B_n K_n,\mathbb{Z}/\ell)$. We saw in Section 14.2 (see 14.15) that a complete description of this cohomology is possible, but it is messy for $n > 1$.

Consider the cohomology operation $H^{2n+1,n}(-,\mathbb{Z}/\ell) \xrightarrow{\beta P^n} H^{2n+2,n\ell}(-,\mathbb{Z}/\ell)$, where the Bockstein $\beta$ and the Steenrod operation $P^n$ are described in Section 3.4. Since this operation is bi-stable, it is additive and commutes with simplicial suspension $\Sigma$ by [Voe03c]. Since $P^n(y) = y^\ell$ for $y \in H^{2n,n}(X,\mathbb{Z}/\ell)$ by axiom 13.6(2), and the Bockstein $\beta$ is a derivation, we have:

$$\beta P^n(\Sigma y) = \Sigma(\beta P^n y) = \Sigma(\beta(y^\ell)) = \ell \cdot \Sigma(\beta(y)) = 0.$$
Thus $\beta P^n$, or rather its composition with mod-$\ell$ reduction

$$H^{2n+1,n}(-,\mathbb{Z}) \to H^{2n+1,n}(-,\mathbb{Z}/\ell) \xrightarrow{\beta P^n} H^{2n\ell+2,n\ell}(-,\mathbb{Z}/\ell),$$

satisfies (1) and (2) of the following uniqueness theorem.

**Theorem 15.38.** Let $\phi: H^{2n+1,n}(-,\mathbb{Z}) \to H^{2n\ell+2,n\ell}(-,\mathbb{Z}/\ell)$ be a cohomology operation such that for all $X$ and all $x \in H^{2n,n}(X,\mathbb{Z})$:

1. $\phi(bx) = b\phi(x)$ for $b \in \mathbb{Z}$;
2. If $x = \Sigma y$ for $y \in H^{2n,n}(X,\mathbb{Z})$ then $\phi(x) = 0$.

Then $\phi$ is a multiple of the composition of $\beta P^n$ with mod-$\ell$ reduction.

**Remark 15.38.1.** In topology, $\beta P^n$ is the image of a cohomology operation $H^{2n+1}(-,\mathbb{Z}) \to H^{2n\ell+2}(-,\mathbb{Z})$. We saw the relevance of this in Chapter 5.

**Lemma 15.39.** If $R(q)[p]$ is a summand of $S^m_{ir}(L^n)$, and $m \equiv s \mod (\ell - 1)$ for $m \geq 1$ and $0 \leq s < \ell - 1$, then:

(a) If $s \neq 0$ then $q \geq ns$, with equality iff $m < \ell$;
(b) If $s = 0$ then $q \geq n(\ell - 1)$, with equality iff $m = \ell - 1$;
(c) $p \geq 2q \geq 2n$

**Proof.** Recall from Proposition 15.30 that $R(q)[p] = \mathbb{L}^s[b]$ for $b \geq 0$, so $p = 2q + b$. Hence (a) and (b) imply (c). If $1 \leq m < \ell$ then $S^m_{ir}(L^n) \cong \mathbb{L}^{mn}$ and $q = mn$ by 14.12(e). This yields the equalities in (a) and (b). To prove the inequalities in (a) and (b), we suppose that $m \geq \ell$ and write $m = \sum m_i \ell^i$, noting that $\sum m_i > m_0$, $\sum m_i \equiv m \mod (\ell - 1)$. By Proposition 14.15 and Theorem 15.26, we also have

$$q \geq \sum m_i (n + i(\ell - 1)) > (\sum m_i)n.$$ 

Since $\sum m_i \geq s$, we have $q > ns$. If $s = 0$ then $\sum m_i \geq \ell - 1$ and we have $q > n(\ell - 1)$.

**Remark 15.39.1.** The equalities in Lemma 15.39 are the equations (2.6), (2.7) and (2.8) of [Voe11].

We now analyze the motivic cohomology $H^{2n\ell+2,n\ell}(B_*K_n,\mathbb{Z}/\ell)$, where $B_*K_n$ is the underlying sheaf $u\mathbb{L}^n[1]$. It is well known that the shift operator [1] on chain complexes of abelian groups corresponds to the bar construction on simplicial abelian groups, under the Dold–Kan correspondence. Passing to sheaves of abelian groups, we see that since $K_n$ is the simplicial sheaf corresponding to (a chain complex homotopy equivalent to) $\mathbb{L}^n$ the simplicial sheaf $B_*K_n$ may be taken to be the simplicial classifying space $|r| \to (K_n)^r$.

* $\equiv K_n \equiv K_n \times K_n \cdots$
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There is a standard first-quadrant spectral sequence for the cohomology of any simplicial space $V$ with coefficients in $\mathbb{Z}/\ell(n\ell)$; for $V = B, K_\nu$ it has

$$E_1^{r,s} = \widetilde{H}^{s,n\ell}(K_\nu^{\wedge r}, \mathbb{Z}/\ell) \Rightarrow \widetilde{H}^{r+s,n\ell}(B, K_\nu, \mathbb{Z}/\ell). \quad (15.40)$$

Now $\widetilde{H}^{s,w}(K_\nu, \mathbb{Z}/\ell) = 0$ for $w < n$ by Theorem 15.3. From the Künneth formula 15.32, it follows that $\widetilde{H}^{s,w}(K_\nu^{\wedge r}, \mathbb{Z}/\ell) = 0$ for $w < nr$. Thus if $n > 0$ we have $E_1^{r,s} = 0$ for $r > \ell$, and the spectral sequence (15.40) converges.

**Proof of Theorem 15.38 when $\ell = 2$.** If $\ell = 2$ then $\widetilde{H}^{2n,n}(K_\nu) \cong \mathbb{Z}/2$ on generator $\alpha$; see Example 15.4. Hence $\alpha \wedge \alpha$ is the generator of $H^{4n,2n}(K_\nu \wedge K_\nu) \cong \widetilde{H}^{2n,n}(K_\nu) \otimes H^{2n,n}(K_\nu) \cong \mathbb{Z}/2$. Simple weight considerations, using the Künneth formula 15.32 and Theorem 15.26, show that $\widetilde{H}^{4n,2n}(K_\nu) = \mathbb{Z}/2$ on generator $\alpha^2$, corresponding to $P^n$ on $H^{2n,n}(-, \mathbb{Z})$, and $\widetilde{H}^{4n+1,2n}(K_\nu) = H^{4n-1,2n}(K_\nu) = 0$. Since $E_1^{r,s} = 0$ for $r > 2$, the row $s = 4n$ of the spectral sequence (15.40) yields the exact sequence (with coefficients $\mathbb{Z}/2$):

$$0 \rightarrow \widetilde{H}^{4n+1,2n}(B, K_\nu) \rightarrow \widetilde{H}^{4n,2n}(K_\nu) \xrightarrow{d_1} \widetilde{H}^{4n+2,2n}(K_\nu^{\wedge 2}) \rightarrow \widetilde{H}^{4n+2,2n}(B, K_\nu) \rightarrow 0.$$ 

The first and last terms are nonzero because $P^n$ and $\beta P^n$ are nonzero cohomology operations on $H^{2n+1,n}(-, \mathbb{Z})$ (see [Voe03c] or Section 13.2), so the differential $d_1$ is zero. Hence

$$H^{4n+1,2n}(B, K_\nu, \mathbb{Z}/2) \cong H^{4n+2,2n}(B, K_\nu, \mathbb{Z}/2) \cong \mathbb{Z}/2.$$ 

Thus every cohomology operation from $H^{2n+1,n}(-, \mathbb{Z})$ to $H^{4n+2,2n}(-, \mathbb{Z}/2)$ or $H^{4n+2,2n}(-, \mathbb{Z}/2)$ is a multiple of $P^n$ or $\beta P^n$, respectively. \hfill $\square$

In order to prepare for the proof of Theorem 15.38 when $\ell > 2$, we consider the cohomology of $K_\nu \wedge \ldots \wedge K_\nu$ in scalar weight 1.

**Lemma 15.41.** The scalar weight $s = 1$ part of $H^{p,q}(K_\nu^{\wedge r}, \mathbb{Z}/\ell)$ vanishes if $q < n\ell$ and $r \geq 2$, and also if $q = n\ell$ and $p < 2n\ell$.

**Proof.** ([Voe11, 2.7–2.8]) By 15.32 and 15.28, it suffices to consider $x_1 \otimes \ldots \otimes x_r$, where the $x_i$ are in $\text{Hom}(S^{a_i}_\nu, \mathbb{Z}/n, R(q_i)[p_i])$, $\Sigma p_i = p$ and $\Sigma q_i = q$. By 15.33, we may assume $\Sigma a_i \equiv 1 \mod (\ell - 1)$. If $q < n\ell$ then $a_i \neq 0$ by 15.39(b) and we must have $\Sigma a_i \geq \ell$, which is excluded by 15.39(a) as $q \geq n\Sigma a_i$. This establishes the case $q < n\ell$. When $q = n\ell$, the vanishing comes from 15.39(c). \hfill $\square$

Using Lemma 15.41, the relevant part of the spectral sequence looks like this:

<table>
<thead>
<tr>
<th>$s$</th>
<th>$r$</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2n\ell + 1$</td>
<td>0</td>
<td>$\widetilde{H}^{2n\ell+1,n\ell}(K_\nu) \rightarrow$</td>
</tr>
<tr>
<td>$2n\ell$</td>
<td>0</td>
<td>$\widetilde{H}^{2n\ell,n\ell}(K_\nu) \xrightarrow{d_1} \widetilde{H}^{2n\ell,n\ell}(K_\nu \wedge K_\nu) \rightarrow \widetilde{H}^{2n\ell,n\ell}(K_\nu^{\wedge 3}) \rightarrow$ (nothing in scalar weight 1 below here)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>$r = 0$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>$r = 1$</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>$r = 2$</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>$r = 3$</td>
</tr>
</tbody>
</table>

Now $d_1(\alpha^\ell) = (\alpha \otimes 1 + 1 \otimes \alpha)^\ell - \alpha^\ell \otimes 1 - 1 \otimes \alpha^\ell = 0$, so $\alpha^\ell$ is a permanent cycle in the spectral sequence.
Construction 15.42. Recall from [Voe03c, 3.7] that $H^{2n,n}(K_n, R) \cong R$ on the fundamental class $\alpha = \alpha_{2n,n}^R$. Since it is additive, $\alpha$ has scalar weight 1. Hence

$$\gamma = \{(\alpha \otimes 1 + 1 \otimes \alpha)^\ell - \alpha^\ell \otimes 1 - 1 \otimes \alpha^\ell)/\ell = \alpha^{\ell - 1} \otimes \alpha + \cdots + \alpha \otimes \alpha^{\ell - 1}$$

is an element of $H^{2n, n}(K_n \wedge K_n, \mathbb{Z}/\ell)$ of scalar weight 1. A calculation shows that $d_{1, 2n, \ell}$ maps $\gamma$ to zero in $H^{2n, n}(K_n \wedge K_n \wedge K_n, \mathbb{Z}/\ell)$. Formally, this follows from $d_1(\alpha^\ell) = (\alpha \otimes 1 + 1 \otimes \alpha)^\ell - (\alpha \otimes 1 + 1 \otimes \alpha)^\ell + (1 \otimes \alpha)^\ell = -\ell \gamma$ and $d_1 \circ d_1 = 0$.

Lemma 15.43. Let $D_r$ denote the subset of elements of scalar weight one in $H^{2n, n}(K_n^\wedge r, \mathbb{Z}/\ell)$. If $r > 1$ then $D_r$ is the $\mathbb{Z}/\ell$-vector space generated by monomials of the form $\alpha^{i_1} \wedge \cdots \wedge \alpha^{i_r}$, where $i_1 + \cdots + i_r = \ell$ and each $i_j > 0$.

When $\ell = 2$, we have already shown that $\overline{H}^{2n, n}(K_n^\wedge r, R) = 0$ for $r > 2$ and that $\overline{H}^{2n, n}(K_n \wedge K_n, R) \cong R$ on $\alpha \wedge \alpha$. Thus we may assume that $\ell > 2$.

Proof. ([Voe11, 2.9]) The monomials are linearly independent by the Künneth formula 15.32 and 13.1.1. Lemma 15.41 implies that $D_r$ is generated by elements of the form $x_1 \otimes \cdots \otimes x_r$ where the $x_i \in \text{Hom}(S^n, \mathbb{L}^n, R(q_i) \mid p_i) \subset H^{p_i, q_i}(K_n, R)$. By 15.39(b), if two of the $x_i$ have scalar weight 0, then $n\ell = q = \sum q_i \geq 2n(\ell - 1)$, which cannot happen (as the case $\ell = 2$ has been ruled out).

Hence at most one $x_i$ can have scalar weight 0. By 15.39(a), this can occur only if $r = 2$ and then only if $(q_1, q_2) = (n, n(\ell - 1))$ or $(n(\ell - 1), n)$. In the first case, $x_1$ is in $H^{2n, n}(K_n, R) \ncong R$ (on $\alpha$) and $x_2$ is in $\text{Hom}(S^{n-1}L^n, \mathbb{L}^{n(\ell - 1)}) \cong R$ (on $\alpha^{\ell - 1}$) by 15.39(b,c) and 14.12(e), so $x_1 \otimes x_2$ is a multiple of $\alpha \wedge \alpha^{\ell - 1}$. The second case is similar.

Thus we are reduced to the case in which $r \geq 2$ and all $a_i \neq 0 \mod (\ell - 1)$. By 15.39(a, c) and $q = n\ell$ we must have $\Sigma a_i = \ell$, $q_i = na_i$ and $p_i = 2q_i$. Since $S_i^{n_i}(\mathbb{L}^n) = \mathbb{L}^{n\alpha_i}$ by 14.12(e) we must have $x_i = \alpha^{a_i}$ up to scalars.

Lemma 15.44. $E_2^{2n, \ell}$ is 1-dimensional on the class of $\gamma$.

Proof. $D_2$ has basis $e_i = \alpha^i \wedge \alpha^{\ell - i}$, $1 \leq i \leq \ell - 1$. Let $W$ be the subspace of $D_3$ on the monomials $f_i = \alpha^i \wedge \alpha \wedge \alpha^{\ell - i - 1}$, $1 \leq i \leq \ell - 2$. The composition $D_2 \xrightarrow{d_1} D_3 \xrightarrow{\text{proj}} W$ is onto because it sends $e_1$ to $-f_1$ and $e_i$ to $-(i+1)f_i + i f_{i-1}$. This follows from the expansion

$$d_1(e_i) = 1 \wedge \alpha^i \wedge \alpha^{\ell - i} - (1 \wedge \alpha + \alpha \wedge 1) \wedge \alpha^{\ell - i} + \alpha^i \wedge (1 \wedge \alpha + \alpha \wedge 1)\ell^{\ell - i} - \alpha^i \wedge \alpha^{\ell - i} \wedge 1.$$ 

Since $\dim(W) = \dim(D_2) - 1$, the kernel of $d_1$ is at most 1-dimensional; by 15.42, the kernel is nonzero as $d_1(\gamma) = 0$.

Proof of Theorem 15.38: We regard $\phi$ as an element of $\overline{H}^{2n, n+2, n}(B_n^s K_n, \mathbb{Z}/\ell)$. Condition 15.38(1) says that $\phi$ has scalar weight one. Condition 15.38(2) says that $\phi$ (like $\beta P^n$) is in the kernel of the map

$$\overline{H}^{2n+2, n}(B_n^s K_n, \mathbb{Z}/\ell) \to \overline{H}^{2n+2, n}(\Sigma K_n, \mathbb{Z}/\ell) = \overline{H}^{2n+1, n}(K_n, \mathbb{Z}/\ell)$$
Motivic classifying spaces defined by the inclusion of $\Sigma K_n$ into $B_* K_n$ as the 1-skeleton in the $B$-direction. That is, $\phi$ and $\beta P^n$ lie in the kernel of the edge map in the spectral sequence (15.40). Since they have scalar weight 1, Lemma 15.41 shows that they come from elements of $E_2^{2,2n\ell}$, which is 1-dimensional by Lemma 15.44. Since $\beta P^n \neq 0$, $\phi$ must be a multiple of $\beta P^n$. □

Remark 15.45. Consider the simplicial scheme $BG_a$ over $R = \mathbb{Z}/\ell$ and the cochain complex $C^*$ associated to the cosimplicial abelian group $O(BG_a)$. Then $C^r = R[x_1, \ldots, x_r]$ is graded with the $x_i$ in degree 1, and its cohomology $H^*(BG_a, G_a)$ was computed by Lazard in [Laz55, Thm. 1.21].

Define $C^r_{\text{deg}=i} \to H^{2n_i,n_i}(K^p, \mathbb{Z}/\ell)$ by the rule $x_i \mapsto 1 \otimes \cdots \otimes \alpha \otimes \cdots 1$, where the $\alpha$ is in the $i$th place. It is observed in [Voe11] that this map induces a morphism of graded cochain complexes from $C^r_{\text{deg}=i}$ to the row $s = 2n_i$ of the $E_1$ page of the spectral sequence (15.40) with coefficients in $R(ni)$, and hence a homomorphism $H^r_{\text{deg}=i}(BG_a, G_a) \to E_2^{r,2n_i,sw=i}$, taking the degree $i$ subspace to subspace of cohomology having scalar weight $i$.

Lemma 15.43 implies that $C^r_{\text{deg}=\ell} \cong D_r$ for $r \geq 2$ and hence that the induced map $H^r_{\text{deg}=\ell}(BG_a, G_a) \to E_2^{r,2n_i,sw=\ell}$ is an isomorphism for $r \geq 3$ (and a surjection for $r = 2$). Therefore the rest of the row $E_2^{r,2n_i,sw=\ell}$ may also be read off from Lazard’s calculations.

15.9 Historical notes

The present material is based upon Voevodsky’s 2003 preprint [Voe03b], the 2007 preprint version of his paper [Voe10c] as well as [Wei09]. Section 15.4 is taken from Section 2.3 of [Voe10c]. Many of the arguments we use did not appear in the published versions of [Voe11] and [Voe10c].
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