
THE FRIEDMAN EMBEDDING THEOREM

SIMON THOMAS

To Harvey on his 60th Birthday

Abstract. In this paper, we will present an explicit construction of Harvey

Friedman which to every finitely generated group G associates a 2-generator

subgroup KG 6 Sym(N) such that G embeds into KG and such that if G ∼= H,

then KG = KH .

1. Introduction

The classical Higman-Neumann-Neumann Embedding Theorem [5] states that

every countable group G can be embedded into a 2-generator group K. In the

standard proof of this classical theorem, the construction of the group K involves

an enumeration of a set {gn | n ∈ N} of generators of the group G; and it is clear

that the isomorphism type of K usually depends upon both the generating set and

the particular enumeration that is used. Consequently, it is natural to ask whether

there is a more uniform construction with the property that the isomorphism type

of K only depends upon the isomorphism type of G. The main result of Thomas

[15] implies that no such construction exists. More precisely, let G be the Polish

space of countably infinite groups and let G2 be the Polish space of 2-generator

groups. (We will recall the definitions of the Polish spaces G and G2, together with

the notion of a Borel map, in Section 2. For now, we just mention that the notion

of a Borel map is intended to capture the intuitive idea of an explicit map.)

Theorem 1.1. There does not exist a Borel map ϕ : G → G2 such that for all

countable groups G, H ∈ G,

(a) G embeds into ϕ(G); and

(b) if G ∼= H, then ϕ(G) ∼= ϕ(H).

Key words and phrases. Combinatorial group theory, recursion theory, Borel equivalence

relation.
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The proof of Theorem 1.1 is based upon the fact that the isomorphism relation

on the space G of countably infinite groups is much more complex than the isomor-

phism relation on the space G2 of 2-generator groups. (The isomorphism relation

on G is complete analytic, while the isomorphism relation on G2 is a countable Borel

equivalence relation.) On the other hand, combining the results of Hjorth [6] and

Thomas-Velickovic [16], it follows that the isomorphism relation on the space Gfg
of finitely generated groups has precisely the same complexity as the isomorphism

relation on the space G2 of 2-generator groups. This raises the possibility of the

existence of a uniform version of the Higman-Neumann-Neumann Embedding The-

orem for finitely generated groups. However, when I discussed this question with

various group-theorists, they were not even able to find a uniform construction for

embedding 3-generator groups into 2-generator groups. It appears that I had been

asking the wrong people. In this paper, I will present the proof of the following

remarkable theorem of Harvey Friedman.

Theorem 1.2 (The Friedman Embedding Theorem). There exists a Borel map

ϕ : Gfg → G2 such that for all G, H ∈ Gfg,

(a) G embeds into ϕ(G); and

(b) if G ∼= H, then ϕ(G) ∼= ϕ(H).

In fact, there exists an explicit construction which to each finitely generated

group G associates a 2-generator subgroup KG 6 Sym(N) such that G embeds

into KG and such that if G ∼= H, then KG = KH . (Here we should mention that

the set of 2-generator subgroups of Sym(N) cannot be regarded as a Polish space

in any natural way. We will return to this point at the end of Section 4.) The

key idea behind Friedman’s construction is to first associate a recursion-theoretic

invariant to each finitely generated group G; namely, the Turing degree dG of the

word problem for G. It is then easily checked that G embeds into the group RG of

all permutations σ ∈ Sym(N) such that σ is Turing reducible to dG; and finally KG

is a suitably constructed 2-generator subgroup of Sym(N) into which RG embeds.

This paper is organized as follows. In Section 2, we will recall the definitions

of the Polish spaces of countably infinite groups and finitely generated groups. In

Section 3, we will recall some basic notions from recursion theory and present some
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technical results concerning the groups

RecA(N) = {σ ∈ Sym(N) | σ ≤T A }, A ∈ 2N,

which will play an important role in the proof of Theorem 1.2. In Section 4, we

will present the proof of Theorem 1.2; and in Section 5, we will present an easy

but striking application. Finally, in Section 6, we will discuss a number of open

questions, including the question of whether there exists a more purely “group-

theoretic” approach to the Friedman Embedding Theorem.

Since this paper is intended to be intelligible to non-logicians, it contains detailed

explanations of some points which will be obvious to the experts in recursion theory

and descriptive set theory.

2. Spaces of Groups

In this section, after first recalling the notion of a Borel map, we will discuss the

Polish spaces of countably infinite groups and finitely generated groups.

Suppose that X, Y are Polish spaces; i.e. separable completely metrizable topo-

logical spaces. Then a map f : X → Y is Borel if graph(f) is a Borel subset of

X × Y . Equivalently, f : X → Y is Borel if f−1(Z) is a Borel subset of X for

each Borel subset Z ⊆ Y . As we mentioned earlier, the notion of a Borel map is

intended to capture the intuitive idea of an explicit map.

The most obvious examples of Polish spaces include the spaces of real numbers

R, complex numbers C and p-adic numbers Qp, as well as the Cantor space 2N.

However, it is also possible to represent the class of countably infinite structures for

a countable first order language by the elements of a suitable Polish space. We will

illustrate this by describing the space of countably infinite groups. Let G be the

set of countably infinite groups G with underlying set N ; and let 2N3
be the Polish

space of all 3-ary functions f : N3 → {0, 1} with the natural product topology.

Then, identifying each group G ∈ G with the graph of its multiplication operation

mG ∈ 2N3
, it is easily checked that G is a countable intersection of open subsets

of 2N3
and hence G is a Polish subspace of 2N3

. This technique can be adapted

to construct Polish spaces of countably infinite fields, rings, torsion-free abelian

groups, etc. In particular, we can use this technique to construct a Polish space

G̃fg of infinite finitely generated groups; and this was the approach that was taken
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in Thomas [15]. (For more details, see Hjorth-Kechris [7] or Thomas-Velickovic

[16].) However, in this paper, we will prefer to use an alternative approach due

to Grigorchuk [4], which more faithfully reflects various important features of the

class of (not necessarily infinite) finitely generated groups.1

The Polish space Gfg of (marked) finitely generated groups is defined as follows.

A marked group (G, s̄) consists of a finitely generated group with a distinguished

sequence s̄ = (s1, · · · , sm) of generators. (Here the sequence s̄ is allowed to contain

repetitions and we also allow the possibility that the sequence contains the identity

element.) Two marked groups (G, (s1, · · · , sm)) and (H, (t1, · · · , tn)) are said to be

isomorphic iff m = n and the map si 7→ ti extends to a group isomorphism between

G and H.

Definition 2.1. For each m ≥ 2, let Gm be the set of isomorphism types of marked

groups (G, (s1, · · · , sm)) with m distinguished generators.

Let Fm be the free group on the generators {x1, · · · , xm}. Then for each marked

group (G, (s1, · · · , sm)), we can define an associated epimorphism θG,s̄ : Fm → G

by θG,s̄(xi) = si. It is easily checked that two marked groups (G, (s1, · · · , sm))

and (H, (t1, · · · , tm)) are isomorphic iff ker θG,s̄ = ker θH,t̄. Thus we can naturally

identify Gm with the set Nm of normal subgroups of Fm. Note that Nm is a closed

subset of the compact space 2Fm of all subsets of Fm and so Nm is also a compact

space. Hence, via the above identification, we can regard Gm as a compact space.

The topologies on Nm and Gm can be described more explicitly as follows. For

each marked group (G, s̄) and integer ` ≥ 1, let B`(G, s̄) be the closed ball of radius

` around the identity element in the (labelled directed) Cayley graph Cay(G, s̄) of

G with respect to the generating sequence s̄. Then, letting x̄ = (x1, · · · , xm), a

neighborhood basis in Nm of the normal subgroup N is given by the collection of

open sets

UN,` = {M ∈ Nm |M ∩B`(Fm, x̄) = N ∩B`(Fm, x̄) }, ` ≥ 1.

1We should point out that these two approaches are essentially equivalent; namely, there exist

Borel maps θ : G̃fg → Gfg and τ : Gfg → G̃fg such that θ(G) ∼= G and τ(H) ∼= H for all G ∈ G̃fg

and H ∈ Gfg . In particular, Theorem 1.1 remains true when G̃fg is replaced by Gfg .
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If (G, s̄) ∈ Gm corresponds to the normal subgroup N ∈ Nm, then the set of

relations N ∩B2`+1(Fm, x̄) contains essentially the same information as the closed

ball B`(G, s̄) in the Cayley graph of (G, s̄). It follows that a neighborhood basis in

Gm of the marked group (G, s̄) is given by the collection of open sets

V(G,s̄),` = { (H, t̄ ) ∈ Gm | B`(H, t̄ ) ∼= B`(G, s̄) }, ` ≥ 1.

For each m ≥ 2, there is a natural embedding of Nm into Nm+1 defined by

N 7→ the normal closure of N ∪ {xm+1} in Fm+1.

This enables us to regard Nm as a clopen subset of Nm+1 and to form the locally

compact Polish space N =
⋃
Nm. Note that N can be identified with the space

of normal subgroups N of the free group F∞ on countably many generators such

that N contains all but finitely many elements of the basis X = {xi | i ∈ N+}.

Similarly, we can form the locally compact Polish space Gfg =
⋃
Gm of finitely

generated groups via the corresponding natural embedding

(G, (s1, · · · , sm)) 7→ (G, (s1, · · · , sm, 1))

From now on, we will identify Gm and Nm with the corresponding clopen subsets

of Gfg and N . If Γ ∈ Gfg, then we will write Γ = (G, (s1, · · · , sm)), where m is the

least integer such that Γ ∈ Gm. Following the usual convention, we will completely

identify the Polish spaces Gfg and N ; and we will work with whichever space is

most convenient in any given context.

In the remaining sections of this paper, the symbol ∼= will always denote the

usual isomorphism relation on the space Gfg of finitely generated groups; i.e. two

marked groups are ∼=-equivalent iff their underlying groups (obtained by forgetting

about the distinguished sequences of generators) are isomorphic. And we will often

abuse notation by writing G ∈ Gfg instead of Γ = (G, (s1, · · · , sm)) ∈ Gfg.

3. Some basic recursion theory

In this section, we will recall some basic notions from recursion theory and

present two technical lemmas concerning the groups

RecA(N) = {σ ∈ Sym(N) | σ ≤T A }, A ∈ 2N,
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which will be used in the proof of the Friedman Embedding Theorem. Through-

out this paper, we will identify the powerset P(N) of the natural numbers with

the Cantor space 2N, by identifying each subset A ∈ P(N) with its characteristic

function χA ∈ 2N. The group of recursive permutations of N will be denoted by

Rec(N).

Recall that if A, B ∈ 2N, then B is Turing reducible to A, written B ≤T A,

if there exists an oracle Turing machine which computes χB when its oracle tape

contains χA. Here an oracle Turing machine is a Turing machine with a second

“read only” tape, called the oracle tape, upon which we can write the characteristic

function of any set A ∈ 2N, which is called the oracle. (For more details, see Rogers

[13].) From now on, we fix an effective enumeration P0, P1, ... Ps, ... of the oracle

Turing machine programs, chosen so that P0 = ∅.

Definition 3.1. If A ∈ 2N and s ∈ N, then ϕAs denotes the partial function

computed by the oracle Turing machine with program Ps and oracle A.

Remark 3.2. We have chosen P0 = ∅ to ensure that for every A ∈ 2N and n ∈ N,

the value ϕA0 (n) is undefined.

Definition 3.3. If A ∈ 2N and s ∈ N, then ψAs denotes the element of RecA(N)

defined by

ψAs =

ϕ
A
s if ϕAs ∈ Sym(N);

idN otherwise.

Remark 3.4. In some of the later proofs in this paper, it will be important to note

that ψA0 = idN.

If A, B ∈ 2N, then A and B are Turing equivalent , written A ≡T B, if both

A ≤T B and B ≤T A. Of course, if A ≡T B, then RecA(N) = RecB(N). The

following strengthening of this observation will play an essential role in the proof

of Theorem 1.2.

Lemma 3.5. If A, B ∈ 2N and A ≡T B, then there exists a recursive permutation

σ ∈ Rec(N) such that ψBs = ψAσ(s) for all s ∈ N.

Proof. Since B ≤T A, for each i ∈ N, we can effectively find an integer j ∈ N

such that ϕAj = ϕBi . (Fix some oracle program Pe such that ϕAe = χB . Then for
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each i ∈ N, we can “combine” the oracle programs Pe and Pi to obtain an oracle

program Pj such that ϕAj = ϕBi .) Similarly, for each k ∈ N, we can effectively find an

integer ` ∈ N such that ϕB` = ϕAk . Hence we can construct a recursive permutation

σ ∈ Rec(N) by an inductive back-and-forth argument such that ϕBs = ϕAσ(s) for all

s ∈ N ; and clearly we also have that ψBs = ψAσ(s) for all s ∈ N. �

The proof of Theorem 1.2 will also make use of the following technical result.

Lemma 3.6. For each A ∈ 2N and ` ∈ N, there exists a recursive permutation

σ ∈ Rec(N) such that

ψAσ(s) =

ψ
A
` if s = 0;

ψAs otherwise.

Proof. If ` = 0, then we can let σ = idN. Otherwise, there exist infinite disjoint

recursive sets B = { bn | n ∈ N } and C = { cn | n ∈ N } of natural numbers such

that:

(i) b0 = 0 and ϕAbn
= ϕA0 ; and

(ii) c0 = ` and ϕAcn
= ϕA` for all n ∈ N.

(If the oracle program P` which computes ϕA` has internal states { q0, · · · , qt }, then

we can add extraneous instructions which only involve the states qd for even integers

d > t and obtain new oracle programs which also compute ϕA` . Similarly, we can add

extraneous instructions which only involve the states qd for odd integers d > t to the

oracle program P0 = ∅.) Clearly the infinite cycle σ = ( · · · b2 b1 b0 c0 c1 c2 · · · )

satisfies our requirements. �

4. The proof of the Friedman Embedding Theorem

In [2], while proving some very striking “ergodicity theorems” for countable Borel

equivalence relations, Friedman constructed a Borel map ϕ : Gfg → G4 such that

for all finitely generated groups G, H ∈ Gfg,

(a) G embeds into ϕ(G); and

(b) if G ∼= H, then ϕ(G) ∼= ϕ(H).

In this section, making use of the methods of Galvin [3], we will modify Friedman’s

original map so that it takes values in G2.
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We will begin by associating a recursion-theoretic invariant to each finitely gener-

ated group. For each m ≥ 1, fix an effective enumeration {wk(x1, · · · , xm) | k ∈ N }

of the free group Fm on m generators.

Definition 4.1. If Γ = (G, (s1, · · · , sm)) ∈ Gfg is a marked finitely generated

group, then RΓ = { k ∈ N | wk(s1, · · · , sm) = 1 }.

Thus RΓ is essentially the word problem for the finitely generated group G.

Lemma 4.2 (Folklore). If Γ = (G, (s1, · · · , sm)) and ∆ = (H, (t1, · · · , tn)) are

marked finitely generated groups and G ∼= H, then RΓ ≡T R∆.

Proof. Suppose that ψ : G→ H is an isomorphism; and for each 1 ≤ i ≤ m, choose

ui(x1, · · · , xn) ∈ Fn such that ψ(si) = ui(t1, · · · , tn). Then for each k ∈ N,

wk(s1, · · · , sm) = 1 ⇐⇒ wk(u1(t1, · · · , tn), · · · , un(t1, · · · , tn)) = 1

and hence RΓ ≤T R∆. Similarly R∆ ≤T RΓ and so RΓ ≡T R∆. �

In particular, if G is a finitely generated group, then the Turing degree

dG = {A ∈ 2N | A ≡T R(G,(s1,··· ,sm)) }

is independent of the choice of the generating sequence (s1, · · · , sm).

Lemma 4.3. If Γ = (G, (s1, · · · , sm)) is a marked finitely generated group, then G

embeds into RecRΓ(N).

Proof. Since the result is clearly true if G is finite, we can suppose that G is an

infinite group. Using an RΓ-oracle, we can inductively define an increasing sequence

of natural numbers ( `(n) | n ∈ N ) such that (w`(n)(s1, · · · , sm) | n ∈ N ) lists the

distinct elements of G. Then, once again using an RΓ-oracle, for each 1 ≤ i ≤ m

and n ∈ N, we can find a natural number ain such that

si w`(n)(s1, · · · , sm) = w`(ain)(s1, · · · , sm).

Let gi : N → N be the function defined by gi(n) = ain. Then each gi ∈ RecRΓ(N)

and the map θ : { s1, · · · , sm } → RecRΓ(N), defined by θ(si) = gi, extends to an

embedding of G into RecRΓ(N). �
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Also notice that if Γ = (G, (s1, · · · , sm)) and ∆ = (H, (t1, · · · , tn)) are marked

finitely generated groups and G ∼= H, then RecRΓ(N) = RecR∆(N). But unfortu-

nately RecRΓ(N) is not finitely generated. Next, for each A ∈ 2N, we will construct

a suitable 2-generator group KA into which RecA(N) embeds. The construction

proceeds in two steps.

Definition 4.4. For each A ∈ 2N, define πA ∈ Sym(N× N) by

πA(s, t) = (s, ψAs (t));

and let HA 6 Sym(N×N) be the subgroup generated by {πA}∪{ θσ | σ ∈ Rec(N) },

where

θσ(s, t) = (σ(s), t).

The next two lemmas imply that that RecA(N) embeds into HA and that if

A ≡T B, then HA = HB . But, once again, HA is not finitely generated.

Definition 4.5. For each g ∈ Sym(N), define αg ∈ Sym(N× N) by

αg(i, j) =

( 0, g(j) ) if i = 0;

( i, j ) otherwise.

Lemma 4.6. For each g ∈ RecA(N), there exists σ ∈ Rec(N) such that

αg = θ−1
σ πA θσ π

−1
A .

Proof. Let ` ∈ N be such that g = ψA` and let σ ∈ Rec(N) be the recursive

permutation given by Lemma 3.6. Then it is easily checked that σ satisfies our

requirements. (Here it is important to note that ψA0 = idN.) �

Lemma 4.7. If A, B ∈ 2N and A ≡T B, then there exists σ ∈ Rec(N) such that

θ−1
σ πA θσ = πB.

Proof. Let σ ∈ Rec(N) be the recursive permutation given by Lemma 3.5. Then it

is easily checked that σ satisfies our requirements. �

Finally, using the following slight variant of Galvin’s construction [3], we will

embed RecA(N) into a suitable 2-generator group KA.
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Definition 4.8. Let Ω be any set, let (g3, g5, g7, · · · , g2n+1, · · · ) be a sequence of

elements of Sym(Ω) indexed by the odd integers m ≥ 3 and let π ∈ Sym(Ω) be a

distinguished permutation. Then the associated permutations

a, bπ ∈ Sym(Z× Z× Ω)

are defined by a(m,n, ω ) = (m+ 1, n, ω ) and

bπ(m,n, ω ) =



( 0, n+ 1, ω ) if m = 0;

(m,n, gm(ω) ) if m ≥ 3 is odd and n ≥ 0;

(−1, 0, π(ω) ) if m = −1 and n = 0;

(m,n, ω ) otherwise.

For each i ∈ { 3, 5, 7, · · · }, let ci = a−i bπ a
i and di = bπ c

−1
i b−1

π ci.

Lemma 4.9. For each i ∈ { 3, 5, 7, · · · },

di(m,n, ω ) =

( 0, 0, gi(ω) ) if m = n = 0;

(m,n, ω ) otherwise.

Proof. By a straightforward but tedious calculation. �

From now on, let Ω = N× N and let (g3, g5, g7, · · · , g2n+1, · · · ) be the list (with

many repetitions) of { θσ | σ ∈ Rec(N) } defined by g2n+1 = θψ∅n−1
. (We should

point out that any list of { θσ | σ ∈ Rec(N) } would work equally well in the proof

of Theorem 1.2. We have only chosen this particular list so that we can more easily

study the complexity of the word problem for KA in Section 6.) For each A ∈ 2N,

let

KA 6 Sym(Z× Z× Ω)

be the subgroup generated by the permutations a and bπA
, where πA ∈ Sym(Ω) is

the permutation given by Definition 4.4.

Definition 4.10. For each g ∈ Sym(Ω), define g̃ ∈ Sym(Z× Z× Ω) by

g̃(m,n, ω ) =

(−1, 0, g(ω) ) if m = −1 and n = 0;

(m,n, ω ) otherwise.

Lemma 4.11. If A ∈ 2N and σ ∈ Rec(N), then θ̃σ ∈ KA.
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Proof. By Lemma 4.9, we have that a θ̃σ a−1 ∈ KA and hence θ̃σ ∈ KA. �

Lemma 4.12. If A ∈ 2N and g ∈ RecA(N), then α̃g ∈ KA.

Proof. Let σ ∈ Rec(N) be the recursive permutation given by Lemma 4.6. Then it

follows easily that α̃g = (θ̃σ)−1 bπA
θ̃σ b

−1
πA

. �

In particular, RecA(N) embeds into KA via the map g 7→ α̃g.

Lemma 4.13. If A, B ∈ 2N and A ≡T B, then KA = KB.

Proof. Let σ ∈ Rec(N) be the recursive permutation given by Lemma 4.7. Then it

follows easily that (θ̃σ)−1 bπA
θ̃σ = bπB

. �

Summing up, for each marked finitely generated group Γ = (G, (s1, · · · , sm)), we

have constructed a 2-generator subgroup KRΓ 6 Sym(Z× Z× N× N) such that:

(a) G embeds into KRΓ ; and

(b) if ∆ = (H, (t1, · · · , tn)) ∈ Gfg and G ∼= H, then KRΓ = KR∆ .

Of course, after fixing a bijection N → Z× Z× N× N, we can replace KRΓ by the

corresponding subgroup of Sym(N).

Remark 4.14. At this point, some readers may be wondering why Theorem 1.2 is

not phrased in term of the map Γ 7→ KRΓ from the space Gfg of finitely generated

groups into the “space” S2 of 2-generator subgroups of Sym(N). However, as we

mentioned in Section 1, the set of 2-generator subgroups of Sym(N) cannot be

regarded as a Polish space in any natural way. Of course, using the Axiom of

Choice, we can fix a bijection π : R → S2 and then use π to define a corresponding

Polish topology on S2. But it is impossible to define a Polish topology on S2 such

that the map Γ 7→ KRΓ is Borel. This follows from the observation that the map

Γ 7→ KRΓ is countable-to-one, together with the result of Champetier [1, Section 4]

that there does not exist an ∼=-invariant countable-to-one Borel map from Gfg into

any Polish space.

Finally we will complete the proof of Theorem 1.2. First we record the following

intermediate result, which will be used in Section 5.

Theorem 4.15. There exists a Borel map ψ : 2N → G2 such that for all A, B ∈ 2N,
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(a) RecA(N) embeds into ψ(A); and

(b) if A ≡T B, then ψ(A) ∼= ψ(B).

Proof. In this case, it is more convenient to work with N2 rather than with G2. Let

τ : 2N → Sym(Z× Z× N× N)× Sym(Z× Z× N× N)

be the Borel map defined by τ(A) = ( a, bπA
); and let

ν : Sym(Z× Z× N× N)× Sym(Z× Z× N× N) → N2

be the Borel map defined by ν(g, h) = {w(x1, x2) ∈ F2 | w(g, h) = 1 }. Then

ψ = ν ◦ τ satisfies our requirements. �

Proof of Theorem 1.2. Clearly the Borel map ϕ : Gfg → G2, defined by

Γ = (G, (s1, · · · , sm))
ϕ7→ ψ(RΓ),

satisfies our requirements. �

5. An Application

In [2], Friedman proved that if θ : G4 → 2N is an ∼=-invariant Borel map, then

there exists an A ∈ 2N such that θ−1(A) is cofinal ; i.e. such that for every countable

group G, there exists a group K ∈ θ−1(A) such that G embeds into K. In this

section, we will prove a natural strengthening of Friedman’s theorem.

Definition 5.1. A Borel subset B ⊆ G2 has the Friedman Embedding Property if

there exists a Borel map ϕ : Gfg → B such that for all G, H ∈ Gfg,

(a) G embeds into ϕ(G); and

(b) if G ∼= H, then ϕ(G) ∼= ϕ(H).

It is clear that if B ⊆ G2 has the Friedman Embedding Property, then B is

cofinal. However, as we will show at the end of this section, the converse does not

hold.

Theorem 5.2. If θ : G2 → 2N is an ∼=-invariant Borel map, then there exists an

A ∈ 2N such that θ−1(A) has the Friedman Embedding Property.
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Following Friedman [2], the proof of Theorem 5.2 makes use of the following

well-known consequence of Borel Determinacy. Recall that for each B0 ∈ 2N, the

corresponding cone is defined to be C = {B ∈ 2N | B0 ≤T B }.

Theorem 5.3 (Martin [10, 11]). If σ : 2N → 2N is a ≡T -invariant Borel map, then

there exists an A ∈ 2N such that σ−1(A) contains a cone.

Proof of Theorem 5.2. Suppose that θ : G2 → 2N is an ∼=-invariant Borel map. Let

ψ : 2N → G2 be the Borel map which is given by Theorem 4.15 and let σ = θ ◦ ψ.

Then σ : 2N → 2N is a ≡T -invariant Borel map and hence there exists an A ∈ 2N

such that σ−1(A) contains a cone; say, C = {B ∈ 2N | B0 ≤T B }. Consider the

Borel map ϕ : Gfg → θ−1(A) defined by

Γ = (G, (s1, · · · , sm)) 7→ ψ(B0 ⊕RΓ),

where B0⊕RΓ = { 2n | n ∈ B0 }∪{ 2n+1 | n ∈ RΓ } is the recursive join of B0 and

RΓ. Then ϕ witnesses that θ−1(A) has the Friedman Embedding Property. �

Suppose that G 7→ LG is one of the standard “group-theoretic” constructions

of a 2-generator group LG into which the countable group G embeds. Then by

restricting our attention to finitely generated groups, we obtain a corresponding

Borel map λ : Gfg → G2. Since each 2-generator group has only countably many

finitely generated subgroups, it follows that λ is a countable-to-one map and hence

its image B = {LΓ | Γ ∈ Gfg } is a Borel subset of G2. (For example, see Kechris

[8, Exercise 18.14].) It is clear that B will always be cofinal, but I suspect that

B will never have the Friedman Embedding Property. In the proof of the next

theorem, we will check that this is indeed the case for a particular construction due

to Miller-Schupp [12].

Theorem 5.4. There exists a cofinal Borel subset B ⊆ G2 which does not have the

Friedman Embedding Property.

Proof. Let C5 and C7 be cyclic groups of orders 5 and 7; and let x, y be generators

of C5 and C7 respectively. For each marked group Γ = (G, (g1, g2)) ∈ G2, let FΓ be

the free product G ∗ C5 ∗ C7. Let

r0 = xy xy2 (xy)2 xy2 (xy)3 xy2 · · · (xy)80 xy2
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and for i = 1, 2, let

ri = g−1
i

80(i+2)∏
j=80i+1

( (xy)j xy2 ).

Let NΓ be the normal closure of RΓ = { r0, r1, r2 } in FΓ and let LΓ = FΓ/NΓ. By

Lyndon-Schupp [9, Theorem 10.4], G embeds into the 2-generator group LΓ.

We claim that the groups {LΓ | Γ ∈ G2 } are pairwise nonisomorphic. To see

this, suppose that Γ = (G, (g1, g2)), ∆ = (H, (h1, h2)) ∈ G2 and that ψ : LΓ → L∆

is an isomorphism. Then the proof of Lyndon-Schupp [9, Theorem 10.4] shows that,

after replacing ψ by its composition with a suitably chosen inner automorphism of

L∆, we can suppose that ψ(x) = x and ψ(y) = y. But this means that ψ(g1) = h1

and ψ(g2) = h2; and hence the marked groups Γ and ∆ are equal.

Clearly the Borel subset B = {LΓ | Γ ∈ G2 } ⊆ G2 is cofinal. To see that B does

not have the Friedman Embedding Property, note that if the Borel map ϕ : Gfg → B

satisfies conditions 5.1(a) and 5.1(b), then ϕ is an ∼=-invariant countable-to-one

Borel map from Gfg into the Polish space G2, which contradicts Champetier [1]. �

6. Some Open Questions

In this section, we will discuss a number of open questions, including the question

of whether there exists a more purely “group-theoretic” approach to the Friedman

Embedding Theorem. By this, I mean a construction which only involves purely

group-theoretic notions such as wreath products, free products with amalgamation,

HNN -extensions, etc. In each case that I have considered, such a construction in-

duces a continuous map on the space of marked finitely generated groups. Thus it is

natural to ask whether various group-theoretic problems have continuous solutions.

Conjecture 6.1. There does not exist a continuous map ϕ : G3 → G2 such that

for all 3-generator groups G, H ∈ G3,

(a) G embeds into ϕ(G); and

(b) if G ∼= H, then ϕ(G) ∼= ϕ(H).

The Borel map ϕ : Gfg → G2 constructed in Section 4 is certainly not continuous.

To prove this, we will make use of the following observation.
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Proposition 6.2. Suppose that τ : Gfg → Gfg is a continuous map. Then there

exists a cone C ⊆ 2N such that for all Γ = (G, (s1, · · · , sm)) ∈ Gfg, if RΓ ∈ C, then

Rτ(Γ) ≤T RΓ.

Proof. Recall that if Γ = (G, (s1, · · · , sm)) ∈ Gm ⊆ Gfg, then a neighborhood basis

of Γ in Gfg is given by the collection of open sets

V(G,s̄),` = { (H, t̄ ) ∈ Gm | B`(H, t̄ ) ∼= B`(G, s̄) }, ` ≥ 1.

Let {Vk | k ∈ N } be an effective enumeration of the countably many open sets

which arise as we vary through both m and Γ ∈ Gm. Since τ : Gfg → Gfg is

continuous, for each k ∈ N, there exists f(k) ∈ N such that τ [Vf(k) ] ⊆ Vk. Let

A ∈ 2N encode the function f ∈ NN. Then we claim that the corresponding cone

C = {B ∈ 2N | A ≤T B } satisfies our requirements. To see this, suppose that

Γ ∈ Gfg with RΓ ∈ C and let τ(Γ) = ∆, where ∆ = (H, t̄ ) ∈ Gn. Let w(x̄) ∈ Fn
be a word of length `. Then in order to decide whether w(t̄) = 1, it is enough

to compute the closed ball B`(H, t̄ ) of radius ` around the identity element in the

(labelled directed) Cayley graph Cay(H, t̄ ); and this can be computed using an

RΓ-oracle as follows. Working successively through each r ≥ 0, we first use the

RΓ-oracle to compute the closed ball Br(G, s̄) and let Vg(r) be the corresponding

open neighborhood of Γ. We then use the RΓ-oracle to compute the ordered pair

(r, f(r)). We continue this process until we have obtained natural numbers i, j ≤ r

such that:

(1) Vi is an open set determined by a closed ball B of radius at least `; and

(2) (i, g(j)) = (k, f(k)) for some k ≤ r.

Since Γ ∈ Vg(j) and τ [Vg(j) ] = τ [Vf(k) ] ⊆ Vk = Vi, it follows that ∆ ∈ Vi and

hence B`(H, t̄) ⊆ B. �

In order to prove that the Borel map ϕ : Gfg → G2 constructed in Section 4

is not continuous, it is thus enough to show that if Γ ∈ Gfg and A = RΓ, then

A <T RKA
. To see this, let

S = { ` ∈ N | ϕA` ∈ Sym(N) r { idN } }.

Then we can define a Turing reduction from S to the word problem for KA as

follows. Examining the proof of Lemma 3.6, we see that if ` ∈ N, then we can
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effectively find an integer k ∈ N such that the recursive permutation σ = ϕ∅k = ψ∅k

satisfies

ψAσ(s) =

ψ
A
` if s = 0;

ψAs otherwise.

Using Lemmas 4.9 and 4.11, we can then effectively find a word w(x1, x2) ∈ F2

such that w(a, bπA
) = θ̃σ. Applying Lemma 4.12, we have that

` ∈ S ⇐⇒ (θ̃σ)−1 bπA
θ̃σ b

−1
πA

6= 1.

and hence S ≤T RKA
. Finally a routine modification of Soare [14, 4.3.2] shows

that S ≡T A′′, where A′′ denotes the double Turing jump of A. (Recall that if

A ∈ 2N, then the Turing jump of A is A′ = { s ∈ N | ϕAs (s) is defined } and that

A <T A
′. For example, see Rogers [13].) It follows that A <T A

′ <T A
′′ ≤T RKA

.

There are many other situations in which it is known that there exists a Borel

map ϕ : Gfg → Gfg satisfying certain properties and it is unknown whether there

exists a continuous such map. For example, consider the following Borel equivalence

relation on the space Gfg of finitely generated groups.

Definition 6.3. The finitely generated groups G1, G2 ∈ Gfg are bi-embeddable,

written G1 ≈E G2, if G1 embeds into G2 and G2 embeds into G1.

Since each finitely generated group has only countably many finitely generated

subgroups, it follows that ≈E is a countable Borel equivalence relation; i.e. that

every ≈E-class is countable. Since Hjorth [6] has shown that the isomorphism

relation ∼= on G2 is a universal countable Borel equivalence relation, it follows that

there exists a Borel reduction ϕ : Gfg → G2 from the bi-embeddability relation ≈E
to the isomorphism relation ∼= ; i.e. a Borel map ϕ such that for all G1, G2 ∈ Gfg,

G1 ≈E G2 ⇐⇒ ϕ(G1) ∼= ϕ(G2).

However, I do not know how to explicitly define an example of such a Borel reduction

ϕ and it seems unlikely that there exists a purely group-theoretic reduction. (The

only known proof of the existence of such a Borel reduction ultimately relies on the

Lusin-Novikov Uniformization Theorem [8, 18.10] and this proof does not provide

an explicit example of such a Borel reduction.)
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Conjecture 6.4. There does not exist a continuous Borel reduction ϕ : Gfg → G2

from the bi-embeddability relation ≈E to the isomorphism relation ∼=.

In a similar vein, consider the commensurability relation on the space Gfg of

finitely generated groups.

Definition 6.5. The finitely generated groups G1, G2 ∈ Gfg are commensurable,

written G1 ≈C G2, if there exist subgroups Hi 6 Gi of finite index such that

H1
∼= H2.

Once again, ≈C is a countable Borel equivalence relation and hence there exists

a Borel reduction ϕ : Gfg → G2 from the commensurability relation ≈C to the

isomorphism relation ∼=. And once again, I do not know how to explicitly define an

example of such a Borel reduction ϕ.

Conjecture 6.6. There does not exist a continuous Borel reduction ϕ : Gfg → G2

from the commensurability relation ≈C to the isomorphism relation ∼=.
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