GENERAL CURVATURE FLOW WITHOUT SINGULARITIES
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ABSTRACT. In [5], Sáez and Schnürer studied the graphical mean curvature flow of complete hypersurfaces defined on subsets of Euclidean space. They obtained long time existence. Moreover, they provided a new interpretation of weak mean curvature flow. In this paper, we generalize their results to a general curvature setting. Our key ingredient is the existence result of general curvature flow with boundary conditions, which is proved in Section 4.

1. INTRODUCTION

In [5], Sáez and Schnürer studied the graphical mean curvature flow of complete hypersurfaces defined on subsets of Euclidean space. They obtained long time existence. Moreover, they provided a new interpretation of weak mean curvature flow (see Section 1 in [5]). In this paper, we generalize their results to a general curvature setting. More specifically, let $\Sigma_0$ be a complete Weingarten hypersurface in $\mathbb{R}^{n+1}$ satisfies $f(\kappa[\Sigma_0]) > 0$, and is given by an embedding $X(0) : M^n \rightarrow \mathbb{R}^{n+1}$, we consider the evolution of such an embedding to produce a family of embeddings $X(t)$ satisfies

$$
\frac{\dot{X}}{f(\kappa[\Sigma])} = \nu
$$

$$
X(0) = \Sigma_0,
$$

where $\kappa[\Sigma(t)] = (\kappa_1, \cdots, \kappa_n)$ denotes the principal curvature of $\Sigma(t)$, and $\nu$ is the unit normal vector.

We assume the function $f$ satisfies the following fundamental structure conditions:

(1.2) $f_i(\lambda) \equiv \frac{\partial f(\lambda)}{\partial \lambda_i} > 0$, in $\Gamma$, $1 \leq i \leq n$,

(1.3) $f$ is a concave function in $\Gamma$,

and

(1.4) $f > 0$ in $K$, $f = 0$ on $\partial \Gamma$,

where $\Gamma \subset \mathbb{R}^n$ is an open symmetric convex cone such that

(1.5) $\Gamma^+_n := \{ \lambda \in \mathbb{R}^n : \text{each component } \lambda_i > 0 \} \subset \Gamma$. 

Moreover, we shall assume that \( f \) is normalized
\[
(1.6) \quad f(1, \cdots, 1) = 1
\]
and satisfies the more technical assumptions
\[
(1.7) \quad f \text{ is homogeneous of degree one.}
\]
In addition, for every \( C > 0 \) and every compact set \( \Gamma_0 \) in \( \Gamma \) there is a number \( R = R(C, \Gamma_0) \) such that
\[
(1.8) \quad f(\kappa_1, \cdots, \kappa_n + R) \geq C \text{ for all } \kappa \in \Gamma_0.
\]
An example of a function satisfying all of these assumptions above is given by \( f = (H_k/H_l)^{1/k}, 0 \leq l < k \), where \( H_l \) is the normalized \( l \)-th elementary symmetric polynomial. (e.g. \( H_0 = 1, H_1 = H, H_n = K \) the extrinsic Gauss curvature.) In [1], complete non-compact strictly convex \( Q_k \) flow was studied by Choi and Daskalopoulos, here we don’t need the convexity assumption only admissible (see Definition 2.1).

Since \( f \) is symmetric, from (1.3), (1.6), and (1.7) we have
\[
(1.9) \quad f(\lambda) \leq f(1) + \sum f_i(1)(\lambda_i - 1) = \frac{1}{n} \sum \lambda_i \text{ in } \Gamma
\]
and
\[
(1.10) \quad \sum f_i(\lambda) = f(\lambda) + \sum f_i(\lambda)(1 - \lambda_i) \geq f(1) = 1 \text{ in } \Gamma.
\]
Following [5], we shall consider general curvature flow for graphs defined on a relatively open set
\[
(1.11) \quad \Omega \equiv \bigcup_{t \geq 0} \Omega_t \times \{t\} \subset \mathbb{R}^{n+1} \times [0, \infty).
\]
Our main results are the following:

**Theorem 1.1.** Let \( A \subset \mathbb{R}^{n+1} \) be a bounded open set and \( u_0 : A \to \mathbb{R} \) a locally Lipschitz continuous function with \( u_0(x) \to \infty \) for \( x \to x_0 \in \partial A \), moreover, \( u_0 \) is weakly admissible. Then there exists \((\Omega, u)\), where \( \Omega \subset \mathbb{R}^{n+1} \times [0, \infty) \) is relatively open, such that \( u \) solves graphical general curvature flow equation
\[
(1.12) \quad \dot{u} = \sqrt{1 + |Du|^2} F \left( \frac{\gamma_{ik}u_{kl}\gamma_{lj}}{W} \right) \text{ in } \Omega \setminus (\Omega_0 \times \{0\})
\]
where \( F(S) = f(\kappa[S]) \) and \( S \) is a symmetric \( n \times n \) matrix. Furthermore, the function \( u \) is smooth for \( t > 0 \) and continuous up to \( t = 0 \), \( \Omega_0 = A \), \( u(\cdot, 0) = u_0 \) in \( A \) and \( u(x, t) \to \infty \) as \( (x, t) \to \partial \Omega \), where \( \partial \Omega \) is the relative boundary of \( \Omega \) in \( \mathbb{R}^{n+1} \times [0, \infty) \).
A direct consequence of the existence of this smooth solution is the existence of the weak flow.

**Theorem 1.2.** Let $(A, u_0)$ and $(\Omega, u)$ be as in Theorem 1.1. Assume that the level set evolution of $\partial \Omega_0$ doesn’t fatten, then it coincides with $(\partial^\mu \Omega_t)_{t \geq 0}$, where $\partial^\mu \Omega_t := \{ x \in \mathbb{R}^{n+2} : \forall r > 0, 0 < |\Omega_t \cap B_r(x)| < |B_r(x)| \}$.

**Remark 1.3.** One can show that if $\partial \Omega_0$ is a embedded Lipschitz hypersurface, then in a short time, the general curvature flow is not fattening. However, in general we don’t know whether the solutions $(\Omega, u)$ are level set solutions.

For being self-contained, we will include some expository illustrations here, one can find illustrations with more details in [5]. Consider a function $u_0 : \Omega_0 \to \mathbb{R}$, for example $u_0(x) := \frac{1}{\text{dist}(x, \partial \Omega_0)} + |x|^2$, and $u_0$ is admissible. Then by the existence theorem, we obtain the weak evolution of $\partial \Omega_0$, which is defined by the boundary of the domain of $u(x, t)$.

In Figure 1, we study the evolution of a graph over $B_1(0)$, and $\partial B_1(0) = \partial \Omega_0$. Since our general curvature $f$ satisfies (1.7), the flow behaves just like the mean curvature flow.

![Figure 1. Graph over a ball](image-url)
Figure 2 illustrates a graph over a set that develops a “neck-pinch” at \( t = T \). As \( t \uparrow T \), the graph splits above the “neck-pinch” into two disconnected components without becoming singular. The rest of the evolution is similar to the situation above.

This paper is organized as following. In Section 2, we give some basic definitions and Lemma. Section 3 gives interior estimates we need for proving the existence result in Section 5. The key ingredient for proving the existence result is the existence of general curvature flow with boundary conditions, which is proved in Section 4.

2. Preliminary

For reader’s convenience, we will give some definitions first. One can also find most of those definitions in [5].

Definition 2.1. (i) **Domain of definition**: Let \( \Omega \subset \mathbb{R}^{n+1} \times [0, \infty) \) be a (relatively) open set. Set

\[
\Omega_t : \pi_{\mathbb{R}^{n+1}}(\Omega \cap (\mathbb{R}^{n+1} \times \{t\})),
\]

where \( \pi_{\mathbb{R}^{n+1}} : \mathbb{R}^{n+2} \to \mathbb{R}^{n+1} \) is the orthogonal projection onto the first \( n + 1 \) components. Note that the first \( n + 1 \) components on the domain \( \Omega \) are spatial, while the last component can be understood as the time component \( t \).

(ii) **The solution**: A function \( u : \Omega \to \mathbb{R} \) is called a classical solution to graphical general
curvature flow in $\Omega$ with locally Lipschitz continuous initial value $u_0 : \Omega_0 \to \mathbb{R}$ if $u \in C^{2,1}_{loc}(\Omega \setminus (\Omega_0 \times \{0\})) \cap C^0_{loc}(\Omega)$ satisfies

$$\begin{align*}
\dot{u} &= \sqrt{1 + |Du|^2} F \left( \frac{\gamma^{ik} u_{kl} \gamma^{lj}}{\sqrt{1 + |Du|^2}} \right) \quad \text{in } \Omega \setminus (\Omega_0 \times \{0\}) \\
u(\cdot, 0) &= u_0 \quad \text{in } \Omega_0,
\end{align*}$$

(2.1)

and $F \left( \frac{\gamma^{ik} u_{kl} \gamma^{lj}}{\sqrt{1 + |Du|^2}} \right) > 0$ in $\Omega \setminus (\Omega_0 \times \{0\})$, where $u_0$ is weakly admissible.

(iii) **Maximality condition**: A function $u : \Omega \to \mathbb{R}$ fulfills the maximality condition if $u \geq c$ for some $c \in \mathbb{R}$ and if $u|_{\Omega \cap (\mathbb{R}^{n+1} \times [0,T])}$ is proper for every $T > 0$.

An initial value $u_0 : \Omega \to \mathbb{R}$, $\Omega_0 \subset \mathbb{R}^{n+1}$, is said to fulfill the maximality condition if $\omega : \Omega_0 \times [0,\infty) \to \mathbb{R}$ defined by $\omega(x,t) := u_0(x)$ fulfills the maximality condition.

(iv) **Admissible condition**: A function $u : \Omega \to \mathbb{R}$ is admissible, if for every $t > 0$, $f(\kappa[\Sigma_t]) > 0$, where $\Sigma_t = \{(x,u(x,t))|x \in \Omega_t\}$.

An initial value $u_0 : \Omega \to \mathbb{R}$, $\Omega_0 \subset \mathbb{R}^{n+1}$, is said to be admissible if $\omega : \Omega_0 \times [0,\infty) \to \mathbb{R}$ defined by $\omega(x,t) := u_0(x)$ is admissible. Moreover, an initial value $u_0 : \Omega_0 \to \mathbb{R}$, $\Omega_0 \subset \mathbb{R}^{n+1}$, is said to be **weakly admissible**, if it can be approached by a sequence of admissible functions, i.e. there exists a sequence $\{u_i\}_{i=1}^{\infty}$ uniformly converges to $u_0$ on every compact set $K \subset \Omega_0$, where $u_i$ is admissible and $|D^m u_i| < C = C(K, m)$, $m \in \mathbb{N}$.

(iv) **Singularity resolving solution**: A function $u : \Omega \to \mathbb{R}$ is called a singularity resolving solution to the general curvature flow in dimension $n$ with initial value $u_0 : \Omega_0 \to \mathbb{R}$ if

(a) $\Omega$ and $\Omega_0$ are as in (i);

(b) $u$ is a classical solution to graphical general curvature flow with initial value $u_0$ as in (ii) and $u$ fulfills the maximality condition.

**Remark 2.2.** The maximality condition implies that $u$ tends to infinity if we approach a point in the relative boundary $\partial \Omega$. It also ensures that $u(x,t)$ tends to infinity as $|x|$ tends to infinity.

Next, we will list some evolution equations that will be used later. Since the calculations are straightforward, we will only state our results here.

**Lemma 2.3.** Let $X$ be a solution to the general curvature flow (1.1). Then we have the following evolution equations:

(i) $\left( \frac{d}{dt} - F^{ij} \nabla_{ij} \right) u = 0$ where $u = \langle X, e^{n+1} \rangle$,

(ii) $\frac{d}{dt} g_{ij} = -2 F h_{ij}$,
(iii) \( \frac{d}{dt} g^{ij} = 2F h^{ij} \),
(iv) \( \frac{d}{dt} \nu = -g^{ij} F_i \tau_j \),
(v) \( \frac{d}{dt} \nu = F^{ij} \nabla_{ij} \nu^{n+1} \) where \( \nu^{n+1} = (\nu, e^{n+1}) \),
(vi) \( \frac{d}{dt} h^i = F^j + F^{ij} h^k \) where \( h^i = g^{jk} h^{i} \),
(vii) \( \frac{d}{dt} F = F^{ij} F_i + F^{ij} h^k \) where \( h^i = g^{jk} h^{i} \),
(viii) \( \frac{d}{dt} F^{ij} \nabla_{ij} \nu = -w F^{ij} h^k \) where \( w = (\nu^{n+1})^{-1} \).

3. INTERIOR ESTIMATES

In order to obtain the interior estimates, in the following, we let \( \varphi = (M - u)_+ \) be a cutoff function, where \( M > 0 \) is a constant. Without loss of generality, in this section we assume \( u_0 \) in equation (2.1) to be smooth and admissible.

**Theorem 3.1.** \((C^1 \text{ interior estimates})\) Let \( u \) be an admissible solution of equation (2.1) and \( u \) satisfies the maximality condition. Then

\[
\sup w \varphi^2 \leq \sup_{\{p \in \Omega_0\mid u(p,0) < M\}} \varphi(p,0) F(p,0)
\]

**Proof.** By Lemma 2.3 we have

\[
L(w \varphi^2) = \left( \frac{d}{dt} - F^{ij} \nabla_{ij} \right) (w \varphi^2)
\]

\[
= \varphi^2 Lw + 2w \varphi L \varphi - 2F^{ij} w \varphi_i \varphi_j - 2 \varphi F^{ij} w_i \varphi_j
\]

\[
= -w \varphi^2 F^{ij} h^k h_{kj} - \frac{2 \varphi^2}{w} F^{ij} w_i w_j - 2w f^{ij} \varphi_i \varphi_j - 4 \varphi F^{ij} w_i \varphi_j.
\]

If \( w \varphi^2 \) achieves its maximum at an interior point, then at this point we have

\[
w_i \varphi^2 + 2 \varphi w \varphi_i = 0,
\]

therefore,

\[
L(w \varphi^2) = -w \varphi^2 F^{ij} h^k h_{kj} - 2w F^{ij} \varphi_i \varphi_j < 0.
\]

By the maximum principle, it’s impossible. Thus, we proved this theorem. \( \square \)

**Theorem 3.2.** \((Lower \text{ bound of speed})\) Let \( \Sigma_t = \{(x, u(x, t)\mid x \in \Omega_t\} \) be a smooth graph of \( u \) with positive \( F \) curvature, where \( u \) is an admissible solution of equation (2.1) and \( u \) satisfies the maximality condition. Then for any \( t > 0 \) we have

\[
\varphi^{-1}(p, t) F \geq \inf_{\{p \in \Omega_0\mid u(p,0) < M\}} \varphi^{-1}(p, 0) F(p, 0).
\]
Proof. By Lemma 2.3 we have
\begin{equation}
L(\varphi^{-1} F) = \varphi^{-1} L F - \varphi^{-2} F L \varphi - 2 F \varphi^{-3} F^{ij} \varphi_i \varphi_j + 2 \varphi^{-2} F^{ij} \varphi_i F_j
\end{equation}
(3.6)
\begin{equation}
= \varphi^{-1} F F^{ij} h^k_i h^l_j + 2 \varphi^{-1} F^{ij} \varphi_j (\varphi^{-1} F)_i.
\end{equation}
If \(\varphi^{-1} F\) achieves its minimum at an interior point, then at this point we would have
\[L(\varphi^{-1} F) > 0,\]
which contradicts the maximum principle. Therefore, we proved this theorem.  \(\square\)

Finally, we will follow the idea of [6] and prove the \(C^2\) interior estimates.

**Theorem 3.3.** \((C^2\) interior estimates) Suppose \(u\) is an admissible solution of equation (2.1) and \(u\) satisfies the maximality condition. Then when \(u < M\) we have
\begin{equation}
|D^2 u| \leq \frac{C}{(M - u)},
\end{equation}
where \(C = C(u_0)\).

**Proof.** First by Theorem 3.1, we know that there exists \(a = a(M + 1) > 0\) such that \(\nu^{n+1} \geq 2a > 0\) when \(u \leq M\).

We consider function \(\psi = \beta \log \varphi + \log \kappa_{\text{max}} - \log(\nu^{n+1} - a)\), where \(\beta > 0\) to be determined. Assume \(\psi\) achieves its maximum at an interior point \(X_0 = (x_0, u(x_0, t_0))\). We can choose a local coordinates in the neighborhood of \(X_0\) such that at \(X_0\) we have \(\kappa_1 = \kappa_{\text{max}}(X_0), g_{ij} = \delta_{ij}, \) and \(h_{ij} = \kappa_i \delta_{ij}\). We will also assume \(\kappa_1 \geq \kappa_2 \geq \cdots \geq \kappa_n\). Consequently, we also have \(F^{ij} = f_i \delta_{ij}\) at this point. In the following, all calculations are done at this point, so we will not distinguish between \(h^i_j\) and \(h_{ij}\).

Now, differentiating \(\psi\) at \(X_0\) we get
\begin{equation}
\beta \frac{\varphi_i}{\varphi} + \frac{h_{11i}}{h_{11}} - \frac{\nu_i^{n+1}}{\nu^{n+1} - a} = 0.
\end{equation}
Moreover,
\begin{equation}
\frac{d}{dt} \psi = \beta \frac{\dot{\varphi}}{\varphi} + \frac{\dot{h}_{11}}{h_{11}} - \frac{\nu^{n+1}}{\nu^{n+1} - a}
\end{equation}
\begin{equation}
= -\beta \frac{\varphi}{\varphi} F^{ii} u_{ii} + \frac{1}{h_{11}} \{ F^{ii} h_{i11} + F^{ij,rs} h_{ij1} h_{rs1} + F h_{11}^2 \} + \frac{1}{\nu^{n+1} - a} F_i u_i.
\end{equation}
In the Euclidean space, we have
\[h_{11i} - h_{i11} = h_{11}^2 h_{ii} - h_{ii}^2 h_{11}.\]
Therefore,
\[
\left( \frac{d}{dt} - F^{ii} \nabla_{ii} \right) \psi = -\frac{\beta}{\varphi} F^{ii} u_{ii} \frac{1}{h_{11}} \left\{ F^{ii} h_{ii1} + F^{ij,rs} h_{ij1} h_{rs1} + F h_{11}^2 \right\} \\
+ \frac{1}{\nu^{n+1} - a} F_i u_i - F^{ii} \left\{ -\frac{\beta}{\varphi} u_{ii} - \frac{\beta}{\varphi^2} u_i^2 + \frac{h_{11} u_{ii}}{h_{11}} - \frac{h_{11}^2}{h_{11}^2} \right\} \\
= -\frac{\nu^{n+1}}{\nu^{n+1} - a} + \left( \frac{n+1}{\nu^{n+1} - a} \right)^2 \right\} \\
= -\frac{a}{\nu^{n+1} - a} \sum f_i \kappa_i^2 + \frac{1}{h_{11}} F^{ij,rs} h_{ij1} h_{rs1} + \frac{\beta}{\varphi^2} \sum f_i u_i^2 \\
+ \frac{1}{\kappa_i^2} \sum f_i h_{11i}^2 - \sum f_i \left( \frac{n+1}{\nu^{n+1} - a} \right)^2.
\] (3.10)

We will divide it into 2 cases.

Case 1. \( \kappa_n < \theta \kappa_1 \) at \( X_0 \). We have
\[
\left| \frac{h_{11i}}{h_{11}} \right|^2 = \left| \frac{\nu^{n+1}}{\nu^{n+1} - a} - \frac{\beta \varphi_i}{\varphi} \right|^2 \\
= \left| \frac{\nu^{n+1}}{\nu^{n+1} - a} + \frac{\beta u_i}{\varphi} \right|^2 \\
\leq (1 + \epsilon) \left| \frac{\nu^{n+1}}{\nu^{n+1} - a} \right|^2 + (1 + \epsilon^{-1}) \beta^2 \left| \frac{u_i}{\varphi} \right|^2.
\] (3.11)

Therefore,
\[
L \psi \leq \frac{-a}{\nu^{n+1} - a} \sum f_i \kappa_i^2 + [\beta + (1 + \epsilon^{-1}) \beta^2] \sum f_i u_i^2 + \epsilon \sum \frac{f_i u_i^2 \kappa_i^2}{\varphi^2}.
\] (3.12)

Since
\[
\sum f_i \kappa_i^2 \geq f_n \kappa_n^2 \geq \frac{\theta^2}{n} \kappa_1 \mathcal{T},
\]
where \( \mathcal{T} = \sum f_i \). We get
\[
-\frac{c_1 \theta^2}{n} \kappa_1 \mathcal{T} + \frac{c}{\varphi^2} \mathcal{T} \geq 0
\] (3.13)
at \( X_0 \), which implies
\[
\kappa_i^2 \varphi^2 \leq C.
\] (3.14)

Case 2. \( \kappa_n \geq -\theta \kappa_1 \) at \( X_0 \). Let’s partition \( \{1, \cdots, n\} \) into two parts:
\[
I = \{ j : f_j \leq 4 f_1 \} \quad \text{and} \quad J = \{ j : f_j > 4 f_1 \}.
\]
For $i \in I$ we have

\[
\frac{1}{\kappa_i^2} f_i |\nabla_i h_{11}|^2 = f_i \left| \frac{\nu_i^{n+1}}{\nu^{n+1} - a} + \beta \frac{u_i}{\varphi} \right|^2 \leq (1 + \epsilon) f_i \left| \frac{\nu_i^{n+1}}{\nu^{n+1} - a} \right|^2 + \frac{c}{\varphi^2} (1 + \epsilon^{-1}) \beta^2 f_i.
\]

(3.15)

For $j \in J$ we have

\[
\beta f_j \frac{\nabla_j \varphi}{\varphi^2} = \beta^{-1} f_j \left( \frac{\nu_j^{n+1}}{\nu^{n+1} - a} - \frac{\nabla_j h_{11}}{h_{11}} \right)^2 \leq \frac{1 + \epsilon}{\beta} f_j \frac{\nabla_j \nu^{n+1} |\nabla_j h_{11}|^2}{(\nu^{n+1} - a)^2} + \frac{1 + \epsilon^{-1}}{\beta} f_j \frac{\nabla_j h_{11}}{h_{11}^2}.
\]

(3.16)

Combining (3.15) and (3.16) we get

\[
\beta \sum_{i=1}^n f_i \frac{|\nabla_i \varphi|^2}{\varphi^2} + \sum_{i=1}^n f_i \frac{|\nabla_i h_{11}|}{h_{11}^2} \leq \left[ \beta + (1 + \epsilon^{-1}) \beta^2 \right] \sum_{i \in I} f_i \frac{|\nabla_i \varphi|^2}{\varphi^2} + (1 + \epsilon) \sum_{i \in I} f_i \left| \frac{\nabla_i \nu^{n+1}}{\nu^{n+1} - a} \right|^2
\]

\[
+ \frac{1 + \epsilon}{\beta} \sum_{j \in J} f_j \left| \frac{\nabla_j \nu^{n+1}}{\nu^{n+1} - a} \right|^2 + [1 + (1 + \epsilon^{-1}) \beta^{-1}] \sum_{j \in J} f_j \frac{|\nabla_j h_{11}|^2}{h_{11}^2}
\]

\[
\leq 4n[\beta + (1 + \epsilon^{-1}) \beta^2] f_1 \frac{|\nabla \varphi|^2}{\varphi^2} + (1 + \epsilon)(1 + \beta^{-1}) \sum_{i=1}^n f_i \left| \frac{\nu_i^{n+1}}{\nu^{n+1} - a} \right|^2
\]

\[
+ [1 + (1 + \epsilon^{-1}) \beta^{-1}] \sum_{j \in J} f_j \frac{|\nabla_j h_{11}|}{h_{11}^2}.
\]

(3.17)

Therefore, at $X_0$ we get

\[
0 \leq -\frac{a}{\nu^{n+1} - a} \sum_{i} f_i \kappa_i^2 + \frac{1}{\kappa_1} E_{ij,rs} h_{ij1} h_{rs1} + 4n[\beta + (1 + \epsilon^{-1}) \beta^2] f_1 \frac{|\nabla \varphi|^2}{\varphi^2}
\]

\[
+ [(1 + \epsilon)(1 + \beta^{-1}) - 1] \sum_{i} f_i \left| \frac{\nu_i^{n+1}}{\nu^{n+1} - a} \right|^2 + [1 + (1 + \epsilon^{-1}) \beta^{-1}] \sum_{j \in J} f_j \frac{|\nabla_j h_{11}|^2}{h_{11}^2}.
\]

(3.18)
Since
\[ \frac{1}{\kappa_1} F^{ij,rs} h_{ij1} h_{rs1} \leq \frac{2}{\kappa_1} \sum_{j \in J} \frac{f_j - f_j}{\kappa_j - \kappa_j} |\nabla_j h_{11}|^2 \]
and
\[ \leq -\frac{3}{2\kappa_1} \sum_{j \in J} \frac{f_j}{\kappa_1} |\nabla_j h_{11}|^2 \]
\[ = -\frac{3}{2} \sum_{j \in J} \frac{f_j}{\kappa_1^2} |\nabla_j h_{11}|^2, \]
(3.19)

We can choose \( \beta \) large and \( \epsilon > 0 \) small such that
\[ \frac{1 + \epsilon^{-1}}{\beta} \leq \frac{1}{2} \quad \text{and} \quad [(1 + \epsilon)(1 + \beta^{-1}) - 1] \frac{c_0}{a^2} \leq \frac{a}{2(1 - a)}, \]
then we have
\[ 0 \leq -\frac{a}{2(1 - a)} f_1 \kappa_1^2 + 4n[\beta + (1 + \epsilon^{-1}) \beta^2] \frac{c f_1}{\phi^2}, \]
(3.20)
which implies \( \varphi^2 \kappa_1^2 \leq C \). Combining case 1 and case 2 we proved this theorem. \( \Box \)

4. EXISTENCE OF APPROXIMATING SOLUTIONS

Following [5], we choose a smooth monotone approximation \( g \) of \( \min \{ \cdot, 0 \} \) such that
\[ g(x) = \min \{ x, 0 \} \quad \text{for} \quad |x| > 1, \quad 0 \leq g' \leq 1, \quad \text{and} \quad \min \{ a, b \} := \epsilon g \left( \frac{1}{\epsilon} (a - b) \right) + b. \]
We will set \( \min \{ u(x), L \} := L \) at \( x \) if \( u \) is not defined at \( x \).

We will prove the following theorem.

**Theorem 4.1.** Let \( A \subset \mathbb{R}^{n+1} \) be an open set. Assume that \( u_0 : A \to \mathbb{R} \) is locally Lipschitz continuous, weakly admissible, and satisfies maximality condition. Let \( L > 0, R > 0 \), then there exists a smooth solution \( u_{L,R}^\epsilon \in C^\infty(B_R \times (0, \infty)) \) to
\[ \begin{align*}
\dot{u} &= \sqrt{1 + |Du|^2} F \left( \frac{\gamma^{ik} u_{kl} \gamma^{lj}}{w} \right) \quad \text{in} \ B_R(0) \times [0, \infty) \\
u &= L \quad \text{on} \ \partial B_R(0) \times [0, \infty) \\
u(\cdot, 0) &= \min \{ u_0, L \} \quad \text{in} \ B_R(0),
\end{align*} \]
(4.1)
where $u_{0,i}$ is a smooth, admissible function and $u_{0,i} \rightarrow u_0$ uniformly on compact set. We always assume that $R \geq R_0(L,i)$ is so large that $u_{0,i} \geq L+1$ on $\partial B_R(0)$ and $\min \{u_{0,i}, L\}$ is weakly admissible in $B_R(0)$.

Instead of studying equation (4.1), we will study the following equation:

\begin{equation}
\begin{cases}
\dot{u} = \sqrt{1 + |Du|^2} F \left( \frac{\gamma^{ik} u_{kl} \gamma^{lj}}{w} \right) & \text{in } \Omega \times [0, t_0) \\
u = 0 & \text{on } \partial \Omega \times [0, t_0) \\
u(\cdot, 0) = \bar{u}_0 & \text{in } \Omega,
\end{cases}
\end{equation}

where $\Omega$ is a convex domain, and $\bar{u}_0$ is a smooth, admissible function defined in $\Omega$ moreover, $\bar{u}_0|_{\partial \Omega} = 0$.

First, let’s recall the well known short time existence theorem (one can find it in [7]).

**Theorem 4.2.** Let $G(D^2u, Du, u)$ be a nonlinear operator that is smooth with respect to $D^2u$, $Du$, and $u$. Suppose that $G$ is defined for a function $u$ belonging to an open set $\Lambda \subset C^2(\Omega)$ and $G$ is elliptic for any $u \in \Lambda$, i.e., $G^{ij} > 0$, then the initial value problem

\begin{equation}
\begin{cases}
\frac{\partial u}{\partial t} = G(D^2u, Du, u) & \text{in } \Omega \times [0, T^*) \\
u(x,t) = 0 & \text{on } \partial \Omega \times [0, T^*) \\
u(x,0) = u_0 & \text{in } \Omega \times \{0\}
\end{cases}
\end{equation}

has a unique smooth solution $u$ when $T^* = \epsilon > 0$ small enough, except for the corner, where $u_0 \in \Lambda$ be of class $C^\infty(\bar{\Omega})$.

Our strategy is to obtain estimates on $[0, t_0)$. Then we can repeat the process and obtain the long time existence result.

**Lemma 4.3.** Let $u$ be a solution of equation (4.2) and $u(\cdot, t)$ is admissible for $t \in [0, t_0)$. Then

\[ w = \sqrt{1 + |Du|^2} \leq C \text{ in } B_R(0) \times [0, t_0) \]

where $C = C(\bar{u}_0, \Omega)$.

**Proof.** By Lemma 2.3 item (viii) and the maximum principle we have

\begin{equation}
\begin{aligned}
w &\leq \max \{ \sup_{t=0} w(\cdot, 0), \max_{\partial \Omega \times [0, t_0)} w \}.
\end{aligned}
\end{equation}

Since $\Omega$ is convex, by a standard process (see [4]), we can construct a function $\bar{u}$ in $\Omega$ such that

\[ F \left( \frac{\gamma^{ik} u_{kl} \gamma^{lj}}{w} \right) \geq F \left( \frac{\gamma^{ik} \bar{u}_{kl} \gamma^{lj}}{w} \right) \]
and \( u|_{\partial \Omega} = 0 \). Applying the maximum principle again and we obtain

\[
0 \geq u(x, t) \geq \tilde{u}_0 \geq u(x) \quad \text{in} \quad \Omega \times [0, t_0),
\]

thus \( |\nabla u|_{\partial \Omega} \leq C \), proved the Lemma.

Next, we will derive a uniform upper bound for the curvature \( F \).

**Lemma 4.4.** Let \( u \) be a solution of equation (4.2). Then we have

\[
0 < F \leq C \quad \text{in} \quad \Omega \times [0, t_0)
\]

where \( C = C(\tilde{u}_0, |Du|) \).

**Proof.** The positivity of \( F \) is a direct consequence of Lemma 2.3 item (vii) and the maximum principle. We want to show \( F \leq C \). Let’s consider \( \psi = \log F - \log (\nu^{n+1} + a) \), where \( \nu^{n+1} \geq 2a > 0 \) in \( \tilde{\Omega} \times [0, t_0) \). If \( \psi \) achieves its maximum at an interior point \((x^*, t^*)\) then by Lemma 2.3, at this point we would have

\[
\left( \frac{d}{dt} - F^{ij} \nabla \psi \right) = \frac{-a}{\nu^{n+1} - a} \sum f_i \kappa_i^2 < 0
\]

which leads to a contradiction. Therefore we conclude that

\[
\max_{\Omega \times [0, t_0)} F = \max_{t=0} \frac{F}{\nu^{n+1} - a},
\]

which implies the Lemma.

**Lemma 4.5.** Let \( u \) be a solution of equation (4.2), and \( u(\cdot, t) \) is admissible. Then

\[
|D^2 u(\cdot, t)| \leq C,
\]

where \( C = C(\tilde{u}_0, |Du|, |D^2 u(\cdot, t)|_{\partial \Omega}) \).

This Lemma can be proved by a similar calculation as in the proof of Theorem 3.3. The only difference is we need to choose \( \beta = 0 \) here, so we will skip the proof.

Therefore, in order to get the \( C^2 \) estimate, we only need to prove the following:

**Lemma 4.6.** Let \( u \) be a solution of equation (4.2) and \( u(\cdot, t) \) is admissible. Then we have

\[
|D^2 u(\cdot, t)|_{\partial \Omega} \leq C \quad \text{for} \quad t \in [0, t_0)
\]

where \( C = C(\tilde{u}_0) \).

In order to prove Lemma 4.6, we will need to prove the following proposition first, the idea goes back to [3].
Proposition 4.7. Let \( u \) be a solution of equation (4.2) and \( u(\cdot, t) \) is admissible. Then given any \( \eta > 0 \) there exists \( \delta_0 = \delta_0(\tilde{u}_0) > 0 \) such that in a \( \delta_0 \) neighborhood of \( \partial \Omega \) we have \( u_n \leq \eta \) for any \( t \in [0, t_0) \), where \( u_n \) is the derivative of \( u \) in the interior normal direction.

Suppose in the following that the origin belongs to \( \partial \Omega \) and that the \( x_n \)-axis is the interior normal.

Proof. Without loss of generality, we may assume that the graph \( \Sigma_0 = \{ (x, \tilde{u}_0(x)) | x \in \Omega \} \) lies in the ball \( B_{1/2} \) with center at \( (0, 0, \cdots, 1/2, 0) \) in \( \mathbb{R}^{n+1} \). Then since

\[
u_t = \frac{1}{w} F \left( \frac{\gamma_{ij} u_{kl} \gamma_{ij}}{w} \right) > 0 \quad \text{in} \ \Omega \times [0, t_0)
\]

and \( u(x, t) \leq 0 \) we get

\[
\Sigma_t = \{ (x, u(x, t)) | x \in \Omega \} \quad t \in [0, t_0)
\]

all lie in \( B_{1/2} \). Moreover, by the Hopf Lemma, we have \( u_n(0, t) < 0 \) for \( t \in [0, t_0) \).

Now, consider a family of reflections \( I_\delta \) depending on a parameter \( \delta > 0 \), in the boundary of the unit ball in \( \mathbb{R}^{n+1} : B_1(e^\delta) = B^\delta \), with center \( e_\delta = (0, \cdots, 0, 1+\delta, \tilde{C} \delta) \), where \( \tilde{C} > 1 \) to be determined.

To start, \( \Sigma_t, 0 \leq t < t_0 \) is contained in \( B_1(e^0) \). As \( \delta \) becomes positive, a portion of \( \Sigma_t \) near the origin in \( \mathbb{R}^{n+1} \) lies outside \( B^\delta \). For a very small \( \delta \), the reflection \( I_\delta(\Sigma_t \cap CB^\delta) \) doesn’t touch \( \Sigma_t \cap B^\delta \). Furthermore, at any \( X^0 \in \Sigma_t \cap \partial B^\delta \), \( I_\delta(\Sigma_t \cap CB^\delta) \) is not tangent to \( \Sigma_t \) for \( t \in [0, t_0) \).

Suppose there is a first value of \( \delta \leq \delta_0 = \delta_0(\tilde{u}_0) \) for which this statement fails, i.e., there exists \( t^* \in (0, t_0) \) such that either

\begin{enumerate}
  \item \( I_\delta(\Sigma_{t^*} \cap CB^\delta) \) touches \( \Sigma_{t^*} \) at a point \( I_\delta(X^0) \)
  \item \( I_\delta(\Sigma_{t^*} \cap CB^\delta) \) is tangent to \( \Sigma_{t^*} \) at some point \( X^0 \in \partial B^\delta \cap \Sigma_{t^*} \).
\end{enumerate}

We claim: For \( \delta \leq \delta_0 = \delta_0(u_0), t < t_0 \), both cases are impossible.

If the claim is true, it follows that for \( \delta \leq \delta_0, t < t_0 \), a point \( X \in \Sigma_t \) belongs to \( \partial B^\delta \) then we have

\[
(4.10) \quad (X - e_\delta) \cdot \nu(X) < 0.
\]

In particular, if we take \( X = (0, \cdots, 0, u(0, x_n, t)) \) then

\[
(4.11) \quad (x_n - 1 - \delta)\nu_n(x) + (u - \tilde{C} \delta)\nu^{n+1}(x) < 0,
\]
which is equivalent to

\[
\frac{(1 + \delta - x_n)u_n}{w} + \frac{u - \tilde{C}\delta}{w} < 0.
\]

Thus we have,

\[
u_n(0, x_n) < 2|\tilde{C}\delta - u| < \eta
\]

if \(x_n, \delta_0\) are sufficiently small.

Therefore, we only need to prove our claim. We will prove it by contradiction. Suppose case (a) first occurs at \(t^* > 0\). Let’s denote

\[
\tilde{X} = I_\delta(X) = \frac{X - e_\delta}{|X - e_\delta|^2}.
\]

By a straightforward calculation we have

\[
\dot{\tilde{X}} = \frac{\dot{X}}{|X - e_\delta|^2} - 2 \frac{(X - e_\delta)\langle \dot{X}, X - e_\delta \rangle}{|X - e_\delta|^4}
\]

\[
= F \frac{\nu}{|X - e_\delta|^2}\tilde{\nu},
\]

where \(\tilde{\nu}\) is the unit normal of the reflected surface. Moreover, we can also compute the principle curvature of the reflected surface and get

\[
\tilde{\kappa} = \kappa |X - e_\delta|^2 + 2 \langle X - e_\delta, \nu \rangle,
\]

thus

\[
f(\tilde{\kappa}) = f(\kappa(X))|X - e_\delta|^2 + 2 \langle X - e_\delta, \nu \rangle \sum f_i.
\]

When \(t = 0\), since for any \(X \in \Sigma_\delta \cap \mathcal{C}B^\delta\) there is a \(\delta' < \delta\) such that \(X \in \partial B^{\delta'}\) and

\[
(X - e_{\delta'}) \cdot \nu(X) < 0.
\]

Thus

\[
2(X - e_\delta) \cdot \nu(X) = 2(X - e_{\delta'}) \cdot \nu X + 2(e_{\delta'} - e_\delta) \cdot \nu(X)
\]

\[
< 2(e_{\delta'} - e_\delta) \cdot \nu(X)
\]

\[
= 2\nu_n(\delta' - \delta) + 2\nu^{n+1}\tilde{C}(\delta' - \delta)
\]

\[
\leq -c\tilde{C}\delta - \delta').
\]
Furthermore,

\[ |X - e_\delta|^2 = |X - e_{\delta'} + e_{\delta'} - e_\delta|^2 \]

\[ = 1 + 2(X - e_{\delta'}) \cdot (e_{\delta'} - e_\delta) + |e_{\delta'} - e_\delta|^2 \]

\[ \leq 1 + A(\delta - \delta') + \tilde{C}(\delta - \delta')(\tilde{C}\delta' - u(x)) + \tilde{C}^2(\delta - \delta') \]

\[ \leq 1 + A(\delta - \delta') + \tilde{C}(\delta - \delta')x_n, \]

(4.19)

here we used \( \tilde{C}^2\delta_0 \leq 1 \) (we can always choose \( \delta_0 > 0 \) small such that this inequality holds) and \(-\tilde{u}_0(x) \leq Ax_n\).

Since \(|X - e_{\delta'}| = 1\) we have for \( x = (x', x_n) \)

\[ |x'|^2 + (1 + \delta' - x_n)^2 + |\tilde{C}\delta' - \tilde{u}_0(x)|^2 = 1, \]

(4.20)

which implies

\[ |x'|^2 + (1/2 - x_n)^2 + 2(1/2 - x_n)(1/2 + \delta') + (1/2 + \delta')^2 + (\tilde{C}\delta' + Ax_n) \geq 1. \]

(4.21)

The sum of the first two terms is at most 1/4, hence we get

\[ x_n(1 + 2\delta') \leq A(\delta' + x_n^2) \]

which yields

\[ x_n \leq A\delta'. \]

(4.23)

Plug it back into (4.19) we have

\[ |X - e_\delta|^2 \leq 1 + A(\delta - \delta'). \]

(4.24)

Combine with (4.16) we obtain

\[ \tilde{\kappa} \leq \kappa[1 + A(\delta - \delta')] - c\tilde{C}(\delta - \delta'), \]

(4.25)

therefore

\[ f(\tilde{\kappa}) \leq f(\kappa)(1 + A\tau) - c\tilde{C}\tau, \]

(4.26)

where \( \tau = \delta - \delta' \). Since \( f(\kappa(x)) \geq f(\kappa(x)) - B\tau \) for \( B \) depends on \( |\tilde{u}_0|_{C^3} \) under control, we can choose \( \tilde{C} \) large depends on \( |f|_{C^0} \) such that \( f(\tilde{\kappa}) < f(\kappa(\tilde{x})) \), then we have at \( t = 0 \) the reflected surface \( \tilde{\Sigma}_0 = I_{\delta}(\Sigma_0) \) lies above \( \Sigma_0 \) for \( \delta \leq \delta_0 \).

In order to show case (a) doesn’t occur, we only need to show \( \tilde{\Sigma}_t \) lies above \( \Sigma_t \) for \( t \in (0, t_0) \) and there is no interior touching point. If not, suppose (a) first occur at \( X^* = \)
At the point \( I_\delta(X^*) \) we have
\[
\frac{\dot{\tilde{u}}}{\tilde{w}} - f(\tilde{\kappa}) \geq f(\kappa(X^*)) \left( \frac{1}{A\tau} - (1 + A\tau) \right) + c\tilde{C}\tau > 0
\]
when \( \tilde{C} \) large under control. Since
\[
\frac{\dot{u}}{w} - f(\kappa(x^*)) = 0
\]
we have
\[
L(\tilde{u} - u) > 0 \text{ at the point } I_\delta(X^*)
\]
by the maximum principle we have a contradiction. Therefore, case (a) doesn’t occur.

Now, let’s turn to case (b). Same as before, for any \( X \in \Sigma_t \cap CB^\delta \) we can derive \( L(\tilde{u} - u) > 0 \). Since \( \tilde{\Sigma}_t \) lies above \( \Sigma_t \) for any \( t \in [0, t_0) \), by the Hopf Lemma, case (b) cannot occur. \( \square \)

Now we are going to apply Proposition 4.7 to prove Lemma 4.6.

**Proof.** (proof of Lemma 4.6) In the following, we denote \( G(D^2u, Du, u_t) = \frac{u}{w} - F = 0 \).

Similar to [2] we can prove

**Lemma 4.8.** Suppose \( f \) satisfies (1.2), (1.3), (1.6), and (1.7). Then \( L(x_i u_j - x_j u_i) = 0 \), \( L u_i = 0 \), \( 1 \leq i, j \leq n \), and \( L u_t = 0 \).

If we let \( v(x, t) = \frac{1}{a} u(ax, a^2 t) \), then at \( a = 1 \) we have
\[
\frac{d}{da} G(D^2v, Dv, v_t) = L \left( \frac{d}{da} v \right) = L(r u_r - u 2 t u_t) = 0,
\]
here \( r \) is the polar coordinate. Therefore we have
\[
L(r u_r - u) = -L(2 t u_t) = -\frac{2 u_t}{w} = -2 F < 0.
\]

Following [3], by doing infinitesimal rotation in \( \mathbb{R}^{n+1} \) we let
\[
v(x, t) = u(x', x_n + u(x, t)d\theta, t) + x_n d\theta + \text{ higher order in } d\theta,
\]
and at \( x \) we have
\[
G(D^2v, Dv, v_t) = 0.
\]
We compute the first order term in \(d\theta\) and get

\[(4.33) \quad \mathcal{L}(x_n + u(x, t)u_n) = 0\]

Now consider an arbitrary point on \(\partial \Omega\), which we may assume to be the origin of \(\mathbb{R}^n\), and choose the coordinates so that the positive \(x_n\) axis is the interior normal to \(\partial \Omega\) at the origin. We may assume that the boundary near the origin is represented by

\[
x_n = \rho(x') = \frac{1}{2} \sum_{\alpha=1}^{n-1} \lambda_\alpha x_\alpha^2 + O(|x'|^3)
\]

where \(\lambda_\alpha > 0\) are the principal curvatures of \(\partial \Omega\) at the origin.

Since \(u(x', \rho(x'), t) \equiv 0\) on \(\partial \Omega \times [0, t_0]\), we have at the origin

\[
u_\alpha\beta + u_n \rho_\alpha\beta = 0 \quad \text{and} \quad u_\alpha + u_n \lambda_\alpha x_\alpha = 0.
\]

Now let \(T_\alpha = \partial_\alpha + \lambda_\alpha (x_\alpha \partial_n - x_n \partial_\alpha)\), then we have

\[(4.34) \quad |T_\alpha u| \leq C \quad \text{in a small neighborhood of the origin,}
\]

and

\[(4.35) \quad |T_\alpha u| \leq C|x|^2 \quad \text{on} \ \partial \Omega \ \text{near the origin.}
\]

Moreover, by Lemma 4.8 we have \(\mathcal{L}T_\alpha u = 0\). In the following, \(\Omega_\beta\) denote a small region \(\Omega \cap \{x_n < \beta\}\). For \(\delta, \beta\) small, set

\[(4.36) \quad h = ru_r - u - \delta (x_n + uu_n),
\]

then by (4.31) and (4.33) we have

\[(4.37) \quad \mathcal{L}h < 0 \quad \text{in} \ \Omega_\beta.
\]

On the lower bound of \(\Omega_\beta\), since \(u = 0\) we have

\[(4.38) \quad |ru_r| \leq C_1 |x|^2 \quad \text{also} \ \ x_n \geq a|x|^2, \ a > 0.
\]

Therefore,

\[
h = ru_r - \delta \frac{\delta}{\beta} x_n
\]

\[(4.39) \quad \leq (C_1 - \frac{\delta}{\beta} a)|x|^2.
\]

For \(\frac{\delta}{\beta}\) and \(A\) large we have

\[(4.40) \quad Ah \leq -C|x|^2 \quad \text{on the lower boundary of} \ \Omega_\beta.
\]
Finally, on $x_n = \beta$, by gradient estimate Lemma 4.3 we have $0 \leq -u \leq C\beta$. Thus,

$$
\begin{align*}
    h &= \beta u_n + \sum_{\alpha=1}^{n-1} x_\alpha u_\alpha - u(1 + \frac{\delta}{\beta} u_n) - \delta \\
    \leq & \frac{3}{2} \eta \beta + C\beta^{1/2} - u(1 + \frac{3\delta}{2\beta \eta}) - \delta \\
    \leq & C\beta^{1/2} + \delta \left( \frac{3}{2} C\eta - 1 \right),
\end{align*}
$$

(4.41)

where we used Proposition 4.7.

Choose $\eta$ and $\beta$ so that $\frac{3}{2} C\eta < \frac{1}{2}$ and $C\beta^{1/2} \leq \frac{\delta}{4}$ and $\delta/\beta$ large as required in the preceding paragraph. Then we obtain

$$
    h \leq -\frac{\delta}{4} \text{ on } x_n = \beta.
$$

Therefore, we can choose $A$ large such that $Ah \leq -C$ on $\{x_n = \beta\}$. By the maximum principle we have $h \leq \pm T_\alpha u$ in $\Omega_\beta \times [0, t_0)$, so we have

(4.42)

$$
    |u_n(0, t)| \leq C, \text{ for } t \in [0, t_0).
$$

Since $\partial \Omega$ is convex, $f$ satisfies (1.8), moreover by Lemma 4.4, $f$ is uniformly bounded. We can get an uniform bound on $|u_m(0, t)|$, $t \in [0, t_0)$ by a standard contradiction argument (see [3]). Thus, We complete the proof of this lemma.

Combining the results in Lemma 4.3, 4.5, and 4.6, we proved the long time existence of equation (4.2), thus Theorem 4.1.

## 5. Existence of the entire flow

First of all, we will use the H"{o}lder estimates to prove the maximality of our limit solution. Since $f$ satisfies (1.6) and (1.7), following [5] Section 6 we can prove

**Lemma 5.1.** Let $u : \mathbb{R}^{n+1} \times [0, \infty) \to \mathbb{R}$ be a graphical solution to the general curvature flow and $M \geq 1$ such that

$$
    |Du(x, t)| \leq M
$$

for all $(x, t)$ where $u(x, t) \leq 0$. For any $x_0 \in \mathbb{R}^{n+1}$ and $t_1, t_2 \geq 0$, if $u(x_0, t_1) \leq -1$, then when $|t_1 - t_2| \leq \frac{1}{8M^2}$ we have

(5.1)

$$
    \frac{|u(x_0, t_1) - u(x_0, t_2)|}{\sqrt{|t_1 - t_2|}} \leq \sqrt{2}(M + 1).
$$
Next, we are going to prove the existence result. The proof mostly follows [5] Section 8, but for completeness, we will include it here.

**Theorem 5.2.** Let \( A \in \mathbb{R}^{n+1} \) be an open set. Assume that \( u_0 : A \rightarrow \mathbb{R} \) is maximal, locally Lipschitz continuous, and weakly admissible. Then there exists \( \Omega \subset \mathbb{R}^{n+1} \times (0, \infty) \) such that \( \Omega \cap (\mathbb{R}^{n+1} \times \{0\}) = A \times \{0\} \) and a classical singularity resolving solution \( u : \Omega \rightarrow \mathbb{R} \) with initial value \( u_0 \).

**Proof.** Consider the approximate solutions \( u_{i,R} \) to equation (4.1), by standard argument we get \( u_{i,i} \rightarrow u_L \) as \( i \rightarrow \infty \) and \( u_L \) is a solution to the general curvature flow with initial condition \( \min u_0, L \).

Let’s derive the lower bound for \( u_L \) that will ensure maximality of the limit when \( L \rightarrow \infty \). As the initial value \( u_0 \) fulfills the maximality condition, for every \( r > 0 \) we can find \( d = d(r) \) such that \( B_r((x, L - r - 1)) \) lies below \( \min\{u_0, L\} \) for \( |x| \geq d \). By the maximum principle we have \( u_L(x,t) \geq L - 2 \) for \( 0 \leq t \leq r - 1/2 \) if \( |x| \geq d \). Therefore, for any \( T > 0 \) there exists \( d \geq 0 \) such that \( u_L(x,t) \geq L - 2 \) for \( |x| > d \) and \( 0 \leq t \leq T \).

By interior estimates we obtained in Section 3 and standard PDE theorem, we get locally uniform estimates on arbitrary derivatives of \( u_L \) in compact subsets of \( \Omega \cap (\mathbb{R}^{n+1} \times (0, \infty)) \). The Hölder estimates in Lemma 5.1 also survives the limiting process and we obtain uniform bounds for \( |u_L|_{C^{0,1/0,1/2}} \) in compact subset of \( \Omega \).

Now, we apply Lemma 7.3 in [5] to \( u^L \), \( L \in \mathbb{N} \), and obtain a solution \((\Omega, u)\) and a subsequence of \( u^L \), which we assume to be \( u^L \) itself, such that \( u^L \rightarrow u \) locally uniformly in \( \Omega \). By Lemma 7.1 in [5] and those interior derivative estimates we obtained in Section 3, we conclude that \( u \) is a classical singularity resolving solution with initial value \( u_0 \). \( \square \)

The relation between level set solutions (see [8]) and the singularity resolving solution can be derived exactly as Section 9 in [5]. Therefore, we will only state the theorem here.

**Theorem 5.3.** Let \( (\Omega, u) \) be a solution to general curvature flow as in Theorem 5.2. Let \( \partial D_t \) be the level set solution of \( \partial \Omega_0 \). If \( \partial D_t \) does not fatten, then the measure theoretic boundaries of \( \Omega_t \) and \( D_t \) coincide for \( t > 0 : \partial^\mu \Omega_t = \partial^\mu D_t \).
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