GRE MATHEMATICS
TEST VI

DETAILED EXPLANATIONS
OF ANSWERS

—

(C)

Note that the limit takes on the indeterminate form 1=. Thus, we
aeply L'Hopital's rule several umcs to the logarithm of fx):

sinx
Infixy= X _ . Xcosx—siny sin x
2x%sinx 4sinx + 2xcos x
Cos X 1
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— —

6cosx—2xsinx 6 °

has, in flx) — - 1/6 or fix) = — e ¥,

A (B)
A dll'ect calculation shows that 3 ¢'= 0, which implies that
Zand 7 ¢ are orthogonal. The other answers are all false,

(C)

Note that the intervals are nested, ie., A, <A, The limiting
Merval is ther=fore (1, 2). However, the endpomts ofth.ls imerval are
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4. {A)
By partial fraction decomposition.

The partial surns of the series form a telescoping sum, so thas
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5. (E) _
Applying the ratio tast, it can be shown that

Convergence therefore follows when sin x > 0. This holds whenever
2nn<x<{2n+ ]l)zforanyintegern. Atthe endpoinis of these intervals,
sin x = (). and each termn of the series is 1/n®. In that case, the senies also
converges. Thus, the closed intervals given by (E) represent the
allowabiz values for x.

6. (D)

Note that ¥, = { 1,2.3,4}.Since 1*= 1,2 = 16 = 1,4?= 16 = 1,
and 3% =5 = 4, it follows that every element of V, s a solution to'the
given equation.



7. (E)

Note first that — if (z) = g(z). Since fz) is analytic, so is g(z); thus
Iistrue. However, f'(z) = u_+1iv, and so II is false. Finally, since
v(x, v) is harmonic, it satisfies Laplace’s equation. The second partials
of (x + y) vanish, and so III is true.

§. (B)

Taking logarithmic derivatives, we find that f “(x) = x(ln x + 1).
This vanishes whenx= 1/e. Since flx) = 1 asx — 0 or 1, the minimum
of f{x) occurs at 1/e.

Q, (D)

The indicated mapping is a linear fractional transformation which
atways maps circles (and straight lines) into circles and straight lines.
The ellipse (IIT) and hyperbola (V) cannot be images of a circle under
a linear fractional transformation.

1. (O

10
LetA:(

0
vectors (1, 0)7 and (0, 1)7. These eigenvectors are clearly linearly
independent. Thus, I is sometimes true. By the Cayley-Hamilton
theorem, every square matrix A satisfies its characterisuc polynomial.
Thus p(A) is the zero matrix and II is aiways mue. Finally, if A= 0 is
an eigenvalue of A, the det (4 — Al) = det (A) = 0, which implies that
A 15 singular and therefore not invertible. Il is never wue,

]. This matrix has eigenvalues {0, 1) and eigen-

11. (A)
Rewrite the equation as

e¥ = — =Ty an integer
which implies that
o= (i/3{Rr2 +2nx).
12. (C)
Observe that
D B 1
=2 1+z2-3 =z-3 -1’

and expanding this last term in a geometric series yields the Laurent

series given by (C).

13.  (B)
The four petals in the figure indicate that the equation must contain

an argument proportional to 46. Of the two possibilities, only (E)
intersects the point (2, 0}, which is on the x—axis.

14. (E)
The algorithm described in Newton's method whose correct

formula is given by (E).

15. {D
P(A) comains 2° = & elements and B contains 2 elements, SO that



C contains 16 elements. P(C) therefore contains 2' elements.

16. (D)

The Jifferential equation is of the Cauchy-Euler type. The indicial
equation is found by making the substitution v = x* which yields

Fr=1) XX+ a4y =,

Then we cancel out the common factor x* from each term

7. (A)

The non-invertible elements are those whose squares are equal to

e additive identiry. Since 3= 9 =0mod 9 and 62 = 36 = 0 mod9, the
orrec: answer is (A). '

8. (Ej
There are 9 possibilities for the second digit and 8 possibilities for

l:: third digit. In addition, there are 25 possibilities for the double set
letters. Thus, there are 9 8- 25

= 1800 possible license pi ;
aich the stated description. plates which

L (A)

! i—n:;nf It;)cc :J;;: te:mpcramrc and 7 be time. From the problem
'!dijDr;, - e a;u cl'-lan%c of temperature, which is the derivative
U'ldth‘e an;:bic::;n tothe mfferer-lce _berwecn the object's temperature
P e mtcmmramre which is ze.ro. Thus, dT/dt = — kT, where
teremag e t.ust F:ool—thus tilc negative sign). The solution 1o this
nre | Tq“ar ton 1s 7 = T, e~* where T, is the initia) temperatyre.

A =I/2,01T/2=T e*. Solving for k, we obrtain k=1In2,

20. (C)

An clement g is of order 2 if g" = e but g = ¢. Since ¢ is one of the
m elements satisfying the indicated relation, there must be exactly
m — 1 elements of order 2 m the group.

21. (B)

The function fx) has a unique fixed point when it maps [a. &} Inic
[a, bl and | f "(x) | £ k £ 1. The functions in I and II satisfy those
conditions. However, III violates the bound on the derivative.

22. (D)

A tautology is alogical form which is always true, regardiess of the
truth value of its components. In II, (P A — P) is always faise.
Theorems with 2 false hypothesis are always true, independent of the
truth vaine of the conclusion. Inthe otherhand, inl, if P and O are both
false, the statement is false, while if P and O are both true, the statement
1s true. Thus I cannot be a tautology. Similarly, in I, if P and Q) are
both false, the statement is true, while if P and Q are both true, the
statement is faise, Thus, I is the only tantology.

23. (B)

A linegr functional in R* must have the form fia)=ax + by + ¢=
where & = (g, b, ¢) and x, ¥, and = are real constants. Using the
information given in the problem statement, a-system of three equa-
tions for x, y, and : are obtained, with solutionx=4,y=~7. andz =
— 3. Thus, the correct form of the funcrional is given by (B).



24, (E)

The three elements of I form an abelian group under addition. The
only possible value for 1 + 1 is ¢, so II holds. By the same token, ¢ +
-1 =0 and, using 10, I is also true. Finally, by consmucting the
multiplicative table for U, =c¢- ¢ = [ must also hold. Thus, ali three
statements are true.

25, (A)

The cross product of any two (non-parallel) vectors in the plane
must be normal to the plane. Two such Vectors are those joining the
gIven points, namely 7= (3,-2,1) and we= (=2,-2,~2). Thus
_) -é- . . X L F . ¥
VX oW = (8,4,-12). IfpP = (X4 ¥gr2,) 1S 2 point in the Plane, then the
equation of the plane is given by

Alx— X+ B(y~ Yo) + C(z - z=0,

where (A, B, C) is nomal to the plane. Using our computed resuits for
the normal, and any of the three given points for P, we obtain (A) as
the equation for the plane, :

26. (E)
Since 1352 1 and 51— 4 > 5, it is straightforward to show
that B” = B. Thus B* is the identity, and so the order of B is six.

27. (D)

Tl; characteristic polynomial of 4 is found from the equation
A=A =0

=

.

This determinant evaluates to the polynomial A*— 2 A — 2 = ¢, Thys

polynomial also annihilates A, i.e., A7 — 24 -2/ =0.

28. (D) . o ‘
First, note that (¢ 0 b} — (b © a) = b — a, so the operation is noi

commutative. Further, [ao (b o c)l-[(aop)0 c}=2c—ac. Thus the

operator is not associative. Finally, it is easy 1o show that Inverses mn
‘ = - 1/4 satisfies the equarion,

general do notexist. Leta =2. Toena -
but is not an integer. All three statements are false.

29, (B)
First, note that

P(lx-pizco)=1-Pl-c+pSxsc+i)
By Chebyshev’s theorem, P(it— kG < x < {t + ko) 2 1 — 1/’ Letting
k = ¢/ ¢, we find that

l-P—c+psx<c+w) <o/

Setting the right half of this inequality equal to P, yields ¢ = o/ [P,

30, (A) ' .
The probability of a head on a single 108§ 15 1/3 and of a

is 2/3. For two 10sses, the outcomes are |HH,TH,HT,1T}. If X isthe
number of tails, then P(X =0)= P(HH) = 19, PX= 1)‘= P.(H'Ij')-i‘fP(TH)
=4/9, and P(X =2)=P(TT)=4/9.The probability distribution is then

179, ifx=0;
flxy=4 4/9, ix= 1;
479, if x=2,



E(X)=D xf(x)=4/3.

i =)

(A)
natrix 1s orthogonal if AAT =7 We cap verify that

[0 IY/70 -1y /10
k—IOJLl OJ='{\01)'

Al is the correct choice,

O
g L'Hopital’s rule, we find that
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34. (A)
Let x* = (x, x,). For the martix in {A),

X Ax =422 +4xx,+ 0, = (2 + X, 20,

with equality only if x, and x, are both zero.

35. D)
Since A and B are symmetric, we have that (AB) =B” AT=BA. Thus
AB is symmetric if and only if AB = BA, i.e., that A and B commute.

36. {B)
Note that

m_x_'\/xz-!-h-!-x__ 2

Ve2+ax+x Vit2x+l]

and the last guantity evidently tends to 1 as x — ee.

37.  (E)

Using the sum-of-angles identity, note that

sin[£(x)] = 2 + cos(sin™" x)sin(cos ™ x)

=x2+ (\W/1-x2) =1

Thus, f{x)=1/2 forevery vaiue of x. I, II, and Il are all true for constant
functions.



38. (D)
The general solution to the differential equation is y(x) = ¢, sin [ Axi
+¢, cos|Alx where ¢, and ¢, are arbitrary constants. Now y(U) 0

lmphcsthalc =0. Inaddmon ,¥(1)=0 implies that cos | A} = 0. Thus,
A =12+ nr for every integer n, or

A=t 2"; L n=0112.

39. (E)

I fix) is everywhere differentiable, it is continuous, and since the
mterval is closed and bounded, Ax) is uniformiy continuous. Note that
the existence of £'(x) implies nothing abour the continuity of the

derivative nor the existence of the second derivative. In fact, f"(x) may
£xist, but not be Riemann-integrable.

40, (D)

A function is periodic if {x + T) = =fix) for every x and some 7> 0.
For all the indicated functions, the innermost (first evaluated) function
in the compositions is periodic, except for (D), which is not periodic,
For example lim cos{cos(e* M =cos(1), a constant, which carnot

Zob ot

happen for a nonconstant periodic function.

41. (<)
First, note that

2 243 \2(n+l)+l
n+ - 1
(n+1) —(l+n+1)

Since [1 + 1/(n + DP+!

— ¢, the right term above converges to ¢2.

42, (A) .

Evaluating the determinant yiclds the polynomial 141=~2*
— x—2. By setting the first derivative to zero, we find t.hat an extreme
value is achieved atx=~1/2. This must be amaximum smcfcthc second
derivative is a negative constanz. Finally, note that for this value of x,

i Al=-5/4.

43. (C)

As  — e the temperature approaches a steady state bcc?.usc there
are no sources of heat and the boundary conditions are time-independ-
ent. Under this condition, the governing equation reduces t'o u_=0,
which is in fact an ordinary differential equation. The SOIIIthfl to the
heat equation in this limit is easily seen to be w = 10x/L, 9§mncd by
integrating the ODE and applying the boundary conditions. The
average value of 4 is then found from the mean value theorem for

integrals to be 3.

= First(Dl)et P= ;‘ where i = 1,2, 3. Now, substituting this change
on dependent vanable mnto thc differential equation, and lmcanzmg
gives the result that P andP become unbounded, but the P ,decays
to zero. Thus, P, is the only stable equilibrium point.

* o ] aluating the

By the residue theorem, ¢ fiz) dz=2ni L Res{f(z)]. Evalu : g :
residues at each singularity of f{z), we find that Res[fiz)] ;= - if2 an
Res[fz)] __.=if2. Since the sum of the residues vanishes, the integral
evaluates to zero.



46. {)

By the Cauchy Riemann equations, ¥, =v_and &¥_=-1v_ Thus, v
=3y’ -3x"sothatv(x, y) = y* - 3y + ). Fro:n this,yvl =._:51}, +f'(xj
which must equal — u. This last condition implies that fx)
Consequently, v(x, y) = ¥ - 3%y — x.

=—-X.

47. {A)

Evaluating the expression | 4 — A/ | = 0 yields the foliowing
polynomial for A -

M-@+x)h+2xr+1=0,

which has the solution

2 _ 2‘-"xi'-\,/(3+l‘)2—4(2x+1)
o 2

There will be a double ei genvalue when the dis

o criminant is zero, that
1S when

(2+xP~-402x+ D=0,

The roots to this last equation are at x =0 and x = 4.

8. (®)

Since the sequence converges, let g=lim q,. Thena=~/p+gq

;CC . . [ .
| &"USC the sequence is monotone mcreasing, ¢ must be positive
olving for a, we find thar

a= 1+ +/1+ 4b
2 )

Or 210 be an integer, 1 +4b must be an odd perfect square. Examining

the odd perfec: squares from 9 upward, the firs: »'aiuc of b to occur
which 15 & muldple 0f 7 1s 42.

49, (A
Using the disk method, the infintesimal volume 4V of a disk
centered at x is 4V = w[rx)ldx, where r{x} = ¢ = Thus,

v

& =] metdr=w2.
0 0

30. (&)

Counterexamples exist for all three statements. For example, the

Fresnel intzgral _f sin(x*) dx, converges, but sin(x?) does not coverge

0
at all asx — e, Thus, I may be false. By the same token, the integral
just mentioned is not absolutely integrable, so II is also false. In fact,
the Fresnel integral is not a square integrable either, and I1T is false as
well.

51. (E)

Since f{z) is entire, it is analytic everywhere in the complex plane.
Thusf"(z) 1s also entire. In addition, f{z) has a singularity at infinity, so
that no limit exists as z — =, Also, every contour integral vanishes
because flz) is everywhere analytic. f{z) = ¢° does not vanish at the
origin,



2. (B)

Using the technigue of reduction of order, a second lincarly-
independent solution has the form

O

This evaluates to y = xJ‘ e 1fdr .

53. (B

The curves are recognized as a pair of hyperbola. The general
equation for this conic section is £x%/a* F y*/#* = 1. Since the hyperbo-
las have vertices at (42, 0), it must hold that a* = 4. The only equation

‘with the correct form is (E).

l 4. ©
t  Note thar

“£=e ‘m‘m}= e'%’

Rrhere n is any integer. Forn=1, i = ¢*%,

icity and continuity (or a closed and bounded interval) are

%ndmons for integrability. In addition, all bounded and
oothfunctions are also integrable. However, consider the

0, ifx=0

_ 1/x, if 0<x<1.

is clearly not integrabie, but has only one discontinuity.

f(X)z{

56. (B)

At worst, y can be discontinucus (hence not differentiable) atevery
point other than zero. Tor example, y =2 if x is rational and y = _f'1f
irrational. However, ¥ 18 differentiable at the origin. To see this,

r

X is
examine the difference quotient at x = 0:

xS (y-0/x-0)sx

As x —0, the difference quotient goes 10 0 as well, showing that y°

exists at the onigin.

51. (D) ,
Take the logarithm of fx):

1 -
1nf(x)=m- Inx=1,

so that fix) = e forx# 1. Clearly f(1) = e also.

58. (D) .
Applying the ratio test, we obtain
|G |x + 2|
nh-in- an, B 3

Since the limit must be less than unity for convergence, we have that

Ix+2l<30or—-5<x<2. Atrhcrighzand1ef:cndofthemterva1.ﬂ1°

series converges by the comparison test.

59. (<) _
Note that this algorithm implements the formula



an-i-l

_{ a,/2,  if g, is even;
3a, + 1, if a, is odd.

st value output is made gfrer the input is changed, the first
s must be 40. The remaining output values are obtained by
. above formula until the output value 1 is produced at
the algorithm terminates.

ts are compact if and only if they are both closed and
) is closed but unbounded. (E) is open. (C) and (D) are
t neither open nor closed. (B) is both closed and bounded.

e have two simultaneous equations
6x+ 5y =0and 8x+ by = 0.

X, we find that the remaining equation for y is satisfied

3b=17.
mad 13,5 =11.

:}t'i::l'l;ld is also an integral domain follows from the
o However, not every field has a finite subfield. For
onal numbers possess no finite subfield. The tran-

al
etnllmbcrs arenot a field because § (the additive identiry)

63. (A)
Note that 27 =2 + 22+ 2" + 2°= (011011}, and 52=24+2+2

= (110100),. The result digitis 1 if and only if both respective digits
are 1. The result is therefore (010000), = 2t = 16.

64. (B)

Every density function must integrate 10 unity. (E) is not inte-
grable, while (A}, (), and (D) integrate to something otherthan 1. (B),
in fact. is an example of an exponential distribution.

65. (O
The contraposition of an implication is that the negation of the

conclusion implies the negation of the hypothesis. Thus,

-'1(-1RAS)=R V_IS='_|(P /\Q)='—‘PV"’Q°

66. (A)

First, note that the eigenvalues of A are A =2 and A, = L.
Corresponding eigenvectors are X =(2,3) and X, =(1,2). These
eigenvalues form the columns of a marrix S which can be used to
diagonalize A. The similarity matrix is therefore given by (A).




