GRE MATHEMATICS
TEST 1l

DETAILED EXPLANATIONS
OF ANSWERS

1. (B)
It is well-known that (1 — x)_l = z x".so(1 - Jc)-2 = z nx" ™

n=|

=D
by differentiation. Of course | x | < 1 is required for convergence. The
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2 (A)

From the diagram shown, vertex £ must lie on the lines y = x and

____.2 +b i . ( ab ab )
Y= =7 X+ b, soithas coordinates \ > 5/ found by

solving these equations simultaneously. By symmetry we must have

2 2
. a b
coonndates for vertex F as (a 37755/
bll
E (a! b)
F
- 0 b
‘F

Applying the distance formula,

\/az(a ~ 57+ b (b~ a)

d= (@ + b)

which reduces to (A),

3. (A)

If A=(132)(4)(5),then A2=(123) (4)(5yand A’=(1)(2) 3
(4) (5), the identity. Hence the cyclic subgroup generated by X is of
order 3. A, is of order 5!/2 = 60 and so the required index is 60/3 = 20.

4. (E)

The equation can be solved by separation of variables
t
- —f-é- and integration, yielding In M = — Tr(T + C . The value M =

M, when r =0 implies that C = In M, Taking the exponential of both

sides of the solution yields

au _

¢

M=Me ® 5o M(O20)=M oM
= Oe S0 ( )— De —"'"e"z-".

5. (D)
First, we must have f(1) = 1-a + & = 0. Thensince f'(1)=
n—1+42—a=0Iis also required, we must havea=n+ 1l so b=n.

6. (B)

If § is countable, then S U T is the union of countable sets and
hence countable. If S is uncountable, then $ U T is uncountable as
its cardinality is at least that of S . Counterexamples for the other cases:



{A) S ~ T iscountable but it may be finite.
For examnple,$=1{0,1,2,...},T={0,-1,-2,...}.

(C) S may be uncountabie and then § U T is also.

7. (E)

The amplitude of any wave in the form a sinkx + bcoskx is
- .
v a?+ b". This follows since factoring vV a* + b fromthe expres-
sion leaves coefficients = = and b = which have
A a:+b -\/ a*+ b

sum of squares equal to one. Hence we can rewrite the wave as

Vai+ b sin(kxt8) where6 = sin'l(—-———b———].
| Vat+ b’

As sin (kx & ) can be at most 1, the maximum is at

Vat+ 5 =5+ 128 = /169 = 13.

A calculus approach is much more difficult..

8. (C)

Each of the P passes through the extemal loop creates M + N
operations in the internal loops. Basic counting technique implies the
product P (M + N}, gives the total number of operations.

9. (B)
Directly, using the chain rule, f7(x) = 3 [g (x)}* - §"(x) and then
F(x) =6 g (x)[g () + 3 [g ()P g~ (x). Now the coefficients of the

series are related to g(x) in general as g™(0)=nla,. So g(0)=a,, g"(0)
=4, and g”’(0) = 2a,. Hence f (0} = Gao‘a'.2 +3a 2a,= 6‘10(0:2 +a.a,).

10. (E) X
_ X - - X - X N ;
f(f(x))_f(l-x) (1._ X ) l—-x-x 1-2x
- X
Likewise, X
_ X _ —2x - X
f(f(f(x)))—f( 1-21) a (1_ X ) 1-—3x
1-2x
1L (A)
S, contains 1 and all unit fractions 1/n . In all other §, , only the

numerators of the fractions change. Since the unit fraction % = _r;%

and this is in §, , we find that
S, &S, forall k, so 1§, =8,.
k=1

12. (B)

It is simplest to view the limit as a defnite integral in the form

lim Y f(a+kAx) Ax.

A e
In this case, Ax = I/nanda =1 so f(x) = 1/x. As usual, we can us¢
Ax(b —a) / n for interval {a, b} to conclude that b = 2. Thus, the lmit
is

J}% =]_nxﬁ =mm2=Ini=In2.
: _



i3, (E)
& 2 2 - 2 2 2
[ ax = | (f-{»a +b-—ade

o X +a’ o \X+a? x*+ g’

a 2 a Y
_ b—-a‘J
=[ 1+

'[,( x* + g &

@4 -m)a®+ b’
da

—(4-m) &L Tb_
( 71:)4+.4a.

14, (B)

For a relative minimum, we must simultaneously have f =
311--0):— 1=0,f = ~ax+2y =0,and D =f_- fw-—fz“ = l?.x—.a2
> () since f,=2> 0 independent of x, y. The first two conditions imply
y=ax2and 32 - L x_1=0. Solving the quadratic always

2
yields two roots,

where the + sign will yicld the necessary positive root for D > 0. Then

D=+ Va*+48 —a*=~+a*+48 >0 independent of the

choice of a. No lower bound exists.

15. (D)
The result (A) is a standard theorem in vector spaces. For (C), we

need only note that subspaces are closed under scalar multiplication so
25 < §. Bur, forevery xin S, 1/2x is in S and 2(1/2x) = x so
S ¢ 28, and we can conclude that § = 25 |, 50 25 is a subspace.

To show that (B) is not necessarily true, let the vector space be R?,
S={@a,®laeR} , T=((a, byla+b=0, a,bER}.-"I'henSand
T are subspaces of R? (this is easily checked), and S UT ={ (e, b
{b=0ora+b=0,a,beR}. Weseethat o 7T isnot a subspace
of R? because it is not closed under addition. For example, if we take
5,1 ESUT where s = (1,0 and r = (1,-1), then s+ = (2-1)

£SOUT.

16. (B
The Cauchy-Riemann conditions to be satisfied are

(2 +y*)  9(2x) I +yh)  0(2x)
dx oy and dy ~ dx °

which imply x=0andy=-1.

17. (D)

If y = f(x) is differentiably redundant of order » then ¥ —y =0 and
solutions are related to the nth roots of unity. Ciearly, the sum of two
functions, one of order m and the other of order n, yields a function of
order [ cm(m, n). This eliminates (B) which must be of order 4, (A} is
of order 6 since — 1/2 +i~/3 /2 are 3rd roots of unity. (C) is of order



6 since 1/2 + iy/3 /2 are 6th roots of unity. In each of these latter
cases we have primitive roots and this is necessary. For instance — | is
also a 6th root of unity but ¢ * is not of order 6.

18. (E)
The dimension of the solution space of a matrix always is given by
the number of colummns (7) or unknowns less the rank of the matrix (4).

19. (D) _
Non-isomorphic abelian groups of the same order, n, are effec-

tively the direct products Z, x LoX ...XZ, wheren Xn,X..n=

n and each n is a divisor of n. In this case, the products yielding 40 are

40,10% 4,8x 5,20x2,10x2x2,5x4x2, and5x2x 2% 2.

20. (B)

It may simply be well known that half the sums will be even
(including sum zero for the empty set) and the number of subsets is 2°
=512,501/2(512)—1=255 (forthe empty set). A more direct anaylsis
follows in that an even surmn results in each of the 2* = 16 subsets
containing only the even integers, 2, 4, 6, 8. These may be combined
with either 0, 2, or 4 odd numbers and the number of ways to choose

these is
= 1, = , Or = 2, respectively,
0 2 4 pecHved

Hence the total 16(1 + 10 + 5) = 162 = 256 which includes the empty
set.

21, (B)

Given X = {x,v}, every topology must contain the opes
X and ¢ , the empty set. When these are the only open sets, we
one (uivial) topology. The other three possible topologies are |

({¥}}, and {(x}, {¥}}.

22. B)

This is very tedious by direct means, but generally the boun
/1f(¢)lwhen f is differentiable and f*(c) #0, onan interval conta
¢. In this case f(2) = 23,

23. (B)
Since 3*=27=(~1) (mod 7) we find 3'¥*=(—1)*=1 (mod 7),.

=32 (mod 7)= 2{(mod 7).

24, (O
The Heaviside method yields the coefficient
£+l _=2 _2
s#-21s=-3 -5 3

25. (D) |

By substitution y = g (ay* + 2 + 2. Then y = 1 implies a(fl
+1=0o0ra® +4a*+4a + 1 =0 with obvious solutiona =- 1 yi¢
the factor a? + 3a + 1 with two real (irrational) roots.



26. (D) .

H ~ K is always a subgroup and invariance follows easily. HK
is a subgroup since invariance guarantees that 7K = Kff . Finally, HK
is invariant since gHK = HgK = HKg ,forall g e G.

27. (E)

Since x=x* wemusthavex+y=(x+ y\= x3+y’-i_-,xy+yx=
x+y+xy+yx. Soxy+yx =0. When x=ywe get2r’=2x=0s0
x =-—x. Combining we find xy =~ yx = yx and R is commutative.

28. (B)

For a =r+s~\/ﬁ eD lct'a"zr—:f\/ﬁsD.Thenonnof
ais N{a)=aa=r*-17s". Itis well known that N@N() =
N(ab) and this implies that whenever N(a) is prime then a is irreduc-
ible. The norms of the choices show only one prime,N(9 — 2+/17 )
=81 —68 = 13.

29. (B
Direct substitution yields

k (k-1 X 3k ~-4xF =0,

and since x is not always 0, we can claim that ¥~ 4k —4 = ( and solve

fork=2+2~/2 .

30. (©
Since (3 + 1) = x* + 23 + 1 we can find that

st l=(x2+ 1+ /200G +1- /20,

31 (O

This slope 1s the directional derivative of z at (1, 3) in the direction
given by ; + 3’J =7 {avector of SIDI;:'C 3. To com}mtc thig, wc need
the gradient vector V=, 1 +z,jor 2x: 2yj=2i~ 6; Then
the directional derivative is
v (2-18)

Vi~ V1o 5

Ve

32. (B)
Since the row sums are all equal to g + (7 — 1) b this must be an
eigenvalue corresponding to the eigenvector, ¥ = (1,1,...,1).

La)
(¥

(E)
The correct relationship is

drr*)
VOLUME 3

APEA .

The formula should be

3 - %

(=%
0 |oo

34, (@A)
To have eigenvaive A = 1 we musthave | A~ 1 =0.
k-1 1 2
=1 1 k| = 28" -5k+ 2= (2k- 1)(k-2) =
1 2 2

50 k=1/2 or k = 2 will suffice.



35. (A)
Inpolar form, r = ¢™ and 24 = g/ %4 The pertiodic quality of ¢
means z¥¢ =g % = _

36. (B)

For a solution of rclanvely small magnitude, as proposed, we may
approximate & ¥'® by e = 1, Then solving I — e *=¢ !implies e~* =
l-elor—x=In(l-¢! )or

€
x=m((—e—_—5)=1—1n(e—1)=1-1n(1.713+).

Since /3 =1.732 + the best choice is 1 - In /3 < 1~ 21In3.

37. (D)
The necessary algebra is
1
1 1 (z-l) N
z-—4_z-l—3-1_ _z—lz___\:)(z-—l)
(z-l)

by the formula for the sum of a geometric series. Then the coefficient
corresponds to n = 1 in the form

PP

n=0

38. (A)
The Fundamental Theorem of Calculus states that

é‘i—['[’ £ d:Jz Flx).

Then by the chain rule we must have

2(1" o dr} = 2x f(xt) = — 24

(1+

4 -
(1+64) ~

in this case. Evaluation at x = 2 yields

39. O
By comparison methods the series has partial sy

2. 3‘t 2.3
The latter sum is geometric and itg corresponding se

L1 .1
B, 1|72
3

40, (B)

Since the entries in each row are one unit apart, th
Tow equivalent to the matrix. shown where the ranl
visible. Actally 1 2 2 could be used without changir

(2 3 4 .. (n+ 1Y
111 .1
06 00 ...0
4
.0 0 6 ... 0 )




4.  (B)

The inverse x , must satisfy the equation 10x = I (17) in modular
arithmetic or 10x = 17y + 1. Apparently 17y ends in the digit 9, and so
¥ =7 must be the case. Then 10x =119 + [ implies x=12 .

42. (B)

By substitution of y = x + b from the latter equation we get x2 ~ x
—b=aorx’*—x- (a + b)=0 in the former. The quadratic formula
implies two distinct solutions for x unless (a + b)=—1/4, and then x
= 1/2 follows from (x - 1/2P =0 .

43. (D)
By basic properties, log 64 =log,4°=3. Clearly, log,343 =log 7°
log, x
= 3. Also a standard identity for change of base is log o X = E;&? )

so (B) is also correct.

4.  (A)

The points on the unit circle corresponding to arcs of integral
measurement (whole radians) are dense in the circle. We know that ¥
is a limit point of § if every neighborhood of y contains x # y such that
X€S. Since the whole radians are dense in the circle, the values of tan
k,K=1,2,3, ... are dense in the real numbers. Hence if y is any real
number, then any neighborhood of y will also contain a value of tan (k)
#y.k=1,2,3,...,s0the limit points of § consist of all the points on
the real line. This means that the entire range (— e, o) of the real
function f(x)‘ = tan x 1s the set of limit points.

45. (E)

As in problem 44, the points on the unit ¢ircle comresponding to
whole radians are dense in the circle. Hence the values of sin(n) , n=
1,2,3, ... are dense in the range of sin », namely [~1, 1). Therefore,

iim inf{sin n} = inf{—1,1} = =1 and lim sup {sinn} sup{~1,1}

n— - LT

= 1| so the difference is—1 —1 =32 .

46. (A)

In the diagram, the diagonal is the base of an 1sosceles triangle with
external angle 2x/5. The base angles must be #/5. Therefore, the base
is 2 cos w/5.

47. (D)

The characteristic polynomial of the equation is 7?2 —2m —8 =
(m~4) (m + 2), implying that the general form of all solutions is y =
¢,e"+c,e ™ . Only (D) is in this form.

48, (E)
If f(x) is strictly increasing then g(x) = —f(x) must be strictly
decreasing and hence has no maximum since gfa) is undefined,



35 (A

In polar form, z = ¢ and z'* = €14 | The periodic quality of ¢
means z4 ==,
36.  (B)

For a solution of relatively small magnitude, as proposed, we may
approximate ¢ *'® by e’ = I. Then solving | —e*= ¢! implies -* =
l-elor—x=In(l-e!)or '

xfh(-(?—f;l-)—)zl—ln(e-—l)=1—1n(1.718+).

Since ﬁ=1.732+ the best choice is l—ln\/BT:I—%lnB.

37. (D)
The necessary algebra is
1
1 1 (z = 1) 1 2/ 3y
z—4-z—1—3_1_ 3 _z—-lgo(z—-l)’
(z-1)

by the formula for the sum of a geometric series. Then the coefficient
corresponds to n = 1 in the form

i 3"z-n"7,

n=0

38. (A)
The Fundamental Theorem of Calculus states that

g"';[] £ dr}=f(x).

Then by the chain mie we must have

4 _ .2
dx[.L 7o) df] —2xff,x2)—a—;£;gj-

4 4

in this case. Evaluation at x = 2 yields m = %5 -

3% (D
By comparison methods the series has partial sums
1 1 1 1 1 1
+ + + ..+ = < +
2.3 3.3 4.4 n 3 2.3 o3
+ 1 T
2.3 2.3

The latter sum is geometric and its corresponding series sums to

_1_( Ly L
18 1712
Y

40. ®)

Since the entries in each row are one unit apart, the given matix is
TOW equivalent to the matrix. shown where the rank of 2 is easily
visible. Actually » 2 2 could be used without changing the result.

(2 3 4 . (n+ 1)
111 .1
0 00 .. 0
¢
0 00 ... 0 J




4]. (B)
The inverse x , must satisfy the equation 10x = | (17) in modular

arithmeric or 10x = 17y + 1. Apparently 17y ends in the digit 9, and so
¥ =7 must be the case. Then 10x = 119 + 1 implies x = 12 .

42. (BE)

By substitution of y = x + & from the latter equation we get x* — i
~b=aorx’-x— (@ +b)=01in the former. The quadratic formula
implies two distinct solutions for x unless (@ + b) =—1/4, and then x
= 1/2 follows from (x - 122 =0 .

43. (D)
By basic properties, iog 64 =log 4*=3. Clearly, log,343 =log 73
log, x
= 3. Also a standard identity for change of base is log x = ggg—-g ,

so (B) is also correct.

44,  (A)

The points on the unit circle corresponding to arcs of integral
measurement (whole radians) are dense in the circle. We know that y
is a limit point of § if every neighborhood of y contains x y such that
Xx€S§ . Since the whole radians are dense in the circle, the values of tan
kK K=1,213, ... aredense in the real nurnbers. Hence if y is any rea]
number, then any neighborhood of y will also contain a value of tan (k)
#y,k=1,2,3, ..., so the limit points of S consist of all the points on
the real line. This means that the entire range {— oo, ¢o) of the real
function f(.r)_ =tan x is the set of limit points.

45. (E)

As in problem 44, the points on the unit circle corresponding o
whole radians are dense in the circle. Hence the values of sin(n) , n=
1,2,3, ... are dense in the range of sin» | namely [-1, 1]. Thercforc,

lim inf{sin n} = inf{-1,1} = -1 and Lim sup {sinn} sup{~1, 1}

o - H—h

= 1 so the difference is —1 -1 =2 .

46. (A

Inthe diagram, the diagonal is the base of an isosceles triangle with
external angle 2r/5. The base angles must be /5. Therefore, the base
is 2 cos /5.

47. (D)

The characteristic polynomial of the equation is 7? —2m -8 =
(m—4) (m + 2), implying that the general form of all solutions is y =
¢, + c.e”* . Only (D) is in this form.

48. (B)
If f(x) is strictly increasing then g(x) = —f(x) must be strictly
decreasing and hence has no maximum since g(a) is undefined.



y 4
fix)
0]ac b %
&)
49.  (B)
Permurations of = n, +n,+n, objects, when groups of . , n,, and
L n!
1, are not distinguishable, total 7 1—! n-—zl ” 3‘; Inthiscasen=6,n =1
L} 1 L
)
n2=2,n3=3. So we get 1!26"3' = 71%?0 =60 .

50. (A)

. There are two possible stuctures. In the first, the side of length 5
.15 the base, and then the median from the Opposite vertex is 3 times the
11:1rad1us in length so the area is 3(3/2)(5/2) = 45/4 . In the second, the
side of length 5 is one of two equal sides, and then the base must be

/ 2
24/25-9(3/2)" =19 <5 sothcmaximumis45/4.

5.  (B)
I'n spherical coordinates, ¢ Tepresents the angle from the positive
Z-axis to the line generating a cone with z-axis of Symmetry and center

at the origin. In i i =
2 g spherical coordinates (P =x2 4324 224 g o

Also2cos® =2=~ -‘/xz-% y2

= - .\/Ebzsinzécosz‘b + p?sin® ®sin? @

= 2cosP=- ,(pzsj.nztb =~p sin® =-25inH

sin®
cos @

LA
-

= 6=

So in this case, the surfaces, in spherical coordinates, have equ
p =2, (a sphere) and ® = 3x/4 (a lower half-cone).

52.  (B)
Each subcomponent has reliability 1 — (1-R)*=R{(2~R).T
series 0 | n subcomponents must have reliability R*(2- R)" .

53. (D)
Forthe given family, y" = y/x ; thus, the orthogonal family s
the differential equation y’ = — x/y . In separated form, we f:

+ ydy = 0, which can be integrated directly to yield 522.- + %—

where C is arbitrary, so X’ + y¥* = 2C =77, giving circles cen

(0, 0).



34, E

In st(a.n)da:d form the linear difference equation is Koz = Xy = 6x_
=— 36n, which implies characteristic roots 3 ang — 2 and a particular
solution in the form An + B . Substitution leads to matching of
coefficients via—~6An+ A— 6B = —36n,50-64=-36and 4 = 6, Then
6-68=0andB=1. All solutions mustbe in the form x, =¢ 3" + c,
(-2 +6n+ 1 where ¢, , C, are arbitrary constants. (E) is in this form
with ¢, = 0 and ¢, =2

55. (A)

Continuity implies £-' () must be open in X for every open set
Uin X . But then f(f- (U))= U shows U is the image under f of an
openset. Since f is 2 surjection, - (U) is well-defined for every open
set. A counterexample for both (B)and (C)is f(x)=e*sinxon the reals.

36. (D)
The negative of the gradient vector always supplies this direction.

Here
-Vz=- y2?+ 2&)’}5[(2

~1)

A A
=—j+ 4,

57. (D)
Euler’s formula states thatV-E+ F=2 HereV= 27 and E =40
so F =15,

38.  (O)
The term in the expansion is given combinatorially by

5 3
(3 sz(—2y) =80 x%y° .

39.  (B)
The partial fractions expansion multiplied by x gives
A
X5+ ) B3 + ¢ 2| = & 3
T Q+3x7 ] x2+ 3x)

Taking limits as x — + e yieldsA+B/3=0. A=1/4 by the following
calculations:

A _B Cx+D
Xt 7yt o 2

{2+ 3x) x(2+ 3x)
=>A(2+3x)2+Bx(2+3x)+(Cx+D)x=1
= 4A =1, since all other terms will contain a factor of x ,

i
==»A—-';4-.

S0 B =~ 3/4 and the integral of this :ennis(-%)@)h 12 + 32|

60. (D)

It is well known that in the waiting time mode] the probability of
A tail will be 1/T. Then the probability of at least two tails is the
complement of zero or one tail. As usual, this ig

=(-3) (-1 (@)



Using T * as a cornmon denominator yields the numerator
3T 37 -1
T (-1 -3TT-1)

=17 -1 T -1+ 7).

61. (B)

The quadrilateral can be split into two triangles by the diagonal
joining (1,4) and (3, 2) as shown. The triangles have simpie centroidal
first coordinates 4/3 and 9/3 as the average of those for their vertices.
The sides of the triangles are identical, so the average of these is the

centroid coordinate 4/6 + 9/6 = 13/6.

"{1'4} (5,5)

62. (A)
All that is needed is to show closure under the operations. For (A),
ifxr=0andxs=0thenxr +xs=0+0=0and () (x5)=0-0=0.

(B) will not contain 0 and this is a must for a subring.

(C) may not contain O if x is not nilpotent.

(D) fails to guarantee that (x) (nx) = mnx® is a multiple of x.

For example, let R be the ring of 2 X 2 matrices.

63. (E)
The limit can be simplified as

tim _1_[111? f(2+m+nr)l-f(2_+m) i f_(z_i%:iﬁ)_]

m =0

Cife+m-f 2y -
- 1 (LT ]=f(2)=~—22—1=—

n—4Q A=

1
4

m =0

by the definition of derivative since f is twice differentiable at x = 2

64. (A)

Every open set containing a cluster point of E must contain some
Q%l'l_g I?omt in E. Since {x } is open, X, can never be a cluster point,
Likewise {x , x,} is open and contains only x,in E 50 x is not a cluster
point. Forx ,n2 3, every open set containing x, also contains x, in E,
50 these are all cluster points.

65. (O

The weights can be thought to act as their centers. Further, the
proportion of the weight supported at the left is the ratio of the distance
to the right support and the total distance between supports. In this
case, we get 100 (16/20) + 200(3/20) = 80 + 30 = 110.

66. (A)

The series may diverge if a is not a senes of terms all of the same
ion. E (-1 i
sign. For example, let g, = iy el Then £. *3» converges by

- nm|
the alternating series test. However, 2 a; is the well-known di-
o

vergent harmoric series.




