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General Case: For vector spaces $V_{1}, \ldots, V_{p}, Z$ the tensor product $V_{1} \otimes \cdots \otimes V_{p}$ has basis $\left\{\mathbf{v}_{i_{1}} \otimes \cdots \otimes \mathbf{v}_{i_{p}}\right\}$ and linearizes $p$-multilinear maps $f: V_{1} \times \cdots \times V_{p} \rightarrow Z$.

Notation: $V^{\otimes p}=V \otimes \cdots \otimes V$ ( $p$ factors)
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Notation: $V^{\otimes p}=V \otimes \cdots \otimes V$ ( $p$ factors)

$$
V^{\otimes(p, q)}=V^{\otimes p} \otimes\left(V^{*}\right)^{\otimes \boldsymbol{q}} \quad \text { mixed tensors of type }(p, q)
$$

Basis for $V^{\otimes(p, q)}$ from basis/dual basis for $V$ and $V^{*}$ :
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## Mixed Tensors

Notation: $V^{\otimes p}=V \otimes \cdots \otimes V$ ( $p$ factors)

$$
V^{\otimes(p, q)}=V^{\otimes p} \otimes\left(V^{*}\right)^{\otimes \boldsymbol{q}} \quad \text { mixed tensors of type }(p, q)
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"Contraction is an operation of almost magical efficiency"
(Tensor Analysis, Encyclopedia Britannica, 14th ed.)
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As a module for $\mathrm{GL}(V) \times \mathfrak{S}_{k}, \quad V^{\otimes k} \cong \bigoplus_{\lambda} E_{\lambda} \otimes F_{\lambda}$

- $\lambda$ runs over all partitions of $k$ with at most $\operatorname{dim} V$ parts
- $E_{\lambda}$ is an irreducible representation of $\mathrm{GL}(V)$, and only occurs in the decomposition paired with $F_{\lambda}$
- $F_{\lambda}$ is an irreducible representation of $\mathfrak{S}_{k}$, and only occurs in the decomposition paired with $E_{\lambda}$
trivial representation of $\mathfrak{S}_{k} \longleftrightarrow S^{k}(V)$
sgn representation of $\mathfrak{S}_{k} \longleftrightarrow \bigwedge^{k}(V)$
- $G L(V)$ acts on the first tensor factor in $E_{\lambda} \otimes F_{\lambda}$
- $\mathfrak{S}_{k}$ acts on the second tensor factor in $E_{\lambda} \otimes F_{\lambda}$
- There are explicit operators (Young symmetrizers) that project on the subspaces $E_{\lambda}$ and $E_{\lambda} \otimes F_{\lambda}$

Lots of interesting algebra, analysis, and combinatorics!

