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We study the two primary families of spaces of finite element differential forms with respect to a simpli-
cial mesh in any number of space dimensions. These spaces are generalizations of the classical finite ele-
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directly to explicit local bases for them, generalizing the Bernstein basis for ordinary Lagrange finite ele-
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arbitrary order of the differential forms, and an arbitrary simplicial triangulation in any number of space
dimensions. A prominent role in the construction is played by the notion of a consistent family of exten-
sion operators, which expresses in an abstract framework a sufficient condition for deriving a geometric
decomposition of a finite element space leading to a local basis.
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1. Introduction where the spaces Kk are finite-dimensional subspaces of HKkðXÞ
The study of finite element exterior calculus has given increased
insight into the construction of stable and accurate finite element
methods for problems appearing in various applications, ranging
from electromagnetics to elasticity. Instead of considering the de-
sign of discrete methods for each particular problem separately,
it has proved beneficial to simultaneously study approximations
of a family of problems, tied together by a common differential
complex.

To be more specific, let X � Rn and let HKkðXÞ be the space of
differential k forms x on X, which is in L2, and where its exterior
derivative, dx, is also in L2. The L2 version of the de Rham complex
then takes the form

0! HK0ðXÞ!d HK1ðXÞ!d � � �!d HKnðXÞ ! 0:

The basic construction in finite element exterior calculus is of a cor-
responding subcomplex

0! K0
h!

d
K1

h!
d � � �!d Kn

h ! 0;
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consisting of piecewise polynomial differential forms with respect
to a partition of the domain X. In the theoretical analysis of the sta-
bility of numerical methods constructed from this discrete complex,
bounded projections Ph : HKkðXÞ ! Kk

h are utilized, such that the
diagram
commutes. For a general reference to finite element exterior calcu-
lus, we refer to the survey paper [2], and references given therein.
As is shown there, the spaces Kk

h are taken from two main families.
Either Kk

h is one of the spaces PrK
kðTÞ consisting of all elements of

HKkðXÞ which restrict to polynomial k-forms of degree at most r on
each simplex T in the partition T, or Kk

h ¼ P�r KkðTÞ, which is a
space which sits between PrK

kðTÞ and Pr�1K
kðTÞ (the exact defini-

tion will be recalled below). These spaces are generalizations of the
Raviart–Thomas and Brezzi–Douglas–Marini spaces used to discret-
ize HðdivÞ and HðrotÞ in two space dimensions and the Nédélec edge
and face spaces of the first and second kind, used to discretize
HðcurlÞ and HðdivÞ in three space dimensions.

A key aim of the present paper is to explicitly construct geomet-
ric decompositions of the spaces PrK

kðTÞ and P�r KkðTÞ for arbi-
trary values of r P 1 and k P 0, and an arbitrary simplicial
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partition T of a polyhedral domain in an arbitrary number of space
dimensions. More precisely, we will decompose the space into a di-
rect sum with summands indexed by the faces of the mesh (of arbi-
trary dimension), such that the summand associated to a face is the
image under an explicit extension operator of a finite-dimensional
space of differential forms on the face. Such a decomposition is
necessary for an efficient implementation of the finite element
method, since it allows an assembly process that leads to local
bases for the finite element space. The construction of explicit local
bases is the other key aim of this work.

The construction given here leads to a generalization of the so-
called Bernstein basis for ordinary polynomials, i.e., 0-forms on a
simplex T in Rn, and the corresponding finite element spaces, the
Lagrange finite elements. See Section 2.3 below. This polynomial
basis is a well known and useful theoretical tool both in finite ele-
ment analysis and computational geometry. For low order piece-
wise polynomial spaces, it can be used directly as a
computational basis, while for polynomials of higher order, this ba-
sis can be used as a starting point to construct a basis with im-
proved conditioning or other desired properties. The same will be
true for the corresponding bases for spaces of piecewise polyno-
mial differential forms studied in this paper.

This paper continues the development of geometric decomposi-
tions begun in [2, Section 4]. In the present paper, we give a prom-
inent place to the notion of a consistent family of extension
operators, and show that such a family leads to a direct sum
decomposition of the piecewise polynomial space of differential
forms with proper interelement continuity. The explicit notion of
a consistent family of extension operators is new to this paper.
We also take a more geometric and coordinate-independent ap-
proach in this paper than in [2], and so are able to give a purely
geometric characterization of the decompositions obtained here.
The geometric decomposition we present for the spaces P�r Kk here
turns out to be the same as obtained in [2], but the decomposition
of the spaces PrK

k obtained here is new. It improves upon the one
obtained in [2], since it no longer depends on a particular choice of
ordering of the vertices of the simplex T, and leads to a more
canonical basis for PrK

k.
The construction of implementable bases for some of the spaces

we consider here has been considered previously by a number of
authors. Closest to the present paper is the work of Gopalakrishnan
et al. [4]. They give a basis in barycentric coordinates for the space
P�r K1, where T is a simplex in any number of space dimensions. In
this particular case, their basis is the same as we present in Section
9. In fact, Table 3.1 of [4] is the same, up to a change in notation, as
the left portion of Table 9.2 of this paper. As will be seen below, ex-
plicit bases for the complete polynomial spaces PrK

k are more
complicated than for the P�r Kk spaces. To our knowledge, the basis
we present here for the PrK

k spaces have not previously appeared
in the literature, even in two dimensions or for small values of r.

Other authors have focused on the construction of p-hierarchi-
cal bases for some of the spaces considered here. We particularly
note the work of Ainsworth and Coyle [1], Hiptmair [5], and Webb
[7]. In [1], the authors construct hierarchical bases of arbitrary
polynomial order for the spaces we denote PrK

k, k ¼ 0; . . . ;3,
r P 1, and T a simplex in three dimensions. In Section 5 of [5], Hip-
tmair considers hierarchical bases of P�r Kk for general r, k, and sim-
plex dimension. In [7], Webb constructs hierarchical bases for both
PrK

k and P�r Kk, for k ¼ 0;1 in one, two, and three space dimen-
sions. The approaches of these three sets of authors differ. Even
when adapted to the simple case of zero-forms, i.e., Lagrange finite
elements, they produce different hierarchical bases, from among
the many that have been proposed. Our approach is quite distinct
from these in that we are not trying to find hierarchical bases, but
rather we generalize the explicit Bernstein basis to the full range of
spaces PrK

k and P�r Kk.
In the present work, by treating the PrK
k and P�r Kk families to-

gether, and adopting the framework of differential forms, we are
able to give a presentation that shows the close connection of these
two families, and is valid for all order polynomials and all order dif-
ferential forms in arbitrary space dimensions. Moreover, the view-
point of this paper is that the construction of basis functions is a
straightforward consequence of the geometric decomposition of
the finite element spaces, which is the key ingredient needed to
construct spaces with the proper interelement continuity. Thus,
the main results of the paper focus on these geometric
decompositions.

An outline of the paper is as follows: In the next section, we de-
fine our notation and review material we will need about barycen-
tric coordinates, the Bernstein basis, differential forms, and
simplicial triangulations. The PrK

k and P�r Kk families of polyno-
mial and piecewise polynomial differential forms are described in
Section 3. In Section 4, we introduce the concept of a consistent
family of extension operators and use it to construct a geometric
decomposition of a finite element space in an abstract setting. In
addition to the Bernstein decomposition, a second familiar decom-
position which fits this framework is the dual decomposition,
briefly discussed in Section 5. Barycentric spanning sets and bases
for the spaces PrK

kðTÞ and P�r KkðTÞ and the corresponding sub-
spaces P�rK

kðTÞ and P��r KkðTÞ with vanishing trace are presented
in Section 6. The main results of this paper, the geometric decom-
positions and local bases, are derived in Sections 7 and 8 for
P�r KkðTÞ and PrK

kðTÞ. Finally, in Section 9, we discuss how these
results can be used to obtain explicit local bases, and tabulate such
bases in the cases of 2 and 3 space dimensions and polynomial
degree at most 3.
2. Notation and preliminaries

2.1. Increasing sequences and multi-indices

We will frequently use increasing sequences, or increasing
maps from integers to integers, to index differential forms. For
integers j; k; l;m, with 0 6 k� j 6 m� l, we will use Rðj : k; l : mÞ
to denote the set of increasing maps fj; . . . ; kg ! fl; . . . ;mg, i.e.,

Rðj : k; l : mÞ ¼ fr : fj; . . . ; kg ! fl; . . . ;mgjrðjÞ < rðjþ 1Þ < � � �
< rðkÞg:

Furthermore, srt will denote the range of such maps, i.e., for
r 2 Rðj : k; l : mÞ, srt ¼ frðiÞji ¼ j; . . . ; kg. Most frequently, we will
use the sets Rð0 : k;0 : nÞ and Rð1 : k;0 : nÞ with cardinality

nþ 1
kþ 1

� �
or nþ 1

k

� �
, respectively. Furthermore, if

r 2 Rð0 : k;0 : nÞ, we denote by r� 2 Rð1 : n� k;0 : nÞ the comple-
mentary map characterized by

srt [ sr�t ¼ f0;1; . . . ;ng: ð2:1Þ

On the other hand, if r 2 Rð1 : k;0 : nÞ, then r� 2 Rð0 : n� k;0 : nÞ is
the complementary map such that (2.1) holds.

We will use the multi-index notation a 2 Nn
0, meaning

a ¼ ða1; � � � ;anÞ with integer ai P 0. We define xa ¼ xa1
1 � � � xan

n , and
jaj :¼

P
ai. We will also use the set N0:n

0 of multi-indices
a ¼ ða0; � � � ;anÞ, with xa :¼ xa0

0 � � � xan
n . The support sat of a multi-in-

dex a is fijai > 0g. It is also useful to let

sa;rt ¼ sat [ srt; a 2 N0:n
0 ; r 2 Rðj : k; l : mÞ:

If X � Rn and r P 0, then PrðXÞ denotes the set of real valued poly-
nomials defined on X of degree less than or equal to r. For simplic-
ity, we let Pr ¼ PrðRnÞ. Hence, if X has nonempty interior, then

dim PrðXÞ ¼ dim Pr ¼
r þ n

n

� �
. The case where X consists of a sin-



Fig. 2.1. The Bernstein basis of P4ðTÞ for a triangle T. One basis function is
associated with each vertex, three with each edge, and three with the triangle. The
basis functions associated with any face f are obtained by extending basis functions
for P�4ðf Þ to the triangle.
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gle point is allowed: then PrðXÞ ¼ R for all r P 0. For any X, when
r < 0, we take PrðXÞ ¼ f0g.

2.2. Simplices and barycentric coordinates

Let T 2 Rn be an n-simplex with vertices x0; x1; . . . ; xn in general
position. We let DðTÞ denote all the subsimplices, or faces, of T,
while DkðTÞ denotes the set of subsimplices of dimension k. Hence,

the cardinality of DkðTÞ is nþ 1
kþ 1

� �
. We will use elements of the set

Rðj : k; 0 : nÞ to index the subsimplices of T. For each
r 2 Rðj : k;0 : nÞ, we let fr 2 DðTÞ be the closed convex hull of the
vertices xrðjÞ; . . . ; xrðkÞ, which we henceforth denote by
½xrðjÞ; . . . ; xrðkÞ�. Note that there is a one-to-one correspondence be-
tween DkðTÞ and Rð0 : k; 0 : nÞ. In fact, the face fr is uniquely deter-
mined by the range of r, srt. If f ¼ fr for r 2 Rðj : k;0 : nÞ, we let
the index set associated to f be denoted by Iðf Þ, i.e., Iðf Þ ¼ srt.
If f 2 DkðTÞ, then f � 2 Dn�k�1ðTÞ will denote the subsimplex of T
opposite f, i.e., the subsimplex whose index set is the complement
of Iðf Þ in f0;1; . . . ;ng. Note that if r 2 Rð0 : k;0 : nÞ and f ¼ fr,
then f � ¼ fr� .

We denote by kT
0; k

T
1; . . . ; kT

n the barycentric coordinate functions
with respect to T, so kT

i 2 P1ðTÞ is determined by the equations
kT

i ðxjÞ ¼ dij, 0 6 i; j 6 n. The functions kT
i form a basis for P1ðTÞ,

are non-negative on T, and sum to 1 identically on T. Moreover,
the subsimplices of T correspond to the zero sets of the barycentric
coordinates, i.e., if f ¼ fr for r 2 Rð0 : k;0 : nÞ, then f is character-
ized by

f ¼ fx 2 TjkT
i ðxÞ ¼ 0; i 2 sr�tg:

For a subsimplex f 2 DðTÞ, the barycentric coordinates functions
with respect to f, fkf

i gi2Iðf Þ � P1ðf Þ, satisfy

kf
i ¼ trT;f k

T
i ; i 2 Iðf Þ: ð2:2Þ

Here the trace map trT;f : P1ðTÞ ! P1ðf Þ is the restriction of the
function to f. Due to the relation (2.2), we will sometimes omit
the superscript T or f, and simply write ki instead of kT

i or kf
i . Note

that, by linearity, the map kf
i ! kT

i ; i 2 Iðf Þ, defines a barycentric
extension operator E1

f ;T : P1ðf Þ ! P1ðTÞ, which is a right inverse of
trT;f . The barycentric extension E1

f ;T p can be characterized as the un-
ique extension of the linear polynomial p on f to a linear polynomial
on T which vanishes on f �.

2.3. The Bernstein decomposition

Let T ¼ ½x0; x1; . . . ; xn� � Rn be as above and fkign
i¼0 � P1ðTÞ the

corresponding barycentric coordinates. For r P 1, the Bernstein ba-
sis for the space PrðTÞ consists of all monomials of degree r in the
variables ki, i.e., the basis functions are given by

fka ¼ ka0
0 ka1

1 � � � k
an
n ja 2 N0:n

0 ; jaj ¼ rg: ð2:3Þ

(It is common to take the scaled barycentric monomials ðn!=a!Þka as
the Bernstein basis elements, as in [6], but the scaling is not rele-
vant here, and so we use the unscaled monomials.) Of course, for
f 2 DðTÞ, the space Prðf Þ has the corresponding basis

fðkf Þaja 2 N0:n
0 ; jaj ¼ r; sat #Iðf Þg:

Hence, from this Bernstein basis, we also obtain a barycentric
extension operator, E ¼ Er

f ;T : Prðf Þ ! PrðTÞ, by simply replacing kf
i

by kT
i in the bases and using linearity.

We let P�rðTÞ denote the subspace of PrðTÞ consisting of polyno-
mials which vanish on the boundary of T or, equivalently, which
are divisible by the corresponding bubble function k0 � � � kn on T.
Alternatively, we have

P�rðTÞ ¼ spanfkaja 2 N0:n
0 ; jaj ¼ r; sat ¼ f0; . . . ; ngg: ð2:4Þ
Note that multiplication by the bubble function establishes an iso-
morphism Pr�n�1ðTÞ ffi P�rðTÞ.

The Bernstein basis (2.3) leads to an explicit geometric decom-
position of the space PrðTÞ. Namely, we associate to the face f, the
subspace of PrðTÞ that is spanned by the basis functions ka with
sat ¼ Iðf Þ. We then note that this subspace is precisely E½P�rðf Þ�,
i.e.,

E½P�f ðf Þ� ¼ spanfkaja 2 N0:n
0 ; jaj ¼ r; sat ¼ Iðf Þg: ð2:5Þ

Clearly,

PrðTÞ ¼ �
f2DðTÞ

E½P�rðf Þ�; ð2:6Þ

which we refer to as the Bernstein decomposition of the space PrðTÞ.
This is an example of a geometric decomposition, as discussed in
the introduction. An illustration of the decomposition (2.6) is given
in Fig. 2.1.

Moreover, the extension operator E may also be characterized
geometrically, without recourse to barycentric coordinates. To ob-
tain such a characterization, we first recall that a smooth function
u : T ! R is said to vanish to order r at a point x if

ðoauÞðxÞ ¼ 0; a 2 Nn
0; jaj 6 r � 1:

We also say that u vanishes to order r on a set g if it vanishes to or-
der r at each point of g. Note that the extension operator E ¼ Er

f ;T has
the property that for any l 2 Prðf Þ, El vanishes to order r on f �. In
fact, if we set

PrðT; f Þ ¼ fx 2 PrðTÞjx vanishes to order r on f �g;

we can prove

Lemma 2.1. PrðT; f Þ ¼ E½Prðf Þ� and for l 2 Prðf Þ, El ¼ Er
f ;Tl can be

characterized as the unique extension of l to PrðT; f Þ.

Proof. It is easy to see that E½Prðf Þ�#PrðT; f Þ. To establish the
reverse inclusion, we observe that if f � ¼ fxig, then x 2 PrðTÞ van-
ishes at f � if and only if it can be written in the form

x ¼
X
jaj¼r

cak
a;

where the sum is restricted to multi-indices i for which ai ¼ 0. For a
more general set f �, this fact will be true for any i 2 Iðf �Þ and hence
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x ¼
X
jaj¼r

sat #Iðf Þ

cak
a;

and so x 2 E½Prðf Þ�. �

We also note that it follows immediately from Lemma 2.1 that
the space E½P�rðf Þ� appearing in the Bernstein decomposition (2.6) is
characterized by

E½P�rðf Þ� ¼ fx 2 PrðTÞjx vanishes to order r on f �; trT;f x 2 P�rðf Þg:

In this paper, we will establish results analogous to those of this
section for spaces of polynomial differential forms, and in particu-
lar, direct sum decompositions of these spaces analogous to the
Bernstein decomposition (2.6).

2.4. Differential forms

Next we indicate the notations we will be using for basic con-
cepts related to differential forms. See [2, Section 2] or the refer-
ences indicated there for a more detailed treatment. For k P 0,
we denote by AltkV the set of real-valued, alternating k-linear
maps on a vector space V (with Alt0 V ¼ R). Hence, AltkV is a vector

space of dimension dimV
k

� �
. The exterior product, or the wedge

product, maps AltjV 	 AltkV into AltjþkV . If x 2 AltkV and v 2 V ,
then the contraction of x with v, xyv 2 Altk�1V , is given by
xyvðv1; . . . ;vk�1Þ ¼ xðv ;v1; . . . ;vk�1Þ.

If X is a smooth manifold (e.g., an open subset of Euclidean
space), a differential k-form on X is a map which assigns to each
x 2 X an element of AltkTxX, where TxX is the tangent space to X
at x. In case f is an open subset of an affine subspace of Euclidean
space, all the tangents spaces Txf may be canonically identified,
and we simply write them as Tf .

We denote by KkðXÞ the space of all smooth differential k-forms
on X. The exterior derivative d maps KkðXÞ to Kkþ1ðXÞ. It satisfies
d 
 d ¼ 0, so defines a complex

0! K0ðXÞ!d K1ðXÞ!d � � �!d KnðXÞ ! 0;

the de Rham complex. If F : X! X0, is a smooth map between
smooth manifolds, then the pullback F� : KkðX0Þ ! KkðXÞ is given by

ðF�xÞxðv1;v2; . . . ;vkÞ ¼ xFðxÞðDFxðv1Þ;DFxðv2Þ; . . . ;DFxðvkÞÞ;

where the linear map DFx : TxX! TFðxÞX
0 is the derivative of F at x.

The pullback commutes with the exterior derivative, i.e.,

F�ðdxÞ ¼ dðF�xÞ; x 2 KkðX0Þ;

and distributes with respect to the wedge product:

F�ðx ^ gÞ ¼ F�x ^ F�g:

We also recall the integral of a k-form over an orientable k-dimen-
sional manifold is defined, andZ

X
F�x ¼

Z
X0

x; x 2 KnðX0Þ; ð2:7Þ

when F is an orientation-preserving diffeomorphism.
If X0 is a submanifold of X, then the pullback of the inclusion

X0,!X is the trace map trX;X0 : KkðXÞ ! KkðX0Þ. If the domain X is
clear from the context, we may write trX0 instead of trX;X0 , and if
X0 is the boundary of X, oX, we just write tr. Note that if X0 is a sub-
manifold of positive codimension and k > 0, then the vanishing of
TrX;X0x on X0 for x 2 KkðXÞ does not imply that xx 2 AltkTxX van-
ishes for x 2 X0, only that it vanishes when applied to k-tuples of
vectors tangent to X0, or, in other words, that the tangential part
of xx with respect to TxX

0 vanishes.
If X is a subset of Rn (or, more generally, a Riemannian mani-
fold), we can define the Hilbert space L2KkðXÞ � KkðXÞ of L2 differ-
ential k-forms, and the Sobolev space

HKkðXÞ :¼ fx 2 L2KkðXÞjdx 2 L2Kkþ1ðXÞg:

The L2 de Rham complex is the sequence of mappings and spaces
given by

0! HK0ðXÞ!d HK1ðXÞ!d � � �!d HKnðXÞ ! 0: ð2:8Þ

We remark that for X � Rn, HK0ðXÞ is equal to the ordinary Sobolev
space H1ðXÞ and, via the identification of Altn

Rn with R, HKnðXÞ can
be identified with L2ðXÞ. Furthermore, in the case n ¼ 3, the spaces
Alt1

R3 and Alt2
R3 can be identified with R3, and the complex (2.8)

may be identified with the complex

0! H1ðXÞ !grad
Hðcurl;XÞ !curl

Hðdiv;XÞ!div
L2ðXÞ ! 0:
2.5. Simplicial triangulations

Let X be a bounded polyhedral domain in Rn and T a finite set
of n-simplices. We will refer to T as a simplicial triangulation of X if
the union of all the elements of T is the closure of X, and the inter-
section of two is either empty or a common subsimplex of each. For
0 6 j 6 n, we let

DjðTÞ ¼
[

T2T
DjðTÞ and DðTÞ ¼

[n
j¼0

DjðTÞ:

In the finite element exterior calculus, we employ spaces of differ-
ential forms x which are piecewise smooth (usually polynomials)
with respect to T, i.e., the restriction xjT is smooth for each
T 2T. Then for f 2 DjðTÞ with j P k, trf x may be multi-valued,
in that we can assign a value for each T 2T containing f by first
restricting x to T and then taking the trace on f. If all such traces
coincide, we say that trf x is single-valued. The following lemma,
a simple consequence of Stokes’ theorem, cf. [2, Lemma 5.1], is a
key result.

Lemma 2.2. Let x 2 L2KkðXÞ be piecewise smooth with respect to the
triangulation T. The following statements are equivalent:

(1) x 2 HKkðXÞ,
(2) trf x is single-valued for all f 2 Dn�1ðTÞ,
(3) trf x is single-valued for all f 2 DjðTÞ, k 6 j 6 n� 1.

As a consequence of this lemma, in order to construct subspaces
of HKkðXÞ, consisting of differential forms x which are piecewise
smooth with respect to the triangulation T, we need to build into
the construction that trf x is single-valued for each f 2 DjðTÞ for
k 6 j 6 n� 1.

3. Polynomial and piecewise polynomial differential forms

In this section, we formally define the two families of spaces of
polynomial differential forms PrK

k and P�r Kk. These polynomial
spaces will then be used to define piecewise polynomial differen-
tial forms with respect to a simplicial triangulation of a bounded
polyhedral domain in Rn. In fact, as explained in [2, Section 3.4],
the two families presented here are nearly the only affine invariant
spaces of polynomial differential forms.
3.1. The space PrK
k

Let X be a subset of Rn. For 0 6 k 6 n, we let PrK
kðXÞ be the sub-

space of KkðXÞ consisting of all x 2 KkðXÞ such that
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xðv1;v2; . . . ;vkÞ 2 PrðXÞ for each choice of vectors
v1;v2; . . . vk 2 Rn. Frequently, we will write PrK

k instead of
PrK

kðRnÞ. The space PrK
k is isomorphic to Pr � Altk and

dim PrK
k ¼ dim Pr 	 dim Altk

Rn

¼
r þ n

n

� �
n

k

� �
¼

r þ k
r

� �
nþ r

n� k

� �
: ð3:1Þ

Furthermore, if X � Rn with nonempty interior, then
dim PrK

kðXÞ ¼ dim PrK
k.

If T is a simplex, we define

P�rK
kðTÞ ¼ fx 2 PrK

kðTÞjtrx ¼ 0g:

In the case k ¼ 0, this space simply consists of all the polynomials
divisible by the bubble function k0 � � � kn, so

P�rK
0ðTÞ ffi Pr�n�1K

0ðTÞ: ð3:2Þ

For k ¼ n, the trace map vanishes, so we have

P�rK
nðTÞ ¼ PrK

nðTÞ: ð3:3Þ
3.2. The space P�r Kk

The Koszul differential j of a differential k-form x on Rn is the
ðk� 1Þ-form given by

ðjxÞxðv1; . . . ;vk�1Þ ¼ xxðXðxÞ;v1; . . . ;vk�1Þ;

where XðxÞ is the vector from the origin to x. For each r, j maps
Pr�1K

k to PrK
k�1, and the Koszul complex

0! Pr�nK
n!j Pr�nþ1K

n�1!j � � �!j PrK
0 ! R! 0;

is exact. Furthermore, the Koszul operator satisfies the Leibniz
relation

jðx ^ gÞ ¼ ðjxÞ ^ gþ ð�1Þkx ^ ðjgÞ; x 2 Kk; g 2 Kl: ð3:4Þ

We define

P�r Kk ¼ P�r KkðRnÞ ¼ Pr�1K
k þ jPr�1K

kþ1:

From this definition, we easily see that P�r K0 ¼ PrK
0 and

P�r Kn ¼ Pr�1K
n. However, if 0 < k < n, then

Pr�1K
k
(P�r Kk

(PrK
k:

An important property of the spaces P�r Kk is the closure relation

P�r Kk ^ P�s Kl #P�rþsK
kþl: ð3:5Þ

A key identity relating the Koszul operator j with the exterior
derivative d is the homotopy relation

ðdjþ jdÞx ¼ ðr þ kÞx; x 2HrK
k; ð3:6Þ

where HrK
k is the space of homogeneous polynomial k-forms of de-

gree r.
Using the homotopy relation and the exactness of the Koszul

complex, we can inductively compute the dimension of P�r Kk as

dimP�r Kk ¼
r þ k� 1

k

� �
nþ r

n� k

� �
: ð3:7Þ

If X � Rn, then P�r KkðXÞ denotes the restriction of functions in P�r Kk

to X, which implies that the space P�r KkðXÞ is isomorphic to P�r Kk if
X has nonempty interior. Finally, we remark that although the Kos-
zul operator j depends on the choice of origin used to associate a
point in Rn with a vector, the space P�r Kk is unaffected by the choice
of origin. We refer to [2] for more details on the spaces P�r Kk.
In particular, if T � Rn is a simplex and f 2 DjðTÞ, then
trfP

�
r KkðTÞ ¼ P�r Kkðf Þ, where the space P�r Kkðf Þ ffi P�r KkðRjÞ de-

pends on f, but is independent of T.
For a simplex T, we define

P��r KkðTÞ ¼ fx 2 P�r KkðTÞjtrx ¼ 0g:

From the Hodge star isomorphism, we have that Pr�n�1K
0ðTÞ ffi

Pr�n�1K
nðTÞ ¼ P�r�nK

nðTÞ and that PrK
nðTÞ ffi PrK

0ðTÞ ¼ P�r K0ðTÞ.
Therefore (3.2) and (3.3) become

P�rK
0ðTÞ ffi P�r�nK

nðTÞ; P�rK
nðTÞ ffi P�r K0ðTÞ: ð3:8Þ

These are the two extreme cases of the relation

P�rK
kðTÞ ffi P�r�nþkK

n�kðTÞ; 0 6 k 6 n: ð3:9Þ

But (3.8) can also be written

P��r K0ðTÞ ffi Pr�n�1K
nðTÞ; P��r KnðTÞ ffi Pr�1K

0ðTÞ;

(where we have substituted r � 1 for r in the second relation),
which are the extreme cases of

P��r KkðTÞ ffi Pr�nþk�1K
n�kðTÞ; 0 6 k 6 n: ð3:10Þ

That the isomorphisms in (3.9) and (3.10) do indeed exist for all k
follows from Corollary 5.2 below.

3.3. The spaces PrK
kðTÞ and P�r KkðTÞ

For T a simplicial triangulation of a domain X 2 Rn, we define

PrK
kðTÞ ¼ fx 2 L2KkðXÞjxjT 2 PrK

kðTÞ 8T 2T;

trf x is single-valued for f 2 DjðTÞ; k 6 j 6 n� 1g;

and define P�r KkðTÞ similarly. In view of Lemma 2.2, we have

PrK
kðTÞ ¼ fx 2 HKkðXÞjxjT 2 PrK

kðTÞ 8T 2Tg;
P�r KkðTÞ ¼ fx 2 HKkðXÞjxjT 2 P�r KkðTÞ 8T 2Tg:
4. Consistent extension operators and geometric
decompositions

Let T be a simplicial triangulation of X � Rn, and let there be
given a finite-dimensional subspace XðTÞ of KkðTÞ for each T 2T.
In this section, we shall define the notion of a consistent family of
extension operators, and show that it leads to the construction of
a geometric decomposition and a local basis of the finite element
space

XðTÞ ¼ fx 2 L2KkðXÞjxjT 2 XðTÞ 8T

2T; trf x is single-valued for f 2 DðTÞg: ð4:1Þ

We note that as a result of Lemma 2.2, XðTÞ � HKkðXÞ.
For the Lagrange finite element space PrðTÞ ¼ PrK

0ðTÞ, both
the Bernstein basis discussed in Section 2.3 and the dual basis dis-
cussed in the next section arise from this construction. One of the
main goals of this paper is to generalize these bases to the two
families of finite element spaces of k-forms.

We require that the family of spaces XðTÞ fulfills the following
consistency assumption:

trT;f XðTÞ ¼ trT 0 ;f XðT 0Þ whenever T; T 0 2T with f 2 DðTÞ \ DðT 0Þ:
ð4:2Þ

In this case, we may define for any f 2 DðTÞ, Xðf Þ ¼ trT;f XðTÞ where
T 2T is any simplex containing f. We also define X



ðf Þ as the sub-

space of Xðf Þ consisting of all x 2 Xðf Þ such that trf ;of x ¼ 0. Note
that

trg;f XðgÞ ¼ Xðf Þ for all f ; g 2 DðTÞ with f # g: ð4:3Þ

Consequently, for each such f and g we may choose an extension
operator Ef ;g : Xðf Þ ! XðgÞ, i.e., a right inverse of trg;f : XðgÞ ! Xðf Þ.
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We say that a family of extension operators Ef ;g , defined for all
f ; g 2 DðTÞ with f # g, is consistent if

trh;gEf ;h ¼ Ef\g;gtrf ;f\g for all f ; g;h 2 DðTÞ with f ; g # h: ð4:4Þ

In other words, we require that the diagram

Xðf Þ !E XðhÞ
# tr # tr

Xðf \ gÞ !E XðgÞ

commutes.
One immediate implication of (4.4) is that for x 2 Xðf Þ,

trh;gEf ;hx ¼ Ef ;gx for all f ; g;h 2 DðTÞ with f # g # h: ð4:5Þ

A second implication is:

Lemma 4.1. Let h 2 DðTÞ, and f ; g 2 DðhÞ with f � g. Then
trh;gx ¼ 0 for all x 2 Ef ;h X



ðf Þ.

Proof. Let x ¼ Ef ;hl with l 2 X


ðf Þ. Since f � g, we have f \ g � of ,

and therefore trf ;f\gl ¼ 0. Then, by (4.4),
trh;gx ¼ trh;gEf ;hl ¼ Ef\g;gtrf ;f\gl ¼ 0. �

We now define an extension operator Ef : X


ðf Þ ! XðTÞ for each

f 2 DðTÞ. Given l 2 X


ðf Þ, we define Ef l piecewise:

ðEf lÞjT ¼
Ef ;Tl if f # T;

0; otherwise:

�
ð4:6Þ

We claim that for each g 2 DðTÞ, trgEf l is single-valued, so Ef l does
indeed belong to XðTÞ. To see this, we consider separately the cases
f # g and f � g. In the former case, if T 2T is any simplex contain-
ing g, then f # T , and so

trT;g ½ðEf lÞjT � ¼ trT;gEf ;Tl ¼ Ef ;gl

by (4.5). Thus trT;g ½ðEf lÞjT � does not depend on the choice of T con-
taining g, so in this case we have established that trgEf l is single-
valued. On the other hand, if f � g then trT;g ½ðEf lÞjT � ¼ 0 for any T
containing g, either because f � T and so ðEf lÞjT ¼ 0, or by Lemma
4.1 if f # T . Thus we have established that all traces of Ef l are sin-
gle-valued, and so we have defined extension operators
Ef : X



ðf Þ ! XðTÞ for each f 2 DðTÞ. We refer to Ef as the global

extension operator determined by the consistent family of exten-
sion operators.

We easily obtain this variant of Lemma 4.1.

Lemma 4.2. Let f ; g 2 DðTÞ, f � g. Then trgx ¼ 0 for all x 2 Ef X


ðf Þ.

Proof. Pick T 2T containing g. If f 2 DðTÞ, then we can apply
Lemma 4.1 with h ¼ T . Otherwise, ðEf lÞjT ¼ 0 for all l 2 X



ðf Þ. �

The following theorem is the main result of this section.

Theorem 4.3. Let T be a simplicial triangulation and suppose that
for each T 2T, a finite-dimensional subspace XðTÞ of KkðTÞ is given
fulfilling the consistency assumption (4.2). Assume that there is a
consistent family of extensions operators Ef ;g for all f ; g 2 DðTÞ with
f # g. Define Ef , f 2 DðTÞ by (4.6). Then the space XðTÞ defined in
(4.1) admits the direct sum decomposition

XðTÞ ¼ �
f2DðTÞ

Ef X


ðf Þ: ð4:7Þ

Proof. To show that the sum is direct, we assume thatP
f2DðTÞxf ¼ 0, where xf 2 Ef ;T X



ðf Þ, and prove by induction that

xf ¼ 0 for all f 2 DðTÞ with dim f 6 j. This is certainly true for
j < k, (since then Kkðf Þ and, a fortiori, Xðf Þ vanishes), so we assume
it is true and must show that xg ¼ 0 for g 2 Djþ1ðTÞ. By Lemma
4.2,
0 ¼ trg

X
f2DðTÞ

xf

0@ 1A ¼ trgxg :

Hence, xg ¼ Egtrgxg ¼ 0. We thus conclude that the sum is direct,
and XðTÞ  �f2DðTÞEf X



ðf Þ.

To show that this is an equality, we write any x 2 XðTÞ in the
form

x ¼ xn �
Xn�1

j¼k

ðxjþ1 �xjÞ;

where xk ¼ x, and for k < j 6 n, xj 2 XðTÞ is defined recursively by

xjþ1 ¼ xj �
X

f2DjðTÞ
Ef trf xj:

We shall prove by induction that for k 6 j 6 n

trf xj 2 X


ðf Þ; f 2 DjðTÞ: ð4:8Þ

Assuming this momentarily, we get that xjþ1 �xj 2
P

f2DjðTÞEf X


ðf Þ.

Also, xnjT ¼ trTxn 2 X


ðTÞ for all T 2T, and xn ¼

P
T2TtrTðxnjTÞ.

Thus, x 2 �f2DðTÞEf ;T X


ðf Þ as desired.

To prove (4.8) inductively, we first note it is certainly true if
j ¼ k, since X



ðf Þ ¼ Xðf Þ for f 2 DkðTÞ. Now assume (4.8) and let

g 2 Djþ1ðTÞ. We show that trgxjþ1 2 X


ðgÞ, by showing that

trhxjþ1 ¼ 0 for h 2 DjðgÞ. In fact,

trhxjþ1 ¼ trhxj �
X

f2DjðTÞ
trhEf trf xj:

Now trf xj 2 X


ðf Þ by the inductive hypothesis, and therefore, by

Lemma 4.2, trhEf trf xj ¼ 0 unless f ¼ h, in which case
trhEf trf xj ¼ trhxj. Thus,

trhxjþ1 ¼ trhxj � trhxj ¼ 0:

This completes the proof of the theorem. �

Remark. By considering the case of a mesh consisting of a single
simplex T, we see that

XðTÞ ¼ �
f2DðTÞ

Ef ;T X


ðf Þ: ð4:9Þ

The decomposition (4.7) is very important in practice. It leads
immediately to a local basis for the large space XðTÞ consisting
of elements Ef l, where f ranges over DðTÞ and l ranges over a ba-
sis for the space X



ðf Þ.

We close this section with the simplest example of this theory.
Let XðTÞ ¼ PrðTÞ ¼ PrK

0ðTÞ be the polynomial space discussed in
Section 2.3. Then (4.2) is fulfilled and the trace spaces Xðf Þ are sim-
ply Prðf Þ for f 2 DðTÞ. For f ; g 2 DðTÞwith f # g, the trace operator
trg;f and barycentric extension operator Ef ;g are given in barycentric
coordinates as follows. If a 2 N0:n

0 with sat #IðgÞ, then

trg;f ðkgÞa ¼ ðkf Þa if sgt #Iðf Þ;
0; otherwise:

(

For a 2 N0:n
0 with jaj ¼ r and sat #Iðf Þ, then Ef ;gðkf Þa ¼ ðkgÞa. We

now check that the family of barycentric extension operators is con-
sistent, i.e., we verify (4.4). We must show that if f ; g;h 2 DðTÞwith
f ; g # h, then

trh;gEf ;hðkf Þa ¼ Ef\g;gtrf ;f\gðkf Þa

for all multi-indices a with jaj ¼ r and sat #Iðf Þ. Indeed, it is easy
to check that both sides are equal to ðkgÞa if sat #IðgÞ and zero
otherwise. Note that, in this case, the decomposition (4.9) is simply
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the Bernstein decomposition (2.6). If we then define, as in the gen-
eral definition (4.1) above,

PrK
0ðTÞ ¼ fx 2 L2ðXÞjxjT 2 PrðTÞ 8T

2T; trf x is single-valued for f 2 DðTÞg;

then the decomposition (4.7) gives a decomposition of the space
PrK

0ðTÞ, i.e., the space of continuous piecewise polynomials of de-
gree 6 r.

5. Degrees of freedom and the dual decomposition

Although our main interest in this paper is obtaining direct
sum decompositions for polynomial differential forms that are
analogous to the Bernstein decomposition for ordinary polynomi-
als, we include here a discussion of another decomposition, re-
ferred to as the dual decomposition, for completeness and as
an illustration of the general theory developed in the previous
section.

Before we consider the case of differential forms, we review the
corresponding decomposition for polynomials. For the construc-
tion of finite element spaces based on the local space PrðTÞ, a basis
for the dual space PrðTÞ� is given, with each basis element associ-
ated to a subsimplex of T. This is referred to as a set of degrees of
freedom for PrðTÞ. The degrees of freedom then determine the int-
erelement continuity imposed on the finite element space. Indeed,
in the classical approach of Ciarlet [3], the degrees of freedom and
their association to subsimplices is used to define a finite element
space. For this purpose, what matters is not the particular basis of
PrðTÞ�, but rather the decomposition of this space into the spaces
spanned by the basis elements associated to each simplex. For
the standard Lagrange finite elements, this geometric decomposi-
tion of the dual space is

PrðTÞ� ¼ �
f2DðTÞ

WrðT; f Þ; ð5:1Þ

where

Wrðg; f Þ :¼ fw 2 PrðgÞ�jwðxÞ ¼
Z

f
ðtrg;f xÞg; g 2 Pr�dim f�1ðf Þg:

We note that for x 2 PrðhÞ, trh;f x is uniquely determined by
�g2Dðf ÞWrðh; gÞ.

Consequently, if f # h 2 DðTÞ, we may define an extension oper-
ator Ff ;h ¼ Fr

f ;h : Prðf Þ ! PrðhÞ, determined by the conditions:Z
g
ðtrh;gFf ;hxÞg ¼

Z
g
ðtrf ;gxÞg; g 2 Pr�dim g�1ðgÞ; g 2 Dðf Þ;

wðFf ;hxÞ ¼ 0; w 2Wrðh; gÞ; g 2 DðhÞ; g � f :

To apply the theory developed in Section 4, we need to check that
the extension operator is consistent, i.e., that it satisfies (4.4). For
f ; g # h, let x 2 Prðf Þ, and set l :¼ Ff\g;gtrf ;f\gx 2 PrðgÞ,
m :¼ trh;gFf ;hx 2 PrðgÞ. For any face e # g \ f , trg;el ¼ trf ;ex ¼ trg;em.
Therefore, wðlÞ ¼ wðmÞ for all w 2Wrðg; eÞ with e 2 DðgÞ such that
e # f . Also, for e 2 DðgÞ with e � f , it follows from the definition of
the extension that for all w 2Wrðg; eÞ, wðlÞ ¼ 0 ¼ wðmÞ. Thus, we
have shown that the extension operators Ff ;h form a consistent fam-
ily. The decomposition

PrðTÞ ¼ �
f2DðTÞ

Ff ;T ½P�rðf Þ�;

corresponding to (4.9), is now called the decomposition dual to
(5.1). Furthermore, from Theorem 4.3 we obtain a corresponding di-
rect sum decomposition for the assembled space PrðTÞ ¼ PrK

0ðTÞ
of the form (4.7).

In the remainder of this section, we present analogous results
for the spaces PrK

kðTÞ and P�r KkðTÞ. This will be based on the fol-
lowing decompositions of the dual spaces PrK
kðTÞ� and P�r KkðTÞ�,

established in [2, Section 4, Theorems 4.10 and 4.14].

Theorem 5.1.

1. For each f 2 DðTÞ define

Wk
r ðT; f Þ :¼ w 2 PrK

kðTÞ�jwðxÞ
n

¼
Z

f
trT;f x ^ g for some g 2 P�rþk�dim f K

dim f�kðf Þ
�
:

Then the obvious mapping P�rþk�dim f K
dim f�kðf Þ !Wk

r ðT; f Þ is an iso-
morphism, and

PrK
kðTÞ� ¼ �

f2DðTÞ
Wk

r ðT; f Þ:

2. For each f 2 DðTÞ define

Wk�
r ðT; f Þ :¼ w 2 P�r KkðTÞ�jwðxÞ

n
¼
Z

f
trT;f x ^ g for some g 2 Prþk�dim f�1K

dim f�kðf Þ
�
:

Then the obvious mapping Prþk�dim f�1K
dim f�kðf Þ !Wk�

r ðT; f Þ is an
isomorphism, and

P�r KkðTÞ� ¼ �
f2DðTÞ

Wk�
r ðT; f Þ:
Note that as in the polynomial case, if x 2 PrK
kðTÞ, then trT;f x

is determined by the degrees of freedom in Wk
r ðT; gÞ for g 2 Dðf Þ. In

particular, if x 2 PrK
kðTÞ such that all the degrees of freedom asso-

ciated to the subsimplices of T with dimension less than or equal to
n� 1 vanish, then x 2 P�rK

kðTÞ. The corresponding property holds
for the spaces P�r KkðTÞ as well.

An immediate consequence of this theorem are the following
isomorphisms, that will be used in the following section.

Corollary 5.2.

P�rK
kðTÞ� ffi P�rþk�nK

n�kðTÞ and P�
�
r KkðTÞ� ffi Prþk�n�1K

n�kðTÞ:

As in the case of 0-forms, if f � h 2 DðTÞ, we define an extension
operator Fk;r

f ;h : PrK
kðf Þ ! PrK

kðhÞ, determined by the conditions:Z
g
ðtrh;gFk;r

f ;hxÞ ^ g ¼
Z

g
ðtrf ;gxÞ ^ g; g 2 P�rþk�dim gK

dim g�kðgÞ;

g 2 Dðf Þ; wðFk;r
f ;hxÞ ¼ 0; w 2Wk

r ðh; gÞ; g 2 DðhÞ; g � f :

We may similarly define an extension operator
Fk;r;�

f ;T : P�r Kkðf Þ ! P�r KkðhÞ. The verification of the consistency of
these families of extension operators is essentially the same as for
the space PrðTÞ given above, and so we do not repeat the proof.

6. Barycentric spanning sets

Let T ¼ ½x0; . . . ; xn� � Rn be a nondegenerate n-simplex. The
Bernstein basis described in Section 2.3 above is given in terms
of the barycentric coordinates fkign

i¼0 � P1ðTÞ. The main purpose
of this paper is to construct the generalization of the Bernstein ba-
sis for the polynomial spaces PrK

kðTÞ and P�r KkðTÞ. In the present
section, we will give spanning sets and bases for these spaces and
for the corresponding spaces with vanishing trace expressed in
barycentric coordinates. Note that the bases given in this section
depend on the ordering of the vertices. These are not the bases
we suggest for computation.

For convenience we summarize the results of the section in the
following theorem, referring not only to the n-dimensional simplex
T, but, more generally, to any subsimplex f of T. Here, we use the
notation
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dkf
r ¼ dkf

rð1Þ ^ � � � ^ dkf
rðkÞ 2 AltkTf ð6:1Þ

for f 2 DðTÞ, r 2 Rð1 : k;0 : nÞ with srt #Iðf Þ, and /f
r for the Whit-

ney form defined in (6.3).

Theorem 6.1. Let f 2 DðTÞ.

1. Spanning set and basis for PrK
kðf Þ. The set

fðkf Þadkf
rja 2 N0:n

0 ; jaj ¼ r;r 2 Rð1 : k; 0 : nÞ; sa;rt #Iðf Þg

is a spanning set for PrK
kðf Þ, and

fðkf Þadkf
rja 2 N0:n

0 ; jaj ¼ r;r 2 Rð1 : k; 0 : nÞ; sa;rt #Iðf Þ;
min srt > minIðf Þg

is a basis.
2. Spanning set and basis for P�rK

kðf Þ. The set

fðkf Þadkf
rja 2 N0:n

0 ; jaj ¼ r;r 2 Rð1 : k; 0 : nÞ; sa;rt ¼ Iðf Þg

is a spanning set for P�rK
kðf Þ, and

fðkf Þadkf
rja 2 N0:n

0 ; jaj ¼ r;r 2 Rð1 : k; 0 : nÞ;
sa;rt ¼ Iðf Þ ai ¼ 0 if i < min½Iðf Þ n srt�g

is a basis.
3. Spanning set and basis for P�r Kkðf Þ. The set

fðkf Þa/f
rja 2 N0:n

0 ; jaj ¼ r � 1;r 2 Rð0 : k;0 : nÞ; sa;rt #Iðf Þg

is a spanning set for P�r Kkðf Þ, and

fðkf Þa/f
rja 2 N0:n

0 ; jaj ¼ r � 1;r 2 Rð0 : k;0 : nÞ;
sa;rt #Iðf Þ; ai ¼ 0 if i < min srtg ð6:2Þ

is a basis.
4. Spanning set and basis for P��r Kkðf Þ. The set

fðkf Þa/f
rja 2 N0:n

0 ; jaj ¼ r � 1;r 2 Rð0 : k;0 : nÞ; sa;rt ¼ Iðf Þg

is a spanning set for P��r Kkðf Þ, and

fðkf Þa/f
rja 2 N0:n

0 ; jaj ¼ r � 1;r 2 Rð0 : k;0 : nÞ;
sa;rt ¼ Iðf Þ; ai ¼ 0 if i < min srtg

is a basis.
6.1. Barycentric spanning set and basis for PrK
kðTÞ

Observe that dki 2 Alt1
Rn. Furthermore, dkiðxj � yÞ ¼ dij for any y

in the subsimplex opposite xi. In particular, trT;f dki ¼ 0 for any sub-
simplex f 2 DðTÞ with xi R f or equivalently i 2 Iðf �Þ. Furthermore,
fdkign

i¼0 is a spanning set for Alt1
Rn, and any subset of n elements is

a basis. Therefore, writing dkr for dkT
r, the set

fdkrjr 2 Rð1 : k; 0 : nÞg

is a spanning set for Altk
Rn, and the set

fdkrjr 2 Rð1 : k;1 : nÞg

is a basis. The forms dkr 2 Altk
Rn have the property that for any

f 2 DðTÞ with dim f P k,

trT;f dkr ¼ 0 if and only if srt \Iðf �Þ– ;:

More generally, for polynomial forms of the form kadkr 2 PrK
kðTÞ

and dim f P k, we observe that

trT;f ðkadkrÞ ¼ 0 if and only if sa;rt \Iðf �Þ – ;:

In particular, if k < n, then kadkr 2 P�rK
kðTÞ if and only if

sa;rt ¼ f0; . . . ; ng.
Taking the tensor product of the Bernstein basis for PrðTÞ, given
by (2.3), with the spanning set and basis given above for Altk

Rn, we
get that

Proposition 6.2. The set

fkadkrja 2 N0:n
0 ; jaj ¼ r;r 2 Rð1 : k; 0 : nÞg

is a spanning set for PrK
kðTÞ, and

fkadkrja 2 N0:n
0 ; jaj ¼ r;r 2 Rð1 : k;1 : nÞg

is a basis.

Restricting to a face f 2 DðTÞ, we obtain the spanning set and
basis for PrK

kðf Þ given in the first part of Theorem 6.1.

6.2. Barycentric spanning set and basis for P�r KkðTÞ

For f 2 DðTÞ and r 2 Rð0 : k;0 : nÞ with srt #Iðf Þ, define the
associated Whitney form by

/f
r ¼

Xk

i¼0

ð�1Þikf
rðiÞdkf

rð0Þ ^ � � � ^
ddkf

rðiÞ ^ � � � ^ dkf
rðkÞ: ð6:3Þ

Just as we usually write ki rather than kT
i when the simplex is clear

from context, we will usually write /r instead of /T
r. We note that if

k ¼ 0, so that the associated subsimplex fr consists of a single point
xi, then /r ¼ ki. It is evident that the Whitney forms belong to
P1K

kðTÞ. In fact, they belong to P�1 KkðTÞ. This is a direct conse-
quence of the identity

jdkr ¼ /r � /rð0Þ; ð6:4Þ

which can be easily established by induction on k, using the Leibniz
rule (3.4). In fact, the set

f/rjr 2 Rð0 : k;0 : nÞg

is a basis for P�1 KkðTÞ. Furthermore, trT;f /r ¼ dkrð1Þ ^ � � � ^ dkrðkÞ is a
nonvanishing constant k-form on f ¼ fr, while trT;f /r ¼ 0 for
f 2 DkðTÞ, f – f r. Therefore, we refer to /r as the Whitney form asso-
ciated to the face fr.

For r 2 Rð0 : k;0 : nÞ and 0 6 j 6 k, we let /rĵ be the Whitney
form corresponding to the subsimplex of fr obtained by removing
the vertex rðjÞ. Hence,

/r̂j ¼
Xj�1

i¼0

ð�1ÞikrðiÞdkrð0Þ ^ � � � ^ ddkrðiÞ ^ � � � ^ ddkrðjÞ ^ � � � dkrðkÞ

�
Xk

i¼jþ1

ð�1ÞikrðiÞdkrð0Þ ^ � � � ^ ddkrðjÞ ^ � � � ^ ddkrðiÞ ^ � � � dkrðkÞ:

From this expression, we easily obtain the identityXk

j¼0

ð�1ÞjkrðjÞ/r̂j ¼ 0; r 2 Rð0 : k; 0 : nÞ: ð6:5Þ

Correspondingly, for j R srt, we define

/jr ¼ kjdkr � dkj ^ /r:

Thus, modulo a possible factor of �1, /jr is the Whitney form asso-
ciated to the simplex ½xj; fr�. For these functions, we obtainX
jRsrt

/jr ¼
X
jRsrt

kj

 !
dkr �

X
jRsrt

dkj

 !
^ /r

¼
X
jRsrt

kj

 !
dkr þ

X
j2srt

dkj

 !
^ /r ¼

Xn

j¼0

kj

 !
dkr ¼ dkr:

ð6:6Þ
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Now consider functions of the form ka/r, where a 2 N0:n
0 , jaj ¼ r � 1,

r 2 Rð0 : k;0 : nÞ. It follows from the relation (3.5) that these func-
tions belong to P�r KkðTÞ. In fact, they span. From the identity (6.5)
we know that these forms are not, in general, linearly independent.
The following lemma, cf. [2, Lemma 4.2], enables us to extract a basis.

Lemma 6.3. Let x be a vertex of T. Then the Whitney forms
corresponding to the k-subsimplices that contain x are linearly
independent over the ring of polynomials PðTÞ.

Using these results, we are able to prove:

Proposition 6.4. The set

fka/rja 2 N0:n
0 ; jaj ¼ r � 1;r 2 Rð0 : k;0 : nÞg: ð6:7Þ

is a spanning set for P�r KkðTÞ, and

fka/rja 2N0:n
0 ; jaj ¼ r� 1; r 2 Rð0 : k;0 : nÞ; ai ¼ 0 if i<min srtg

ð6:8Þ
is a basis.

Proof. Let a 2 N0:n
0 , with jaj ¼ r � 1, and q 2 Rð0 : k� 1; 0 : nÞ. The

identity (6.6) implies that

kadkq ¼
X
jRsqt

ka/jq;

and hence all forms in Pr�1K
kðTÞ are in the span of the set given by

(6.7). Furthermore, if r 2 Rð0 : k;0 : nÞ, we obtain from (6.4) that

jðkadkrÞ þ ka/rð0Þ ¼ ka/r;

and therefore all of j½Pr�1K
kþ1ðTÞ� is also in the span. By the defini-

tion of the space P�r KkðTÞ, it follows that (6.7) is a spanning set. To
show that (6.8) is a basis, we use the identity (6.5) to see that any
form given in the span of (6.7) is in the span of the forms in (6.8).
Then we use Lemma 6.3, combined with a simple inductive argu-
ment, to show that the elements of the asserted basis are linearly
independent. For details, see the proof of Theorem 4.4 of [2]. �

Restricting to a face f 2 DðTÞ, we obtain the spanning set and
basis for P�r Kkðf Þ given in the third part of Theorem 6.1.

6.3. Spaces of vanishing trace

In this subsection, we will derive spanning sets and bases for the
corresponding spaces of zero trace. This will be based on the results
obtained above and Corollary 5.2, which leads to the dimension of
these spaces. We first characterize the space P��r KkðTÞ.

Proposition 6.5. The set

fka/rja 2 N0:n
0 ; jaj ¼ r � 1;r 2 Rð0 : k;0 : nÞ; sa;rt ¼ f0; . . . ;ngg

is a spanning set for P��r KkðTÞ and

fka/rja 2 N0:n
0 ; jaj ¼ r � 1; r 2 Rð0 : k;0 : nÞ;

sa;rt ¼ f0; . . . ;ng; ai ¼ 0 if i < min srtg

is a basis.

Proof. Since sa;rt ¼ f0; . . . ;ng, each of the forms ka/r is con-
tained in P��r KkðTÞ. Moreover, the condition ai ¼ 0 if i < min srt

reduces to rð0Þ ¼ 0 in this case. Lemma 6.3 implies that the forms
ka/r for which rð0Þ ¼ 0 are linearly independent. The cardinality

of this set is equal to n
k

� �
dim Pr�nþk�1 which is equal to

dim P��r KkðTÞ by Corollary 5.2. This completes the proof. �

Restricting to a face f 2 DðTÞ, we obtain the spanning set and
basis for P��r Kkðf Þ given in the fourth part of Theorem 6.1.

Finally, we obtain a characterization of the space P�rK
kðTÞ.
Proposition 6.6. The set

fkadkrja 2 N0:n
0 ; jaj ¼ r; r 2 Rð1 : k; 0 : nÞ; sa;rt ¼ f0; . . . ;ngg

is a spanning set for P�rK
kðTÞ, and

fkadkrja 2 N0:n
0 ; jaj ¼ r; r 2 Rð1 : k; 0 : nÞ; sa;rt

¼ f0; . . . ;ng; ai ¼ 0 if i < min sr�tg ð6:9Þ

is a basis.

Proof. Since sa;rt ¼ f0; . . . ;ng, each of the forms kadkr is
contained in P�rK

kðTÞ. Furthermore, we have seen in Corollary
5.2, that P�rK

kðTÞ ffi P�rþk�nK
n�kðTÞ, whence, dim P�rK

kðTÞ ¼
r � 1
n� k

� �
r þ k

r

� �
. On the other hand, the cardinality of the set

given by (6.9) can be computed as
P

jAj � Bj, where Aj is the number
of elements r 2 Rð1 : k;0 : nÞ with min sr�t ¼ j, and for each fixed
such r, Bj is the number of multi-indices a satisfying the conditions
of (6.9), namely

Aj ¼
n� j

k� j

� �
and Bj ¼

r þ k� j� 1
n� j

� �
:

Hence, the cardinality of the set is given byXk

j¼0

n� j
k� j

� �
r þ k� j� 1

n� j

� �
¼

r � 1
n� k

� �Xk

j¼0

r þ k� j� 1
r � 1

� �

¼
r � 1
n� k

� �
r þ k

r

� �
:

Here the first identity follows from a binomial identity of the form

a

b

� �
b

c

� �
¼

a

c

� �
a� c

b� c

� �
;

while the second is a standard summation formula. Hence, the car-
dinality of the set given by (6.9) is equal to the dimension of
P�rK

kðTÞ. To complete the proof, we show that the elements of the
set (6.9) are linearly independent. Denote the index set by

S :¼ fða;rÞ 2 N0:n
0 	 Rð1 : k;0 : nÞjjaj ¼ r; sa;rt ¼ f0; . . . ;ng; ai

¼ 0 if i < min sr�tg;

so we must show that ifX
ða;rÞ2S

carkadkr ¼ 0; ð6:10Þ

for some real coefficients car, then all the coefficients vanish. Since
the Bernstein monomials ka are linearly independent, (6.10) implies
that for each a 2 N0:n

0 with jaj ¼ r,X
frjða;rÞ2Sg

cardkr ¼ 0: ð6:11Þ

First consider a multi-index a with a0 > 0. Then the definition of the
index set S implies that min sr�t ¼ 0 for all the summands in (6.11).
Since the corresponding dkr are linearly independent, we conclude
that all the car vanish when a0 > 0. Next consider a with a0 ¼ 0 but
a1 > 0. If ða;rÞ 2 S, then min sr�t ¼ 1, and again we conclude that
car ¼ 0. Continuing in this way we find that all the car vanish, com-
pleting the proof. �

Restricting to a face f 2 DðTÞ, we obtain the spanning set and
basis for P�rK

kðf Þ given in the second part of Theorem 6.1.

7. A geometric decomposition of P�r KkðTÞ

In this section, we will apply the theory developed in Section 4
with XðTÞ ¼ P�r KkðTÞ to obtain a geometric decomposition of
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PrK
kðTÞ into subspaces Ef ½P��r Kkðf Þ�, where Ef is the global exten-

sion operator constructed as in Section 4 from a consistent family
of easily computable extension operators. The resulting decompo-
sition reduces to the Bernstein decomposition (2.6) in the case
k ¼ 0.

We first note that if T; T 0 2T with f 2 DðTÞ \ DðT 0Þ then
trT;fP

�
r KkðTÞ ¼ trT 0 ;fP

�
r KkðT 0Þ ¼ P�r Kkðf Þ. Hence, the assumption

(4.2) holds. Furthermore, for f ; g 2 DðTÞ with f # g, we define
E ¼ Ek;r;�

f ;g : P�r Kkðf Þ ! P�r KkðgÞ as the barycentric extension:

ðkf Þa/f
r#ðkgÞa/g

r; sa;rt #Iðf Þ: ð7:1Þ

This generalizes to k-forms, the barycentric extension operator Er
f ;T

on Pr , introduced in Section 2.3. Since the forms ðkf Þa/f
r are not lin-

early independent, it is not clear that (7.1) well-defines E. We show
this in the following theorem.

Theorem 7.1. There is a unique mapping E ¼ Ek;r;�
f ;g from P�r Kkðf Þ to

P�r KkðgÞ satisfying (7.1).

Proof. We first recall from part 3 of Theorem 6.1 that the set

fðkf Þa/f
rja 2 N0:n

0 ; jaj ¼ r � 1;r 2 Rð0 : k;0 : nÞ; sa;rt #Iðf Þ; ai

¼ 0 if i < min srtg

is a basis for P�r Kkðf Þ. Hence, we can uniquely define an extension E
by (7.1), if we restrict to these basis functions. We now show that
(7.1) holds for all ðkf Þa/f

r with sa;rt #Iðf Þ. To see this, we use
the identity (6.5). Consider forms ðkf Þa/f

r which do not belong to
the given basis, i.e., s :¼ min sat < min srt. Write ka ¼ kbks and let
q 2 Rð0 : kþ 1;0 : nÞ be determined by sqt ¼ fsg [ srt. Then, by
(6.5),

ðkÞa/r ¼
Xkþ1

j¼1

ð�1Þj�1kbkqðjÞ/q̂j;

and so

ðkf Þa/f
r ¼

Xkþ1

j¼1

ð�1Þj�1ðkf Þbkf
qðjÞ/

f
q̂j
;

ðkgÞa/g
r ¼

Xkþ1

j¼1

ð�1Þj�1ðkgÞbkg
qðjÞ/

g
q̂j
:

Hence

E½ðkf Þa/f
r� ¼

Xkþ1

j¼1

ð�1Þj�1E½ðkf Þbkf
qðjÞ/

f
q̂j
� ¼

Xkþ1

j¼1

ð�1Þj�1ðkgÞbkg
qðjÞ/

g
q̂j

¼ ðkgÞa/g
r;

and the proof is completed. �

Theorem 7.2. The family of extension operators E is consistent, i.e.,
for all f ; g;h 2 DðTÞ with f ; g # h, and all x 2 P�r Kkðf Þ,

trh;gEf ;hx ¼ Ef\g;gtrf ;f\gx:

Proof. It is enough to establish this result for x ¼ ðkf Þa/f
r, with

sa;rt #Iðf Þ, since such x span P�r Kkðf Þ. Now for such pairs
ða;rÞ, Ef ;h½ðkf Þa/f

r� ¼ ðk
hÞa/h

r and then

trh;gEf ;h½ðkf Þa/f
r� ¼

ðkgÞa/g
r; if sa;rt #Iðf \ gÞ;

0; otherwise:

(
On the other hand,

trf ;f\gðkf Þa/f
r ¼

ðkf\gÞað/f\gÞr; if sa;rt #Iðf \ gÞ;
0; otherwise;

(

and hence

Ef\g;gtrf ;f\gðkf Þa/f
r ¼

ðkgÞa/g
r; if sa;rt #Iðf \ gÞ;

0; otherwise:

(
�

From Theorem 4.3, we obtain the desired geometric decomposi-
tion of P�r KkðTÞ.

Theorem 7.3

P�r KkðTÞ ¼ �
f2DðTÞ

dim f Pk

Ef ½P��r Kkðf Þ�:

where Ef : P��r Kkðf Þ ! P�r KkðTÞ denotes the global extension operator
determined by the family Ek;r;�

f ;g .

The final part of Theorem 6.1 furnishes an explicit spanning set
and basis for P��r Kkðf Þ, and so this theorem gives an explicit span-
ning set and basis for P�r KkðTÞ. We discuss these explicit represen-
tations further in Section 9.

We now turn to a geometric characterization of the extension
operator E : P�r Kkðf Þ ! P�r KkðT; f Þ. To this end, we say that a
smooth k-form x 2 KkðTÞ vanishes to order r at a point x if the
function x#xxðv1; . . . ;vkÞ vanishes to order r at x for all
v1; . . . ;vk 2 Rn, and that it vanishes to order r on a set g if it van-
ishes to order r at each point of the set. Note that the extension
operator E ¼ Ek;r;�

f ;T has the property that for any l 2 P�r Kkðf Þ,
Ek;r;�

f ;T l vanishes to order r on f �. In fact, if we set

P�r KkðT; f Þ ¼ fx 2 P�r KkðTÞjx vanishes to order r on f �g;

we can prove

Theorem 7.4. P�r KkðT; f Þ ¼ E½P�r Kkðf Þ� and for l 2 P�r Kkðf Þ,
El ¼ Ek;r;�

f ;T l can be characterized as the unique extension of l to
P�r KkðT; f Þ.

Proof. We note that the second statement of the theorem follows
from the first, since trT;f from E½P�r Kkðf Þ� to P�r Kkðf Þ has a unique
right inverse. Since E½P�r Kkðf Þ�# P�r KkðT; f Þ, we only need to prove
the opposite inclusion. Without loss of generality we may assume
that f ¼ ½xmþ1; . . . ; xn�, f � ¼ ½x0; . . . ; xm�, for some 0 6 m < n. We pro-
ceed by induction on m. When m ¼ 0, we may assume without loss
of generality that the vertex x0 is at the origin. Now
P�r Kk ¼ Pr�1K

k þ jHr�1K
kþ1 (where Hr denotes the homogeneous

polynomials of the degree r). Since jHr�1K
kþ1 #HrK

k, every ele-
ment x 2 jHr�1K

kþ1 vanishes to order r at the origin. On the other
hand, no non-zero element of Pr�1K

k vanishes to order r at the ori-
gin. Thus P�r KkðT; f Þ ¼ jHr�1K

kþ1. It follows from [2, Theorem 3.3]
that

dim P�r KkðT; f Þ ¼ dim jHr�1K
kþ1ðTÞ

¼
r þ n� 1
n� k� 1

� �
r þ k� 1

k

� �
¼ dim P�r Kkðf Þ

¼ dim E½P�r Kkðf Þ�;

and since E½P�r Kkðf Þ�#P�r KkðT; f Þ, E½P�r Kkðf Þ� ¼ P�r KkðT; f Þ.
Now suppose that x vanishes to order r on the m-dimensional

face ½x0; . . . ; xm� with m > 0. Let T 0 ¼ ½x1; . . . ; xn�, x0 ¼ trT;T 0x. Then
x0 2 P�r KkðT 0Þ vanishes to order r on the ðm� 1Þ-dimensional face
½x1; . . . ; xm�, so, by induction, x0 ¼ Ef ;T 0l for some l 2 P�r Kkðf Þ.
Furthermore, since x vanishes to order r at x0, we can use the
result established above for m ¼ 0 to conclude that
x ¼ ET 0 ;Tx0 ¼ ET 0 ;T Ef ;T 0l. However, it follows immediately from
(7.1) that ET 0 ;T Ef ;T 0 ¼ Ef ;T , and hence the two spaces are equal, and
the theorem is established. �
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8. A geometric decomposition of Pr
kðTÞ

In this section, we again apply the theory developed in Section
4, this time with XðTÞ ¼ PrK

kðTÞ. In this case condition (4.2) is
obvious, since trT;fPrK

kðTÞ ¼ PrK
kðf Þ. In view of the previous sec-

tion, one might hope that we could define the extension operator
as

ðkf Þadkf
r # ka dkr:

However, this does not lead to a well-defined operator. To appreci-
ate the problem, consider the space P2K

1ðTÞ, where T � R2 is a tri-
angle spanned by the vertices x0; x1; x2, and let f ¼ ½x1; x2�. Then
kf

1k
f
2ðdkf

1 þ dkf
2Þ ¼ 0, but k1k2ðdk1 þ dk2Þ ¼ �k1k2dk0 – 0.

To remedy this situation, we will show that for f ; g 2 DðTÞ with
f # g, a consistent extension operator E ¼ Ek;r

f ;g : PrK
kðf Þ ! PrK

kðgÞ
is given by

ðkf Þadkf
r # ðkgÞawa;f ;g

r ; sa;rt #Iðf Þ; ð8:1Þ

where wa;f ;g
r is defined as follows. We first introduce forms

wa;f ;g
i 2 Alt1Tg defined by

wa;f ;g
i ¼ dkg

i �
ai

jaj
X

j2Iðf Þ
dkg

j ; i 2 Iðf Þ; ð8:2Þ

and then define wa;f ;g
r 2 AltkTg by

wa;f ;g
r ¼ wa;f ;g

rð1Þ ^ � � � ^ wa;f ;g
rðkÞ ; r 2 Rð1 : k;0 : nÞ; srt #Iðf Þ: ð8:3Þ

A geometric interpretation of wa;f ;g
r will be given below.

First we show that E is well-defined and is, in fact, an extension
operator.

Theorem 8.1. There is a unique mapping E ¼ Ek;r
f ;g : PrK

kðf Þ !
PrK

kðgÞ satisfying (8.1). Moreover, it is an extension operator:
trg;f Ek;r

f ;gx ¼ x for x 2 PrK
kðf Þ.

Proof. By the first part of Theorem 6.1, the set

fðkf Þadkf
rja 2 N0:n

0 ; jaj ¼ r;r 2 Rð1 : k; 0

: nÞ; sa;rt #Iðf Þ; min srt > minIðf Þg

is a basis for PrK
kðf Þ. Hence, we can define an extension E by (8.1), if

we restrict to the basis functions. We now show that (8.1) holds for
all ðkf Þadkf

r with sa;rt #Iðf Þ, i.e., also when min srt ¼minIðf Þ.
Writing dkr ¼ dkrð1Þ ^ dkq, and using the fact that

P
j2Iðf Þdkf

j ¼ 0
on the face f, we can write

dkf
r ¼ �

X
j2Iðf Þ

j – rð1Þ

dkf
j ^ dkf

q:

Hence,

E½ðkf Þadkf
r� ¼ �E½ðkf Þa

X
j2Iðf Þ

j – rð1Þ

dkf
j ^ dkf

q� ¼ �ðk
gÞa

X
j2Iðf Þ

j – rð1Þ

wa;f ;g
j ^ wa;f ;g

q

¼ ðkgÞawa;f ;g
r ;

where in the last step we have used the fact that
P

i2Iðf Þw
a;f ;g
i ¼ 0.

That E is an extension operator follows directly from the
observation

trT;f wr ¼ dkf
r;

which holds since
P

j2Iðf Þ dkf
j ¼ 0 on the face f. �

Theorem 8.2. The family of extension operators E is consistent, i.e.,
for all f ; g;h 2 DðTÞ with f ; g # h and all x 2 PrK

kðf Þ,

trh;gEf ;hx ¼ Ef\g;gtrf ;f\gx:
Proof. It is enough to establish this result for x ¼ ðkf Þadkf
r, with

sa;rt #Iðf Þ. Now for such pairs ða;rÞ, Ef ;h½ðkf Þaðdkf Þr� ¼
ðkhÞawa;f ;h

r . To determine trh;g ½ðkhÞawa;f ;h
r �, we consider three cases.

When sat #Iðf Þ, but sat �IðgÞ, trh;g ½ðkhÞawa;f ;h
r � ¼ 0, since

trh;g ½ðkhÞa� ¼ 0. If sat #Iðf \ gÞ, then trh;g ½ðkhÞa� ¼ ðkgÞa, so we need
only compute trh;gw

a;f ;h
r . We do this by first considering trh;gw

a;f ;h
i for

i 2 Iðf Þ. If i 2 Iðf \ gÞ, we have

trh;gw
a;f ;h
i ¼ trh;g dkh

i �
ai

jaj
X

j2Iðf Þ
dkh

j

0@ 1A ¼ dkg
i �

ai

jaj
X

j2Iðf\gÞ
dkg

j

¼ wa;f\g;g
i :

On the other hand, if i 2 Iðf Þ nIðf \ gÞ, then since ai ¼ 0,
wa;f ;h

i ¼ dkh
i and so trh;gw

a;f ;h
i ¼ 0. Combining these results, we

obtain

trh;gEf ;h½ðkf Þadkf
r� ¼

ðkgÞawa;f\g;g
r ; if sa;rt #Iðf \ gÞ;

0; otherwise:

(
But

trf ;f\g ½ðkf Þadkf
r� ¼

ðkf\gÞa dkf\g
r ; if sa;rt #Iðf \ gÞ;

0; otherwise;

(
and hence

Ef\g;gtrf ;f\g ½ðkf Þadkf
r� ¼

ðkgÞawa;f\g;g
r ; if sa;rt #Iðf \ gÞ;

0; otherwise:

(
�

From Theorem 4.3, we obtain the desired geometric decomposi-
tion PrK

kðTÞ.

Theorem 8.3

PrK
kðTÞ ¼ �

f2DðTÞ
dim f Pk

Ef ½P�rK
kðf Þ�:

where Ef : P�rK
kðf Þ ! PrK

kðTÞ denotes the global extension operator
determined by the family Ek;r

f ;g .

Combining this result with the second part of Theorem 6.1, we
obtain an explicit spanning set and basis for P�r KkðTÞ (see Section
9).

We now turn to a geometric characterization of the extension
operator E ¼ Ek;r

f ;g : PrK
kðf Þ ! PrK

kðT; f Þ. First, we will motivate
the choice of E, and in particular the forms wa;f ;g

r , by establishing
some additional properties of these forms. Observe that any mul-
ti-index a determines a convex combination of the vertices xi of
T, namely

xa :¼ jaj�1
X

m

amxm 2 T;

and if sat � Iðf Þ, then xa 2 f . For each such multi-index a, we then
define the vectors

tal ¼ xa � xl ¼
1
jaj

X
m2Iðf Þ

amðxm � xlÞ; l 2 Iðf �Þ:

Clearly, for each such a, Rn decomposes as the direct sum
Tf � spanftaljl 2 Iðf �Þg, where Tf denotes the tangent space of f.
See Fig. 8.1. This decomposition defines a projection operator
P ¼ Pf ;a : Rn ! Tf determined by the equations Pv ¼ v for v 2 Tf

and Ptal ¼ 0 for l 2 Iðf �Þ. Hence, we have

P�f ;aAltkTf ¼ fa 2 Altk
Rnjaytal ¼ 0; l 2 Iðf �Þg: ð8:4Þ

Furthermore, since dkjðxm � xlÞ ¼ djm for any j 2 Iðf Þ, m 2 Iðf Þ, and
l 2 Iðf �Þ, we get for sat � Iðf Þ,



Fig. 8.1. T ¼ ½x0; x1; x2; x3�, f ¼ ½x0; x1�, a ¼ ð3;1; 0;0Þ, R3 ¼ Tf � spanft2a; t3ag.
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wa;f ;T
i ðtalÞ ¼ dkiðtalÞ �

ai

jaj
X

j2Iðf Þ
dkjðtalÞ ¼

1
a

ai �
ai

jaj
X

j2Iðf Þ
aj

0@ 1A ¼ 0:

ð8:5Þ

It follows that

wa;f ;T
r ðv1; � � � ; vkÞ ¼ wa;f ;T

r ðPv1; � � � ; PvkÞ

¼ trT;f w
a;f ;T
r ðPv1; � � � ; PvkÞ

¼ dkf
rðPv1; � � � ; PvkÞ: ð8:6Þ

Hence, in the language of pullbacks,

wa;f ;T
r ¼ P�f ;adkf

r;

where P�f ;a is the pullback of Pf ;a, and so

Ef ;g ½ðkf Þadkf
r� ¼ ðk

gÞaP�f ;a dkf
r:

Recall that the geometric characterization in the previous section
hinged upon the fact that a form in P�r KkðTÞwhich vanishes to order
r on f � and has vanishing trace on f must vanish identically. Now
this is not true for an arbitrary element of the larger space
PrK

kðTÞ. Returning to the example given at the beginning of this
section, where T ¼ ½x0; x1; x2� and f ¼ ½x1; x2�, the form

x ¼ k1k2½dk1 þ dk2� ¼ �k1k2dk0 2 P2K
1ðTÞ
Table 9.1
Bases for the spaces P�r K1 and PrK

1, n ¼ 2.

r P�r K1 PrK
1

Edge ½xi; xj � Triangle ½xi; xj ; xk� Edge ½xi; xj� Triangle ½xi; xj; xk�

1 /ij ki dkj , kj dki

2 fki; kjg/ij kk/ij , kj/ik k2
i dkj , k2

j dki kikj dkk , kikk dkj

kikjdðkj � kiÞ kjkk dki

3 fk2
i ; k

2
j ; kikjg/ij fki; kj ; kkgkk/ij k3

i dkj , k3
j dki fki; kj; kkgkikjdkk ,

fki; kj ; kkgkj/ik k2
i kjdð2kj � kiÞ fki; kj; kkgkikkdkj

kik
2
j dðkj � 2kiÞ fkj ; kkgkjkkdki

Table 9.2
Bases for the spaces P�r K1 and P�r K2, n ¼ 3.

r P�r K1

Edge ½xi; xj� Face ½xi; xj; xk� Tet

1 /ij

2 fki; kjg/ij kk/ij , kj/ik

3 fk2
i ; k

2
j ; kikjg/ij fki; kj ; kkgkk/ij kkkl

fki; kj ; kkgkj/ik kjkl

kjkk
vanishes to second order at f � ¼ fx0g. However, trT;f x also vanishes.
Thus, additional conditions on x will be needed in order to insure
that x is uniquely determined by trT;f x. We say that x vanishes
to order rþ on f �, if x vanishes to order r on f � and the following con-
ditions hold:

oa
tl
xytal ¼ 0; l 2 Iðf �Þ; sat #Iðf Þ; jaj ¼ r: ð8:7Þ

Here oa
tl

:¼
Q

j2Iðf Þo
aj
tjl

with otjl
¼ tjl � r, the directional derivative

along the vector tjl :¼ xj � xl. The contraction operator y is defined
at the start of Section 2.4.

Note that otjl
ki ¼ dij for i; j 2 Iðf Þ, j 2 Iðf �Þ. It follows that if

a; b 2 Nn
0, with jaj ¼ jbj ¼ r, sat; sbt #Iðf Þ, and l 2 Iðf �Þ, then

ob
tl
ka ¼ 0 for a – b and oa

tl
ka ¼ a!: ð8:8Þ

Setting

PrK
kðT; f Þ ¼ fx 2 PrK

kðTÞjx vanishes to order rþ on f �g;

we can now give the geometric description of the extension opera-
tor E.

Theorem 8.4. PrK
kðT; f Þ ¼ E½PrK

kðf Þ� and for l 2 PrK
kðf Þ,

El ¼ Ek;r
f ;Tl can be characterized as the unique extension of l to

PrK
kðT; f Þ.

Proof. We note that the second statement of the theorem follows
from the first, since trT;f from E½PrK

kðf Þ� to PrK
kðf Þ has a unique

right inverse. To prove the first statement, we first show that
E½PrK

kðf Þ�#PrK
kðT; f Þ. Observe first that E½ðkf Þaðdkf Þr� ¼ kawa;f ;T

r
vanishes to order r on f � since ðkÞa does. Next, note that (8.8) tells
us that ob

tl
½kawa;f ;T

r � ¼ a!wa;f ;T
r if b ¼ a and vanishes if b is any other

multi-index of order r with sbt #Iðf Þ. Therefore, the conditions
(8.7) for vanishing of order rþ are reduced to verifying the condi-
tions wa;f ;T

r ytal ¼ 0 for all l 2 Iðf �Þ. However, this follows immedi-
ately from the definition of the wedge product and (8.5).

To show that PrK
kðT; f Þ# E½PrK

kðf Þ�, we use Lemma 2.1 to see
that any element x 2 PrK

kðT; f Þ admits a representation of the
form

x ¼
X

sat #Iðf Þ
jaj¼r

aak
a

for some aa 2 Altk
Rn. However, invoking (8.8) and (8.7), we con-

clude that, if x vanishes to the order rþ on f �, then aaytal ¼ 0 for
all l 2 Iðf �Þ, and hence by (8.4), aa 2 P�f ;aAltkTf . It therefore follows
from (8.6), that x 2 E½PrK

kðf Þ�. �
9. Construction of bases

From Theorem 7.3, (4.6), Theorem 7.1, and part 4 of Theorem
6.1, one immediately obtains explicit formulas for a spanning set
and basis for P�r KkðTÞ, with each spanning and basis form associ-
ated to a particular face f 2 DðTÞ. The forms associated to f vanish
P�r K2

½xi; xj; xk; xl� Face ½xi; xj; xk� Tet ½xi; xj ; xk; xl�

/ijk

fki; kj; kkg/ijk kl/ijk , kk/ijl

kj/ikl

/ij fk2
i ; k

2
j ; k

2
kg/ijk fki; kj; kk; klgkl/ijk

/ik fkikj ; kikk; kjkkg/ijk fki; kj; kk; klgkk/ijl

/il fki; kj; kk; klgkj/ikl



Table 9.3
Basis for the space PrK

1, n ¼ 3.

r Edge ½xi; xj � Face ½xi; xj ; xk� Tet ½xi; xj ; xk; xl�

1 kidkj , kjdki

2 k2
i dkj , k2

j dki , kikjdðkj � kiÞ kikjdkk , kikkdkj , kjkkdki

3 k3
i dkj , k2

i kjdð2kj � kiÞ fki; kjgkikjdkk , kikjkkdð2kk � ki � kjÞ kikjkkdkl , kikjkldkk

k3
j dki , kik

2
j dðkj � 2kiÞ fki; kkgkikkdkj , kikjkkdð2kj � ki � kkÞ kikkkldkj , kjkkkldki

fkj; kkgkjkkdki

Table 9.4
Basis for the space PrK

2, n ¼ 3.

r Face ½xi; xj ; xk� Tet ½xi; xj; xk; xl�

1 kkdki ^ dkj , kjdki ^ dkk , kidkj ^ dkk

2 k2
k dki ^ dkj , kjkkdki ^ dðkk � kjÞ kkkldki ^ dkj , kjkldki ^ dkk

k2
j dki ^ dkk , kikjdðkj � kiÞ ^ dkk kjkkdki ^ dkl , kikldkj ^ dkk

k2
i dkj ^ dkk , kikkdkj ^ dðkk � kiÞ kikkdkj ^ dkl , kikjdkk ^ dkl

3 k3
k dki ^ dkj , k3

j dki ^ dkk , k3
i dkj ^ dkk fkk; klgkkkldki ^ dkj

k2
j kkdki ^ dð2kk � kjÞ, kjk

2
k dki ^ dðkk � 2kjÞ fkj; kk; klgkjkldki ^ dkk

k2
i kjdð2kj � kiÞ ^ dkk , k2

i kkdkj ^ dð2kk � kiÞ fkj; kk; klgkjkkdki ^ dkl

kik
2
j dðkj � 2kiÞ ^ dkk , kik

2
k dkj ^ dðkk � 2kiÞ fki; kj; kk; klgkikldkj ^ dkk

kikjkkdð2kj � ki � kkÞ ^ dð2kk � ki � kjÞ fki; kj; kk; klgkikkdkj ^ dkl

fki; kj; kk; klgkikjdkk ^ dkl
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on simplices T 2T that do not contain f, while for T containing f,
the spanning and basis forms are given by

fðkTÞa/T
rja 2 N0:n

0 ; jaj ¼ r � 1;r 2 Rð0 : k; 0 : nÞ; sa;rt ¼ Iðf Þg

and

fðkTÞa/T
rja 2 N0:n

0 ; jaj ¼ r � 1;r 2 Rð0 : k; 0 : nÞ; sa;rt ¼ Iðf Þ;
ai ¼ 0 if i < min srtg;

respectively. Note that the spanning set is independent of the order-
ing of the vertices, while our choice of basis depends on the order-
ing of the vertices. Other choices of basis are possible as well, but
there is no one canonical choice.

The same considerations give an explicit spanning set and basis
for PrK

kðTÞ, based on Theorem 8.3, (4.6), Theorem 8.1, and part 2
of Theorem 6.1. The corresponding formulas for the spanning set
and basis are:

fðkTÞawa;f ;T
r ja 2 N0:n

0 ; jaj ¼ r;r 2 Rð1 : k;0 : nÞ;
and

fðkTÞawa;f ;T
r ja 2 N0:n

0 ; jaj ¼ r;r 2 Rð1 : k; 0 : nÞ; sa;rt ¼ Iðf Þ;
ai ¼ 0 if i < min½Iðf Þ n srt�g;

respectively, where wa;f ;T
r is defined by (8.2) and (8.3).

Bases for the spaces P�r Kk and PrK
k are summarized in Tables

9.1–9.4 for n ¼ 2;3, 0 < k < n, r ¼ 1;2;3. In the tables, we assume
i < j < k < l, and recall that the Whitney forms /ij and /ijk are given
by:
/ij ¼ kidkj � kjdki; /ijk ¼ kidkj ^ dkk � kjdki ^ dkk þ kkdki ^ dkj:
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