Similarity solutions in the theory of curvature driven diffusion along planar curves: I. Symmetric curves expanding in time
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Abstract

A numerical method is developed for obtaining similarity solutions of the differential equations governing the evolution of a planar curve in the theory of diffusion along curves. The method is applied to cases in which the solution can be interpreted as describing the subsequent evolution (by curvature driven surface diffusion) of the boundary of a three-dimensional body that in the limit $t \to 0^+$ has a form close to that of a wedge with angle of aperture $2\Phi$. In the theory of curvature driven evaporation, the analogous problem can be solved analytically, and hence the relation between $t$, $\Phi$, and the retraction of the wedge tip can be rendered explicit. Although the differential equations of the two theories are of different orders and have solutions that differ in such qualitative properties as preservation of convexity and conservation of volume, it is found that the explicit expressions obtained for the retraction of a wedge tip by curvature driven evaporation can be transformed by rescaling into expressions that appear to be in perfect agreement with numerical results for retraction of the tip by curvature driven diffusion. © 1998 Elsevier Science B.V. All rights reserved.
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1. Curvature driven diffusion along curves

The theory of curvature driven diffusion in the surface $S$ of an isotropic body $B$ is based on, (i) the constitutive equation [1,2],

$$ q = -K \nabla_S H, $$

(1.1)

which relates the mass flux $q$ in $S$ to the surface gradient of the sum $H$ of the principal curvatures of $S$, and (ii) the mass-balance equation [2],

$$ \rho \dot{v} + \text{div}_S \mathbf{q} = 0. $$

(1.2)

which relates the surface divergence of $\mathbf{q}$ to the rate $v$ of advance of $S$ along its exterior normal. The material constant $K$ is proportional to the coefficient for self-diffusion in $S$; $\rho$ is the (constant) mass density of $B$.

From this point on we shall assume that a characteristic length $L$ has been specified, and we shall use, instead of such variables with dimension of length as $x$, $y$, etc., the dimensionless variables $x/L$, $y/L$, etc., and, instead of the time $t$, the dimensionless variable $Kt/\rho L^4$. The new variables also will be denoted by $x$, $y$, $t$, etc.

Eqs. (1.1) and (1.2) yield (in the new variables)

$$ v = \Delta_S H $$

(1.3)
and are said to govern the theory of motion by Laplacian of curvature. That theory has a less developed literature than the theory of motion by curvature [3], based on the equation \( v = -kH \). Whereas \( H \) is given by second-order derivatives of surface coordinates, \( \Delta_S H \) depends on fourth-order derivatives of such coordinates, and this fact has the consequence that a maximum principle employed in the theory of motion by curvature does not hold for (1.3). Of some interest in materials science is the related fact that a theorem of Huisken [4] in the theory of motion by curvature, to the effect that a surface convex at one time remains convex at all later times, does not hold in the theory of motion by Laplacian of curvature.

We here discuss a particular class of solutions of Eq. (1.3), namely, similarity solutions for cases in which \( B \) is a two-dimensional body that in each of its configurations occupies a (not necessarily bounded) region of a fixed plane \( P \); in such cases the boundary \( S \) is a planar curve \( C(t) \).

The emphasis in the present paper will be on similarity solutions for which \( C(t) \) represents the boundary of a body that in the past has had a shape close to that of a wedge \( W \) with angle of aperture \( 2\Phi \). One can imagine a wedge that is evolving by curvature driven surface diffusion in accord with the constitutive Eq. (1.1), or by curvature driven evaporation and condensation in accord with the relation \( v = -kH \). (We shall refer to the latter theory as the theory of 'curvature driven evaporation', because the solutions we shall consider of the equation \( v = -kH \) will be such that \( H \) is of fixed sign.) For curvature driven diffusion, the subject emphasized here, we shall present, in Section 2 below, a numerical method for finding \( C(t) \), and we shall calculate the retraction of the tip of the wedge as a function of \( t \) and \( \gamma \).

In Section 3 we shall show that the corresponding problem in the theory of curvature driven evaporation can be solved explicitly, and we shall observe that, although the two theories yield qualitatively different shapes for the curves \( C(t) \), there is a rescaling that transforms the explicit expression for the retraction of the wedge tip obtained in the latter theory into a formula that appears to be in perfect accord with numerical results for the retraction in the former theory.

In general, when discussing the temporal evolution of a curve \( C(t) \), we write \( x = x(s, t) \) for the location in the plane \( P \) of the point of \( C(t) \) with arc-length coordinate \( s \). The unit tangent and normal vectors of \( C(t) \), \( t \) and \( n \), obey the relations \( t = x_s = \partial x / \partial s \) and \( \kappa n = -t_s \). (The minus sign in this last expression results from a desire to identify the normal vector for a closed curve with the exterior unit normal for the region it bounds and to have the curvature \( \kappa \) non-negative for curves that are boundaries of convex regions.) Here \( H = \kappa \) and \( \Delta_S H = \kappa_{ss} \). If we let \( \theta = \theta(s, t) \) be the counterclockwise angle to \( t(s, t) \) from a line parallel to a fixed \( x \)-axis, then, for an appropriate choice of the direction of increase of \( s \), \( \kappa(s, t) = \theta_x(s, t) \) and (1.3) becomes

\[
v = \theta_{sss}.
\] (1.4)

Because \( x_t \cdot n = 0 \), we have \( v = x_t \cdot n \), and (1.4) can be written

\[
x_t \cdot n = \theta_{sss}.
\] (1.5)

As \( t_x = -\theta_x n \) and \( t_s = -\theta_s n \), successive differentiation of Eq. (1.5) yields

\[
-\theta_t + \theta_s x_t \cdot t = \theta_{ssss},
\] (1.6)

\[
-\theta_t s + \theta_{ss} x_t \cdot t - \theta_s^2 x_t \cdot n = \theta_{ssssss}.
\] (1.7)

In view of (1.5) and (1.6), Eq. (1.7) tells us that

\[
\theta_{ss} \theta_t - \theta_s \theta_{tss} = \theta_t \theta_{ssss} - \theta_s \theta_{ssss} + \theta_s^3 \theta_{ss}.
\] (1.8)

This partial differential equation for the tangent angle at \( s \) for the curve \( C(t) \) will play an important role in our discussion.

As we are considering cases in which \( \theta \) has classical derivatives in \( s \) of order five, (1.4) tells us that when \( C(t) \) is the boundary of a compact body,

\[
\int_C v(s, t) ds = 0.
\] (1.9)

This relation expresses the assertion that curvature driven diffusion in the perimeter of a two-dimensional body conserves the area of that body.

### 1.1. General theory of similarity solutions

A similarity solution of Eq. (1.8) is one for which there are functions \( \bar{\theta} \) and \( \gamma \) such that

\[
\theta(s, t) = \bar{\theta}(\nu), \quad v = s \gamma(t).
\] (1.10)
We shall use the prime sign to indicate derivatives of $\tilde{\theta}$ and $\gamma$. For each similarity solution there is a constant $c$ such that

$$
(\tilde{\theta}''' - \tilde{\theta}''(\tilde{\theta}'))^2 = c. \quad (1.11)
$$

and $-\gamma'/\gamma^5 = c$, i.e.,

$$
\gamma(t) = (b + 4ct)^{-1/4} \quad (1.12)
$$

with $b \geq 0$ a constant. Curves $C(t)$ corresponding to solutions with $c > 0$ expand in time, and those for which $c < 0$ contract in time. When $c = 0$, $\theta_t(s, t) = 0$ and the curve $C(t)$ either remains fixed or moves at constant velocity without changing shape. We refer to similarity solutions of (1.8) with $c > 0$, $c < 0$, and $c = 0$ as expanding, contracting, and invariant, respectively.

In terms of $\eta = \eta(v) = \tilde{\theta}'(v)$, i.e., $\eta(v) = \gamma(t)^{-1}\kappa(s, t)$, Eq. (1.11) becomes

$$
\eta''' - \eta'' + \eta^3 - c\eta^2 = 0. \quad (1.13)
$$

At this point we wish to remark that although Eq. (1.8) was derived by considering curves that are boundaries of (two-dimensional) bodies, there are planar curves $C(t)$ for which the tangent angle is governed by that equation, i.e., which evolve by curvature driven diffusion along the curve, but which cannot be regarded as boundaries. Examples of such curves are shown in Fig. 1 (B and C). Each curve in that figure (which will be discussed later) corresponds to an expanding similarity solution of (1.8), but only the one labeled A represents the boundary of a planar (infinite) region.

Whether or not the time-dependent planar curve $C(t)$ is the boundary of a region, if $C(t)$ obeys (1.4) and the range of $s$ is $(-\infty, +\infty)$, $C(t)$ satisfies (1.9) if and only if

$$
\lim_{s \to \infty} \kappa_s(s, t) = \lim_{s \to -\infty} \kappa_s(s, t). \quad (1.14)
$$

Later in the paper we shall be concerned with cases in which $\kappa$ is an even function of $s$ on $(-\infty, +\infty)$; in such cases (1.14) is satisfied if and only if

$$
\lim_{s \to \infty} \kappa_s(s, t) = 0. \quad (1.15)
$$

When Cartesian coordinates are employed and $C(t)$ has the representation $y = y(x, t)$, Eq. (1.3) takes the form [2].

$$
y_t = \frac{\partial}{\partial x} \left( \frac{\kappa_x}{\sqrt{1 + y_x^2}} \right), \quad \kappa = \frac{y_{xx}}{(1 + y_x^2)^{3/2}}. \quad (1.16)
$$

or, equivalently,

$$
(1 + y_x^2)^{-1/2} y_t(x, t) = -\kappa_{xx}(s, t). \quad (1.17)
$$

Each solution of Eq. (1.16) for which $\tilde{y} = \tilde{y}(\tilde{x})$ with $\tilde{x} = \gamma(t)x$, $\tilde{y} = \gamma(t)y$ (18) corresponds to a similarity solution of Eq. (1.8). The converse is not true in general: there are similarity solutions of (1.8) that cannot be written in the form (1.18). However, if the solution $\eta = \eta(v)$ of (1.13) is such that, as $v$ varies over its full range, $\tilde{\theta}(v)$ is confined to an interval of length $\pi$, then, after an appropriate choice $\theta_0$ of $\tilde{\theta}(0)$, integration of the function $\eta(\cdot)$ yields a similarity solution of Eq. (1.8) for which $\cos \tilde{\theta} > 0$ on the domain of $\tilde{\theta}(-)$, and we can construct a solution $y = y(x, t)$ of Eq. (1.16) that obeys (1.18) (with $\gamma(t) = (b + 4ct)^{-1/4}$) by putting

$$
\tilde{x}(v) = \int_0^v \cos \tilde{\theta}(\xi) \, d\xi,
$$

$$
\tilde{y}(v) = \int_0^v \sin \tilde{\theta}(\xi) \, d\xi + \tilde{y}(0),
$$

$$
\tilde{\theta}(v) = \int_0^v \eta(\xi) \, d\xi + \theta_0. \quad (1.19)
$$
where \( \tilde{y}(0) \) is arbitrary. (If such a value of \( \theta_0 \) cannot be found, i.e., if the length of the range of \( \theta \) exceeds \( \pi \), it is not true that \( y \) can be expressed as a single-valued function of \( x \) and \( t \).) We write \( \tilde{C} \) for the curve that has the parametric representation \( \tilde{x} = \tilde{x}(v) \), \( \tilde{y} = \tilde{y}(v) \) in the Cartesian system \((\tilde{x}, \tilde{y})\). The arc-length coordinate for \( \tilde{C} \) is \( v \), and the curvature of \( \tilde{C} \) is \( \eta = \eta(v) \). Once \( \tilde{C} \) is known, \( C(t) \) is determined for each \( t \) for which \( \gamma(t) \) is a positive number; our construction of \( C(t) \) implies that the point on \( C(t) \) with \( s = 0 \) is on the \( y \)-axis for each such \( t \). In view of (1.17), (1.18) and (1.12), \( \tilde{y}(\tilde{x}) \) obeys

\[
C(1 + \tilde{y}^2)^{-1/2}(\tilde{y} - \tilde{x}\tilde{y}_x) = -\eta_{vv}(v). 
\]

(1.20)

In this paper we shall discuss expanding similarity solutions of (1.8) for which curvature can be expressed as an even function of arc-length and that can be interpreted as describing the evolution of infinite wedges. Subsequent papers on similarity solutions will deal with invariant solutions, contracting solutions, and a special class of expanding solutions that appear to be of importance in extensions of the theory of thermal grooving formulated by Mullins in the paper [2] in which the field equation (1.3) of curvature driven surface diffusion first appeared. In the following section we shall present a procedure for finding, by numerical solution of equation (1.13), similarity solutions of (1.8) with specified asymptotic properties. This procedure differs from one, based on numerical integration of the Eq. (2.2), which was employed by Robertson [5] in a study of thermal grooving in cases in which a linearization introduced in [2] is not appropriate.

2. Expanding similarity solutions for diffusion along curves

For the case of expanding similarity solutions of (1.8), i.e., when \( c > 0 \) in (1.12), we can, without loss of generality, put \( c = 1/4 \) and \( b = 0 \) and thus obtain

\[
\gamma(t) = t^{-1/4}, \quad \theta(s, t) = \tilde{\theta}(v), \quad v = st^{-1/4},
\]

(2.1)

\[
\eta''' - \eta'' \eta' + \eta''^3 - \frac{1}{4} \eta''^2 = 0.
\]

(2.2)

The emphasis here is on cases in which the domain of \( \eta(\cdot) \) and \( \tilde{\theta}(\cdot) \) is infinite and \( \tilde{x} \rightarrow \infty \) as \( v \rightarrow \infty \). We are particularly interested in solutions of (2.2) for which there is a time-invariant curve \( C_\infty \) with a representation of the form \( y = g(x) \) and the property that, for each \( t \), \( C(t) \) is asymptotic to \( C_\infty \) for large \( x \). When such is the case, \( g \) must either equal or be asymptotic to a function \( f \) that obeys the identity \( \gamma f(x) = f(\gamma x) \) for \( \gamma, x > 0 \) and hence has the form \( f(x) = Ax \). Thus, we shall seek expanding similarity solutions of Eq. (1.8) for which \( C(t) \) for each \( t \) is asymptotic to an invariant straight line that passes through the origin of a Cartesian coordinate system in which (1.18) holds. A plausible place to start the search for such solutions of Eq. (1.8) is among the solutions of Eq. (2.2) for which

\[
\lim_{v \to \infty} \eta(v) = 0.
\]

(2.3)

The solutions that we can find obeying this condition are also such that \( \eta', \eta'', \eta''' \rightarrow 0 \) as \( v \to \infty \) and hence obey the relation (1.15).

One way to write Eq. (2.2) as a system is to put

\[
\begin{align*}
\xi' &= f(\xi), &\xi &= (\xi_1, \xi_2, \xi_3, \xi_4) &= (\eta, \eta', \eta'', \eta''').
\end{align*}
\]

(2.4)

However, for a solution \( \eta \) of Eq. (2.2) on \((0, \infty)\) that obeys (2.3), there are generally values \( v^* \) of \( v \) at which \( \eta''(v^*) \eta'''(v^*) = 0 \), and, as the fourth component of \( \zeta' \), i.e., \( \zeta_4' = \eta'''(v') \), contains a term of the form \( \zeta_4 \zeta_2 / \zeta_1 = \eta'''(v) \eta''(v) / \eta, f(\xi(v)) \) is not well defined where \( v = v^* \). To overcome this difficulty, we write Eq. (2.2) in the form \( \mathbf{h}' = \mathbf{g}(\mathbf{h}) \), where \( \mathbf{h} = (h_1, h_2, h_3, h_4) \) with

\[
\begin{align*}
h_1 &= \eta, & h_2 &= \eta', & h_3 &= \eta'', & h_4 &= \eta'' + \eta'''/\eta,
\end{align*}
\]

(2.5)

and so obtain a system that is well defined and locally Lipschitzian for all values of \( \mathbf{h} \):

\[
\begin{align*}
&h_1 = h_2, &h_2' &= h_3, &h_3' &= h_4 h_1 h_2, &h_4' &= \frac{1}{4} + h_2^2.
\end{align*}
\]

(2.6)

2.1. Symmetric curves asymptotic to invariant lines

We are interested in solutions of (2.2) for which \( \eta(\cdot) \) is an even function. We call such a solution symmetric because for it the curve \( \tilde{C} \) has a line \( l^0 \) of symmetry
Fig. 2. Solutions $\eta(v) = h_1(v)$ of the system (2.6) with $h_1(0) = \eta_0 = 1$, $h_2(0) = h_4(0) = 0$: (A) $h_3(0) = h^*_3$; (B) $h_3(0) = h^*_3 + 10^{-4}$; (C) $h_3(0) = h^*_3 - 10^{-4}$; (D) $h_3(0) = h^*_3 + 10^{-12}$; (E) $h_3(0) = h^*_3 - 10^{-12}$.

(which passes through the point $v = 0$ and is parallel to $n(0)$). Such curves $\tilde{C}$ are shown in Fig. 1. Our interest is in cases for which $\tilde{C}$ is asymptotic to a straight line $l^+$ as $v \to \infty$ and hence to a straight line $l^-$ as $v \to -\infty$, as in Fig. 1(A). We place the origin $O$ of the system $(\tilde{x}, \tilde{y})$ at the intersection of $l^+$ and $l^-$ and choose the $\tilde{y}$-axis to be the line $l_0$ of symmetry, which yields not only $\theta_0 = 0$ in (1.19), but also $\tilde{y}_2(0) = 0$ in (1.20) and hence

$$\delta = -4\eta_{yy}(0).$$

where $\delta = \tilde{y}(0)$ is the distance from $O$ to $\tilde{C}$. If we write $2\Phi$ for the angle between $l^+$ and $l^-$, then

$$\Phi = \pi/2 - \lim_{v \to \infty} \tilde{\theta}(v) = \pi/2 - \int_0^\infty \eta(v) \, dv.$$  

To find $\tilde{C}$ when $\Phi$ is given, we employ an inverse method in which we first determine the dependence of solutions of (2.4) on $\eta(0)$ and then use (2.8) to obtain a graph of $\Phi$ vs. $\eta(0)$. As $\eta$ is here an even function, it suffices to solve (2.4) for $v \geq 0$, and in the initial data for the system (2.4), i.e., in $\zeta(0) = (\eta(0), \eta'(0), \eta''(0), \eta'''(0))$, we have $\eta'(0) = \eta''(0) = \eta'''(0) = 0$. To find $\eta$ as a function of $v$ for a given value $\eta_0$ of $\eta(0)$ we seek the value $\eta''_0$ of $\eta''(0)$ such that the (unique) solution $h(\cdot)$ of the system (2.6) with the initial data $h(0) = (h_1(0), h_2(0), h_3(0), h_4(0)) = (\eta_0, 0, \eta''_0, 0)$ is such that $\eta(\cdot)$, i.e., $h_1(\cdot)$, has the asymptotic property (2.3). We have used a shooting procedure for computing approximations to $\eta''_0$. As the procedure is based on the system (2.6) in which $h_3(v) = \eta''(v)$, we denote the approximations to $\eta''_0$ obtained from it by $h^*_3$. For a given $\eta_0$, $h^*_3 = h^*_3[\eta_0]$ is taken to be the value of $h_3(0)$ that yields the longest range of $v$ on which $|h(v)|$ is small.

Several fourth-order and fifth-order numerical methods of Runge-Kutta and predictor-corrector type were used to integrate the system (2.6). For each choice of the initial datum $\eta_0 = h_1(0)$ and the integration method, a value of $h^*_3$ was computed to 16 significant figures. We found $h^*_3$ to be independent of the integration method to 12 significant figures for step sizes $\Delta v$ with maximum values less than $10^{-3}$.

A typical example of our numerical calculations is illustrated in Fig. 2, where $\eta_0 = 1$. The heavy solid curve there labeled A is the graph $\eta$ vs. $v$ corresponding to the best approximation $h^*_3[1]$ we found for $\eta''_0$. The dashed and dotted curves shown in the figure...
Fig. 3. Graphs of the following functions of $\eta_0$ for wedges evolving by curvature driven surface diffusion: (A) $\delta$, given by (2.7); (B) the angle of aperture $2\Phi$.

illustrate the effects of perturbations to $h_3^* [1]$ and confirm the general rule that the better the approximation to $\eta_0^\nu$, the longer the interval of values of $v$ on which $|h(v)|$ remains small. In this case we find that if $h_3(0) = h_3^*$, then $|h_1(v)| < 10^{-4}$ for $13 < v < 21$. That $h_3^*$ is only an approximation to $\eta_0^\nu$ becomes clear when the solution is extended beyond the range shown in the figure; our best value $h_3^*$ yields values of $|h_1(v)|$ that increase monotonically with $v$ for $v > 22$ and surpass 0.1 at $v = 25$.

The first component $h_1(\cdot) = \eta(\cdot)$ of the solution $h$ of (2.6) corresponding to the best value $h_3^* [\eta_0]$ we can obtain for $\eta_0^\nu$ gives us the curve $\tilde{C}$ by (1.19) and the angle $\Phi = \Phi(\eta_0)$ by (2.8). The number $h_3^*$ gives an approximation to $\delta = \delta(\eta_0)$, for, by (2.7), $\delta(\eta_0) = -4\eta_0^\nu$. Graphs of $\delta$ and $2\Phi$ vs. $\eta_0$ are shown in Fig. 3.

In Fig. 1, we show curves $\tilde{C}$ corresponding to the graphs of $\eta$ vs. $v$ labeled A, B, C in Fig. 2. The curves labeled B and C in Fig. 1 illustrate the importance of having a good approximation to $\eta_0^\nu$.

The curves $\tilde{C}$ shown in Fig. 4 correspond to selected values of $2\Phi$ and were computed in the following way: the data used to construct graph B of Fig. 3 were employed to obtain a value of $\eta_0$ for each specified value of $2\Phi$, and for that $\eta_0$ the data used to construct graph A of Fig. 3 gave the corresponding value of $h_3^* [\eta_0]$. From the pair $(\eta_0, h_3^* [\eta_0])$, $\eta$ as a function of $v$ was computed by numerical integration of (2.6), and the Cartesian coordinates of the points on $\tilde{C}$ were calculated from (1.19). In view of (2.1), (1.19) and (1.18), $\tilde{C}$ can be identified with $C(t)$ for $t = 1$, and for each $t > 0$ the curve $C(t)$ is the magnification of $C(1)$ by the factor of $t^{1/4}$. In cases such as these, for which $\tilde{C}$ does not cross itself and is asymptotic to straight lines $l^+$ and $l^-$ as $v \to + \infty$ and $-\infty$, $C(t)$ can be regarded as the boundary at time $t$ of an infinite solid body $B$.

We take the range of $\Phi$ to be the open interval $(0, \pi/2)$. For $\Phi$ in that interval, as $t \to 0^+$, $C(t)$ approaches the lines $l^+$ and $l^-$ uniformly in $s$ for $-\infty < s < \infty$. In other words, the function $t \to C(t)$ describes the evolution for $t > 0$ of the boundary of a body that in the limit $t \to 0^+$ has the form of an infinite wedge $W$ with angle of aperture $2\Phi$.

Because the relations (1.14) and (1.15) hold here, Eq. (1.9) implies that the signed area between $C(t)$
Fig. 4. Curves $\hat{C}$ corresponding to symmetric expanding similarity solutions of Eq. (1.8) which governs curvature driven surface diffusion:
(A) $2\Phi = 10^\circ$, $\delta = 3.98$; (B) $2\Phi = 20^\circ$, $\delta = 2.64$; (C) $2\Phi = 40^\circ$, $\delta = 1.64$; (D) $2\Phi = 60^\circ$, $\delta = 1.17$.

Fig. 5. The relation between $\Phi$ and the dimensionless numbers $\delta$ and $\hat{\delta}$ that determine, by (2.10) and (3.31), respectively, the retraction $A(t)$ of the tip of a wedge. In the theory of curvature driven surface diffusion $\delta$ obeys Eq. (2.7). In the theory of curvature driven evaporation $\hat{\delta}$ obeys Eq. (3.24) and its equivalent (3.35). Comparison of the results of numerical integration of (2.2) with evaluation of the integrals in (3.24), (3.25) indicates a remarkable coincidence of the graphs of $\delta$ and $\hat{\delta}/\sqrt{2}$ vs. $\Phi$.

and its asymptotes must be zero for all $t > 0$. This fact gives us a further check on the reliability of our numerical methods. For $0 < \eta_0 < 1.6$, we have found the ratio of the signed area to the absolute area of the region between the calculated curve $\hat{C}$ and its asymptotes to be less than $10^{-3}$.

The retraction $\Delta(t) = y(0, t)$, i.e., the distance from the point $s = 0$ on $C(t)$ to the intersection of the fixed asymptotic lines $l^+$ and $l^-$, is given by

$$\Delta(t) = t^{1/14} \delta. \quad (2.9)$$

In conventional (e.g., SI) units, Eq. (2.9) becomes

$$\Delta(t) = (Kt/\rho)^{1/4} \delta. \quad (2.10)$$

Although $\delta$ is the dimensionless quantity constructed using (an arbitrary) characteristic length $L$ as the unit of length, that length does not appear in either (2.9) or (2.10). This is not surprising, for $C(t)$ evolves by similarity transformations.

A graph $\delta$ vs. $\Phi$, based on Eqs. (2.7) and (2.8), is given in Fig. 5. In the following section we shall give evidence to the effect that the relation between $\delta$ and
\( \Phi \) has the analytic representation:

\[
\begin{align*}
\Phi &= \frac{\pi}{2} \int_{0}^{\delta/\sqrt{2}} \frac{d\eta}{[\delta^2/2 - \eta^2 + \ln(\delta/\sqrt{2}\eta)]^{1/2}} \\
&= \int_{\delta/\sqrt{2}}^{\infty} \frac{dR}{R[R(R^2/2\delta^2)e(R^2/2-\delta^2)-1]^{1/2}}.
\end{align*}
\]

(2.11)

3. Similarity solutions in the theory of curvature driven evaporation

The expanding similarity solutions just presented for the theory of motion by curvature driven diffusion along curves have analogs in the theory of motion by evaporation and condensation. For a planar curve \( C(t) \), the basic equation of the latter theory (generally referred to as the theory of motion by curvature) is \( v = -k\kappa \), with \( k \) a positive material constant [3]. If one uses, instead of \( t \) and \( x, y, s \), etc., the dimensionless variables \( \kappa t/L^2 \) and \( x/L, y/L, s/L \), (for which we shall here write \( t, x, y, s \ldots \)), the equation becomes

\( v = -\kappa \)

and gives the following analog of (1.5):

\[
x_t + n = -\theta_s. \tag{3.2}
\]

The argument by which we derived (1.8) from (1.5) tells us that (3.2) is equivalent to the following partial differential equation for the tangent angle \( \theta = \theta(s, t) \):

\[
\theta_s - \bar{\theta}_s \theta_t = \frac{\theta_s^2 - \bar{\theta}_s^4 - \bar{\theta}_s \theta_{ss}}{\theta_{ss}}. \tag{3.3}
\]

For a similarity solution, i.e., one with the form

\( \theta(s, t) = \bar{\theta}(v), \quad v = sy(t) \)

(3.4) yields

\[
(\theta''^2 - \bar{\theta}_s^4 - \bar{\theta}_s \theta''')/(\bar{\theta}')^2 = c. \tag{3.5}
\]

and

\[
\gamma(t) = (b + 2ct)^{-1/2}. \tag{3.6}
\]

with \( b \geq 0 \). As in the case of curvature driven diffusion, expanding, contracting and invariant solutions correspond, respectively, to \( c > 0 \), \( c < 0 \), and \( c = 0 \).

If we put, as in Section 1, \( \eta = \eta(v) = \bar{\theta}'(v) \), we here have

\[
\eta(v) = \gamma(t)^{-1}\kappa(s, t) \quad \text{and, in place of (1.13), an equation,}
\]

\[
\eta\eta'' - \eta^2 + \eta^4 + c\eta^2 = 0,
\]

(3.7)

whose solution can be rendered explicit. If there is a finite value of \( v \) at which \( \eta(v) = 0 \), then (3.7) implies that \( \eta(v) = 0 \) for all \( v \) and \( C(t) \) is (an invariant) straight line. If not, we may take \( \eta(v) \) to be positive for all \( v \) and note that the first integral of (3.7) then has the form

\[
(\eta'/\eta)^2 = \alpha - \eta^2 - 2c \ln \eta
\]

(3.8)

with \( \alpha \) a constant obeying

\[
\alpha \geq \inf_{\eta > 0}(\eta^2 + 2c \ln \eta).
\]

(3.9)

(Of course, for \( c > 0 \) the relation (3.9) places no constraint on \( \alpha \). When \( \eta \) is not everywhere 0, we choose the point \( v = 0 \) such that \( \eta(0) = \eta_0 \) with \( \eta_0 \) a root of the equation

\[
\eta^2 + 2c \ln \eta = \alpha; \tag{3.10}
\]

we then have \( \eta'(0) = 0 \), the solution of (3.7) takes the form

\[
\nu = \nu(\eta) = \pm \int_{\eta_0}^{\eta} \frac{d\eta}{\eta[\eta_0^2 - \eta^2 + 2c \ln(\eta_0/\eta)]^{1/2}},
\]

(3.11)

and \( \eta \) is an even function of \( v \). Thus each similarity solution of (3.3) corresponds to a symmetric time-dependent curve \( C(t) \).

If \( c < 0 \) and equality holds in (3.9), the root \( \eta_0 \) of (3.10) is unique, the solution of (3.8) is a constant equal to \( \eta_0 \), and, for \( t < -b/(2c) \), the curve \( C(t) \) is a circle of radius \( R(t) = \eta_0^{-1}(b + 2ct)^{1/2} \). If, for \( c < 0 \), (3.9) is an inequality, then (3.10) has two distinct roots \( \eta_0^{(1)}, \eta_0^{(2)} \) for each \( \alpha \) obeying (3.9); the solution of (3.7) for each such \( \alpha \) is periodic, and \( \eta_0^{(1)}, \eta_0^{(2)} \) correspond to the maximum and minimum values of \( \eta \). For \( c \geq 0 \) the root \( \eta_0 \) of (3.10) is unique for each \( \alpha \) obeying (3.9), and the corresponding solution \( \eta \) of (3.7) is an even function that is monotone decreasing on \([0, \infty)\) with \( \eta(v) \to 0 \) as \( v \to \infty \).
Here, as in Section 2, we take the x-axis to be perpendicular to a line \( l^0 \) of symmetry for the curve \( C(t) \); hence \( \bar{\theta}(0) = 0 \) and

\[ \bar{\theta}(\nu) = \int_0^\nu \eta(\nu) \, d\nu. \quad (3.12) \]

When \( c \geq 0 \), \( l^0 \) is unique, and one can show that, by (3.11),

\[ \lim_{\nu \to \infty} \bar{\theta}(\nu) = \int_0^{\eta_0} \eta \left[ \frac{\eta_0^2 - \eta^2 + 2c \ln(\eta_0/\eta)}{\sqrt{\eta_0^2 - \eta^2 + 2c \ln(\eta_0/\eta)}} \right]^{1/2} \, d\eta. \quad (3.13) \]

The above integral is finite for each \( \eta_0 > 0 \). It follows that every expanding and invariant similarity solution of Eq. (3.3) for which \( \bar{C} \) is not a straight line is such that \( \bar{C} \) is asymptotic to straight lines \( l^+ \) and \( l^- \) as \( \nu \to +\infty \) and \( \nu \to -\infty \). The angle \( 2\Phi \) of intersection of \( l^+ \) and \( l^- \) is

\[ \Phi = \pi/2 - \bar{\theta}(\infty), \quad (3.14) \]

where \( \bar{\theta}(\infty) \) stands for \( \lim_{\nu \to \infty} \bar{\theta}(\nu) \) and is given by (3.13).

For invariant solutions, i.e., when \( c = 0 \), without loss of generality we can put \( b = 1 \) in (3.6). We then have \( \nu = s \), \( \eta = \kappa \), and the integral in (3.11) reduces to

\[ s(\kappa) = \pm \int_{\kappa_0}^\kappa \frac{d\kappa}{\kappa \sqrt{\kappa_0^2 - \kappa^2}}, \quad (3.15) \]

which yields an explicit relation between \( \kappa(s) \) and the maximum value \( \kappa_0 = \kappa(0) \) attained by the curvature:

\[ \kappa(s) = \frac{\kappa_0}{\cosh(\kappa_0 s)}. \quad (3.16) \]

For \( c = 0 \), (3.14) yields \( \Phi = 0 \), which says that invariant solutions produce curves that are asymptotic to parallel lines. As we discuss below, invariant solutions of Eq. (3.3) that do not correspond to straight lines undergo a translation at constant velocity along the symmetry axis \( l^0 \).

In the seminal paper on the theory of Eq. (3.1), Mullins [3] pointed out that when \( C(t) \) has a polar coordinate representation \( r = r(\varphi, t) \), Eq. (3.1) becomes

\[ rr_t = -\frac{r^2 + 2r^2 - rr_{\varphi \varphi}}{r^2 + r^2_{\varphi^2}}. \quad (3.17) \]

Mullins called solutions of this equation for which

\[ r(\varphi, t) = R(\varphi)T(t) \quad (3.18) \]

invariant under magnification and showed that for them

\[ T(t) = y'(t)^{-1} \quad (3.19) \]

with \( y'(t) \) as in (3.6). When \( c \neq 0 \) and \( C(t) \) has a polar coordinate representation \( r = r(\varphi, t) \), our concept of a similarity solution of (3.3) is equivalent to the concept of a solution of (3.17) invariant under magnification.

Similarity solutions of (3.3) with \( c = 0 \) that do not reduce to \( \eta(\nu) = 0 \) are not solutions of (3.17) obeying (3.18), but are instead of a type that Mullins called invariant under translation. The curves corresponding to these solutions have the Cartesian coordinate representation (viz. [3, p. 903]):

\[ y = y(x, t) = Vt - V^{-1} \ln \cos(Vx). \quad (3.20) \]

Such a curve advances along the y-axis with constant velocity \( V \); its curvature \( \kappa(s) \) is given by the invariant (i.e., \( c = 0 \)) solution (3.16) of Eq. (3.7). In the dimensionless units we are using here, the velocity \( V \) in (3.20) equals \( \kappa_0 \) in (3.16), and \( V^{-1} \) is the distance between the fixed parallel lines \( l^+, l^- \) to which \( C(t) \) is asymptotic for each \( t \).

In general, when \( C(t) \) has the Cartesian representation \( y = y(x, t) \), Eq. (3.1) takes the form [3]:

\[ (1 + y_x^2)^{-1/2} y_t = \kappa, \quad \kappa = \frac{y_{xx}}{(1 + y_x^2)^{3/2}}. \quad (3.21) \]

Each solution of this last equation for which (1.18) holds with \( y'(t) \) as in (3.6) corresponds to a similarity solution of (3.3) and can be constructed from the function \( \eta(\kappa) \) using (1.19) with \( \theta_0 = 0 \). For such solutions of (3.21), \( \tilde{y}(\tilde{x}) \) obeys

\[ c(1 + \tilde{y}_x^2)^{-1/2}(\tilde{y} - \tilde{x}\tilde{y}_x) = \eta. \quad (3.22) \]
Of principal interest here are expanding similarity solutions; for them, without loss of generality, we put $c = 1/2$ and $b = 0$ to obtain $y(t) = t^{-1/2}$, $v = t^{-1/2}s$, and $\eta(v) = t^{1/2}K(s, t)$. As in Section 2, we place the origin O of the ($\tilde{x}, \tilde{y}$)-coordinate system at the intersection of $l^+$ and $l^-$, which, together with the fact that $\tilde{\theta}(0) = 0$, implies that in Eq. (3.21) we have $\tilde{y}_t(0) = 0$, and hence

$$2\eta(0) = \tilde{y}(0) = \delta,$$

(3.23)

where $\delta$ is, as in (2.7), the distance in the ($\tilde{x}, \tilde{y}$)-plane between O and the point on $C$ with $v = 0$. Thus, for expanding similarity solutions of (3.3), we have, by (3.13) and (3.14), a surprisingly simple relation between $\delta$ and the angle of aperture $2\Phi$:

$$2\Phi = \pi - 2 \int_0^{\delta/2} \frac{d\eta}{[\delta^2/4 - \eta^2 + \ln(\delta/2\eta)]^{1/2}}.$$

(3.24)

In this theory, the retraction $\tilde{C}(t) = y(0, t)$, i.e., the time-dependent distance between $C(t)$ and the intersection of the fixed asymptotic lines $l^+$ and $l^-$, is given by

$$\tilde{C}(t) = t^{1/2} \tilde{\delta}(\Phi).$$

(3.25)

In a paper [6] on grain boundary motion by curvature driven evaporation, Sun and Bauer observed that a functional relation of a general type (3.25) must hold. They stated that the specific function $\tilde{\delta}(\Phi)$ ‘cannot be expressed analytically’, but calculated it by a finite difference scheme applied to a partial differential equation equivalent to (3.17). The graph of their numerical results agrees with our explicit expression (3.24) for $\Phi(\tilde{\delta})$ (and hence with the equivalent expression (3.35) below).

Eq. (3.11) here yields

$$\nu = \pm \int_\eta^\delta \frac{d\eta}{[\delta^2/4 - \eta^2 + \ln(\delta/2\eta)]^{1/2}}.$$

(3.26)

In a study of the evolution of surface grooves by curvature driven evaporation and condensation, Broadbridge [7] obtained a solution of Eq. (3.22) (with $c > 0$) equivalent to Eq. (3.26). The relation (3.24) is not mentioned in [7], for the boundary conditions appropriate to the problems treated are different from those occurring here.

Eqs. (3.26) and (3.24) permits us to draw the curve $\tilde{C}$ for a specified value of $2\Phi$. We can again identify $\tilde{C}$ with $C(1)$; here, $C(t)$ is the magnification of $C(1)$ by the factor of $t^{1/2}$. Curves $C(t)$ obtained this way describe the evolution of a wedge with angle of aperture $2\Phi$ by curvature driven evaporation. The case in which $2\Phi = 30^\circ$ is shown in Fig. 6, where it may be compared with our results for the same angle of aperture in the theory of Section 2. (The curves $\tilde{C}$ seen in Figs. 6(A) and 7(A–C) were drawn using Eq. (3.34) below, which is equivalent to (3.26) and simplifies calculation of $\tilde{C}$.) It will be noticed that in the theory of (3.1), the convexity of the original wedge (defined by the dashed lines) is preserved in time. Huisken proved his theorem about conservation of convexity for motion by curvature assuming that the evolving surface is closed and compact. We have here an example in which the curve is not compact. Among the curves shown in Fig. 7 for several values of $\Phi$ is one (D) corresponding to the invariant solution (3.20). Although this curve undergoes a motion of translation, rather than expansion, it appears here as a limit for small $\Phi$ of curves $\tilde{C}$ corresponding to expanding solutions of (3.3). This is a consequence of the fact that if we put $y_c(t) = (1 + 2ct)^{-1/2}$, $v = s\eta_c(t)$, $\eta(\nu) = y_c(t)^{-1}k(s, t)$, then, as we let $c$ approach 0 from above with $\eta_0$ held fixed in the solution (3.11) of (3.7), we have not only $y_c(t) \to 1$ and $v \to s$, but also $\eta(\nu) \to k(s)$, where $k(s)$ obeys (3.16) with $k_0$ the fixed value of $\eta_0$. 

**Fig. 6.** Profiles of wedges with angle of aperture $2\Phi = 30^\circ$ that are evolving by (A) curvature driven evaporation; (B) curvature driven surface diffusion.
Fig. 7. Curves \( \tilde{C} \) corresponding to expanding similarity solutions of Eq. (3.3) governing curvature driven evaporation: (A) \( 2\Phi = 20^\circ, \delta = 3.73 \); (B) \( 2\Phi = 15^\circ, \delta = 4.45 \); (C) \( 2\Phi = 10^\circ, \delta = 5.63 \). (D) The curve \( C(t) \) corresponding to the invariant solution (3.16) with \( x_0 = 2.5 \).

The area \( A(t) \) of the region bounded by \( C(t) \) and the asymptotic lines \( l^+, l^- \) (e.g., of the shaded region in Fig. 6(A)) obeys the relation

\[
\frac{dA}{dt} = - \int_{-\infty}^{\infty} \nu \, ds.
\]

(3.27)

Hence, when the motion is caused by curvature driven evaporation, (3.1) yields

\[
\frac{dA}{dt} = - \int_{-\infty}^{\infty} \kappa \, ds = 2 \int_{0}^{\infty} \kappa \, ds = 2[\theta(\infty, t) - \theta(0, t)];
\]

(3.28)

and, as \( A(0) = 0, \theta(0, t) = 0, \) and \( \theta(\infty, t) = \pi/2 - \Phi \), we have

\[
A(t) = (\pi - 2\Phi)t. \]

(3.29)

In other words, the amount of material lost to its environment by a wedge with angle of aperture \( 2\Phi \) that has been evolving since \( t = 0 \) by curvature driven evaporation is, in conventional units,

\[
A = (\pi - 2\Phi)kt. \]

(3.30)

In the same units, the retraction of the wedge tip is

\[
\tilde{\delta}(t) = (kt)^{1/2} \delta(\Phi). \]

(3.31)

One can calculate the curves \( \tilde{C} \) for expanding similarity solutions of (3.3) by another approach. When \( C(t) \) has a polar coordinate representation \( r = r(\varphi, t) \) with \( r(\varphi, t) = R(\varphi)/\gamma(t) \), and \( c = 1/2 \) in (3.6), Eq. (3.17) yields

\[
R^2 + 2R^2 - RR'' + \frac{1}{2} R^4 + \frac{1}{2} R^2 R'' = 0. \]

(3.32)

The above equation has the first integral,

\[
(R'/R)^2 = \beta R^2 e^{R^2/2 - 1}, \]

(3.33)

with \( \beta \) as constant. If we again place the origin at the intersection of the asymptotic lines \( l^+ \) and \( l^- \) and choose the line \( \varphi = 0 \) as the line \( l^0 \) of asymmetry for \( \tilde{C} \) (i.e., as the \( y \)-axis), then \( R'(0) = 0, R(0) = R_0 = \hat{\delta} \), and (3.33) yields \( \beta^{-1} = R_0 e^{R_0^2/2} \)

\[
\varphi(R) = \pm \int_{R_0}^{R} \frac{dR}{R[(R^2/R_0^2)e^{(R^2-R_0^2)/2} - 1]^{1/2}}. \]

(3.34)

It follows from (3.34) that the angle \( \Phi \) that the asymptotes make with the line of symmetry \( \varphi = 0 \) is given as a function of \( \hat{\delta} \) by

\[
\Phi(\hat{\delta}) = \int_{\hat{\delta}}^{\infty} \frac{dR}{R[(R^2/\hat{\delta}^2)e^{(R^2-\hat{\delta}^2)/2} - 1]^{1/2}}, \]

(3.35)

which is equivalent to Eq. (3.24). One may use either (3.26) or (3.34) to obtain the curves \( \tilde{C} \) of the type shown in Figs. 6(A) and 7(A-C). Use of (3.34) permits one to avoid numerical evaluation of the three integrals in (1.19).

We believe that Eqs. (3.24) and (3.35), giving \( \Phi \) as a function of \( \hat{\delta} \), are new. The principal result of this study is summarized in the caption to Fig. 5. We have observed that, within the precision with which we are able to integrate the governing equations of the theory of curvature driven diffusion along the curves, the graph of \( \hat{\delta} \) vs. \( \Phi \) obtained by the methods described in Section 2 appears to coincide with the graph of \( \hat{\delta}/\sqrt{2} \) vs. \( \Phi \) based on the Eqs. (3.24) and (3.35). If the graphs do indeed coincide, i.e., if the relation

\[
\delta(\Phi) = \hat{\delta}(\Phi)/\sqrt{2}, \]

(3.36)

or, equivalently (2.11), holds exactly, it is an interesting result, because the theories of motion by curvature
driven surface diffusion and curvature driven evaporation give rise to time-dependent curves $C(t)$ that differ in such qualitative properties as convexity and conservation of area.

Added note (February 1998):

After this paper was submitted for publication in May 1997, the paper listed below as [8] was published and seen by us. In [8] similarity solutions obtained by a numerical procedure differing from the present are employed to describe the motion resulting from curvature driven diffusion in the surface of a solid film wedge on a substrate, and a detailed discussion is given of physical applications of wedge-like similarity solutions. A film wedge making a contact angle $\beta$ with a substrate obeys the theory developed here when $\beta = 90^\circ$.

Graphs of $\delta$ vs. $\Phi$ are presented in Fig. 10 of [8] for $\beta = 90^\circ$, 135$^\circ$, and 180$^\circ$. These appear to be piecewise linear approximations based on calculated data points spaced by $10^\circ$ in $\Phi$. The corresponding problem in the theory of curvature driven evaporation is not examined there, and hence the present relation (3.36) between results of the two theories is not given.

As is remarked in [8], for sufficiently small values of $\Phi$ the theory of curvature driven surface diffusion yields a curve $\tilde{C}$ that intersects itself and can no longer be interpreted as a boundary of a wedge-like region. We found that self-intersections of $\tilde{C}$ occur when $\Phi$ is in the interval $0 < \Phi < 0.190^\circ$, which appears to agree with Fig. 5 of [8]. (In the theory of curvature driven evaporation, our exact expressions (3.34) and (3.35) imply that $\tilde{C}$ does not intersect itself for any $\Phi > 0$.)

The calculations of $\Phi(\delta)$ that we performed to verify the validity of the relation (3.36) between solutions of two differential equations were deliberately extended as far as feasible into the range near $\Phi = 0^\circ$ that is non-physical (for the fourth-order equation) and were such that the interval between successive values of $\Phi$ varied from $3 \times 10^{-4}$ to $5 \times 10^{-1}$ degrees, with that interval smallest for $\Phi$ near to $0^\circ$.
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