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Section 1 

A Lyapounov-Schmidt Procedure 
involving a nonlinear projection 

Hai'm Brezis(l) and Louis Nirenberg(2) 

Dedicated in friendship to Franrois Treves on his 65th birthday. 

The Lyapounov-Schmidt (L-S) procedure (see e.g. [N]) is a standard tool in 
bifurcation theory for solving equations of the form 

(1) F(x) = 0 

or 

(1 )' F(x, >.) = 0. 

In (1), F is, say, a smooth map from a neighbourhood of a point in a Banach space 
X into another Y. In (1)' F is defined for (x, ,\)in a neighbourhood in X x A, with 
A a Banach space, the parameter space. In particular, the L-S procedure is useful 
in obtaining a family of solutions. 

This paper is concerned with finding a local family of solutions of equation ( 1), 
and grew out of a recent result by V. Yudovich [Yl]. Throughout the paper, X and 
Y are Banach spaces, F is a smooth map from a neighbourhood U of the origin in 
X into Y, with 

(2) 

(3) 

F(O) = 0. 

We always assume 

{ X 2 = ker F:(O) ha~ a closed complementing 
subspace X 1 , 1.e., X= X1 EB X2. 

{ Y1 = Range _F' ( 0) is cl~secl a~1d has a closed 
complementmg space Y2 m i . 
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26 HAIM BREZIS AND LOUIS NIRENBERG 

In [Yl], Yudovich treated ( 1) and introduced the notion of a cosymmetry map 
7) of U into Y*, the dual space to ~y. Its existence ensures that ( 1) has a family of 
solutions. Here is a result of [Yl]; the X andY are asssumecl to be Hilbert spaces 
but the result extends immediately to the following form. 

THEOREM 1 (YunovrcH). Let X, Y, F be as above, i.e., (2) and (J) hold, and 
assume a stronger form of (J): 

(3)' Y1 =Range F'(O) is closed and has codimenswn 1. 

Assume that there is a continuous map 7) of U into Y*, 77(0) !- 0 and 

(4) (rJ(x), F(x)) = 0 m U. 

A map with such properties is called a cosymmetry map. Then there zs a smooth 
map u of a ball Br(O) in X 2 into X 1 , with u(O) = 0, such that 

F(u(x2) + x2) := 0, Vx2 E Br(O). 

The proof is a simple application of L-S; for the convenience of the reader we 
include it: 

PROOF. For x near the origin, by continuity of 7), 

0 = ('l(x), F(x)) = (77(0), F'(O)x) + o(JJxJJ). 

Consequently 77(0) annihilates HangeF'(O) = Y1 . We may decompose Y as Y1 EB Y2 

where Y2 is spanned by a unit vector y2 . Without loss of generality we may assume 
that 

(r7(0), Y2) = 1. 
For x near the origin in X, 

t(x) := (I'J(x),y2 ) is close to 1, 

and 
i)(x) := r7(x)- t(x)r7(0) 

satisfies 

We now carry out the L-S procedure. Let P be the projection of Y onto Y1 
along Y2 . For x 2 near the origin in X 2 , using the Implicit Function Theorem we 
solve the equation 

(.5) 

for X! = u(x2) in xl, with u(O) = 0, u smooth. Then, for X 

necessarily, 
F(x) = r(x)y2 with r(O) = 0. 

But 
0 = (77(x), F(x)) = t(x)r(x). 

Consequently r(x) = 0. 
D 

Theorem 1 extends to the case when, in place of (3)', we have (see [Y4]): 

(:3) 11 Y1 =Range F'(O) is closed and has codimension k < .::x:; 
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A LYAPOUNOV-SCHMIDT PROCEDURE 27 

provided there are k continuous maps T/l, ... , T}k : U ~ Y*, which are linearly 
independent at the origin, each satisfying ( 4). In [Y1], Yudovich presents interesting 
applications of Theorem 1 including one to a problem on filtration convection. 
Papers [Y2], [Y:3] contain further results while [Y 4] contains extension (see there 
for more references). 

The aim of this paper is to prove a more general result than Theorem 1, The-
orem 2 below. The interest in this result is that in carrying out a L-S procedure, 
we use a nonlinear operator in place of a linear projection operator. However, in 
case Y is a Hilbert space, the standard L-S procedure applies, and the proof is then 
very simple. 

THEOREM 2. Let X, Y and F be as above and assume that (3) 11 holds. Assume 
further that for some positive () < 1, 

(6) dist(F(x), Y1)::; eiiF(x)ll Vx E U. 

Then for some r > 0, there is a unique smooth map u of B; = { x2 E X2; llx2ll < r} 
into X1 , with u(O) = 0, such that 

(7) F(x2+u(x2))=0 Vx2EB;. 

REMARK. Unfortunately, assumption (6) is not invariant under passage to an 
equivalent norm (even with another () < 1). But the conclusion of Theorem 2 is 
stable under such a change. It would be good to have a better condition than ( 6). 

We shall actually prove the theorem under a weaker condition than (3)", namely 

(3) space Y2 and a Lipschitz continuous map Q : Y2 ~ Y1 satisfying { 
Y1 =Range F'(O) is closed, and, for any E > 0, Y1 admits a complementing 

IIY2- Q(y2JII :S (1 +c) dist(y2, Y!) Vy2 E Y2. 

Condition (3) automatically holds in case Y is a Hilbert space: Y2 is then 
Y1.L, and Q is the orthogonal projection onto Y1 . In addition, Lemma 1 below 
asserts that (3) always holds if Y1 is closed and has finite codimension. We pose 
the following 

Question. Let Y be a Banach space with a direct sum decomposition Y = Y1 EB 
Y2, Y1, Y2 closed subspaces. For any given E > 0, is there a Lipschitz map Q of Y2 
into Y1 satisfying 

(8) 

LEMMA 1. The answer to the question is yes in case dim Y2 = k < ex). 

PROOF. It suffices to construct Q on the unit sphere Sin Y2 with the property 
(8). We may then extend Q to all of Y2 as homogeneous of degree one. For any 
Y2 E 5, there is a vector yl(y2 ) E Y1 such that 

By continuity there is a neighbourhood V of y2 on S such that 

Licensed to Biblio University Jussieu.  Prepared on Thu Aug 14 18:05:34 EDT 2014 for download from IP 81.194.27.167.

License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms



28 HAIM BREZIS AND LOUIS NIRENBERG 

Cover S by a finite number of such neighbourhoods Vj of points ~, j = 1, ... , N, 
such that for every j, there exists Yj E Y1 with the property that 

llY- Yjll < (1 +c) dist (y, Yl) 'Vy E Vj. 

For j = 1, ... , N, let tpj be a Lipschitz continuous partition of unity on S which is 
subordinate to the Vj. Then 

Q(y) = l',tpj (y)fjj 

has the desired property. 
D 

Section 2 

To prove theorem 2 we use a convenient form of the Implicit Function theorem, 
(IFT), in which X, A, Z are Banach spaces. Consider a map G of V- Ea x E 6 in 
X x A into Z, where 

Ea = {u EX; llxll <a}, Eb = {,\ E A; IIYII < b}. 

For every A in Eb we wish to solve 

(9) G(u,A)=O, 

for u in Ea. 

LEMMA 2. (IFT). Assume that there is a bounded linear injective map A of 
Z into X, and a positive constant "( < 1 such that 

( 10) 

Assume also that 

( 11) 

IIA(G(u, >.)- G(v, >.))- (u- vJII::; '"YIIu- vii 
for (u, A), (v, A) E V. 

IIAG(O, >-)II::; (1- "()a 'VA E Eb. 

Then, for every,\ in Eb there is a unique solution u = u(A) of (9) m Ea. If G is 
continuous in V then u(>.) is continuous. If, furthermore, G is umformly Holder, 
or Lipschitz contznuous in A, i.e., for some k, o- > 0, o- ::; 1, 

liG(v, A)- G(v,p)ll::; kiiA -plla for (v, A), (v, p) E V, 

then u(A) is Holder continuous in A, with o- as Holder eL'ponent. 

Lemma 2, which is taken from [B-N], is easily proved if one writes (9) in the 
form 

u = u- AG(u, A)=: T;.,(u). 
One checks that for A in fh, T;., is a contracting map of Ea into itself, so that it has 
a unique fixed point. The remaining part of the conclusion is also readily verified. 
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A LYAPOUNOV-SCHMIDT PROCEDURE 29 

PROOF OF THEOREM 2. In view of Lemma 1 it suffices to prove the theorem 
using the assumption (3) in place of (3)". Fix c > 0 so that (1 + c)B < 1. Then, 
choose Y2 and Q as in (3). Let P be the projection of Y onto Y1 along Y2. For x2 
in X2, llx211 small, we shall solve the following equation for x1 = u(x2): 

(12) G(x) = G(x1 + x2) := P F(x) + Q[(I- P)F(x)] = 0. 

G maps into Y1. As a map from X1 into Y1 the operator F'(O) has a bounded 
inverse A= F'(o)- 1. 

To solve (12) we use Lemma 2. Note that near the origin, G is Lipschitz 
continuous. Now 

(13) F(x) = F'(O)x + 0(11x11 2) 

and, for x, x' near the origin, 

(14) 11F(x)- F(x')- F'(O)(x- x')11 = 0(11x11 + 11x'11) ·11x- x'11, 

so that 

(15) 11(I- P)(F(x)- F(x'))11 ~ C11x- x'11(11x11 + 11x'11). 

It follows from (14) and (15) and the Lipschitz continuity of Q2 , that for x1 , x~ 
near the origin in X 1 , x2 near the origin in X 2 , 

We now apply Lemma 2 with X1 as X, X2 as A and Y1 as Z. From (13) 
and (16) we see that for 0 < a, b small, the conditions of the lemma are satisfied. 
We conclude that there is a unique Lipschitz continuous solution x 1 = u(x2) with 
u(O) = 0, of G(x1 + x2) = 0-for every x2 near the origin in X2. 

Claim: x = x2 + u(x2) satisfies F(x) = 0. 

PROOF. By (12), 

F(x) = F(x)- G(x) 
=(I- P)F(x)- Q[(I- P)F(x)]. 

Since (I- P)F(x) is in Y2 it follows from (8), taking y2 =(I- P)F(x), that 

11f(x)11 = 11(I- P)F(x)- Q[(I- P)F(x)]11 
~ (1 +c) dist ((I- P)F(x), Yt) 
= ( 1 + c) dist ( F ( x) , Yt) 
~ (1 + c)B11F(x)ll by (6). 

Since (1 + c)B < 1, the claim follows. 

Using a standard argument we now complete the proof of Theorem 2 by showing 
that u(x2) is smooth. We know that u is Lipschitz continuous. If we perturb x2 by 
~ E X2, we have 
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30 HAIM BREZIS AND LOUIS NIRENBERG 

Thus, for .r = x2 + u(x2), if 11~11 is small, 

F'(x)(~ + u(x2 + 0- u(x2)) = o(ll~ll). 
Apply P, the projection operator of Y onto Y1 along Y2 . Then, with 

M(x) = PF'(x)l x, 
we obtain 

M(x)(u(x2 +0- u(x2)) = -PF'(x)~ + o(ll~ll). 
For x near the origin, M(x) is close to F'(O) lx,, and so is invertible as a map from 

x1 to y1, and M(x)- 1 is smooth in X. Thus 

u(x2 + 0- u(x2) = -M(x)- 1 P F'(x)~ + o(ll~ll). 
It follows that u'(x2) exists and is given by 

u'(x2) = -M(x)- 1 PF'(x) 

( 17) = -M(x2 + u(x2))- 1 P F'(x2 + u(x2)). 

Thus u'(x2) is continous, in fact Lipschitz continuous, in x2. Consequently, the 
right hand side of ( 17) is continuously differentiable in x, which means that u is in 
C2-and so on. 

0 

Section 3 

With the aid of Theorem 2 we now derive a result which is closer to Theorem 
1 but which replaces the cosymmetry condition ( 4) by an inequality. 

THEOREM 3. Let X, Y, F be as above and assume that (2) and (3) 11 hold. As-
sume that there exists a k-dimensional subspace L ofY* such that for some constant 
(J < 1/3, 

( 18) I(7J, F(x))l :S (JIIF(x)llll77ll Vx E U, 'r:/77 E L. 

Then there is a smooth map u of a ball Br(O) C X2 into X1, with u(O) = 0, such 
that 

The proof makes use of the following 

LEMMA 3. Let Y be a Banach space and Y1 a closed subspace of codimension 
k < oo. Assume that for some positive number e < 1, 

(19) 

Suppose also that for some vector y E Y, 

(20) 

Then 
d := dist (y, YJ) :S BIIYII· 
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A LYAPOUNOV-SCHMIDT PROCEDURE 

Using Lemma :3 we first give the 

PROOF OF THEOREM 3. We will prove that forB= l~cr < 1, 

(21) dist (F(x), Yl) :S BIIF(x)ll Vx E U. 

The desired conclusion then follows from Theorem 2. 

For llxll small, we have, by (18): for every unit vector TJ E L, 

I(TJ, F'(O)x)l :S a-IIF'(O)xll + O(llxll 2). 

Consequently 
I(TJ, Yl)l ::; a-llYl II Vyl E yl' 

31 

i.e., (19) holds, since a-= B/(2 +B). By (18), (20) holds withy= F(x). Lemma 3 
then yields (21). 

0 

To prove Lemma 3 we rely on the following standard lemma, whose proof uses 
Borsuk's theorem (see e.g. Lemma 2.3 in [K]). 

LEMMA 4. Let Y be a Banach space, andY a closed linear subspace of finite 
codimension k- 1. Let L be a linear subspace of Y* of dimension k. Then there is 
a unit vector y* E L such that 

(22) sup (y*, y) = 1. 
y{Y 

JJyJJ=l 

PROOF OF LEMMA 3. We may suppose that IIYII = 1 and that y ~ Yl-
otherwise there is nothing to prove. Let Y be the space spanned by Y1 and y; it 
has codimension (k- 1). According to Lemma 4, there is a unit vector 7J E L such 
that 

(23) sup (TJ, z) = 1 
zEY 

JJzJJ=l 

Any unit vector z in Y has the form 

z = ay + Y1 with Y1 E Y1. 

Clearly, for d = dist (y, Yl), 

laid= dist (z, Yl) ::; 1. 

Furthermore, IIY1II :S 1 + Ia!. Then, by (19) and (20), 

(TJ, z) = (TJ, ay + Yl) 
e 

::; 2 +e(1+2lal). 

Since this holds for any z in Y, it follows from (24) that 
() () 2 

l:S 2+B(1+21ai):S 2+B(l+d); 
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32 HAIM BREZIS AND LOUIS NIRENBERG 

this implies that d::; (I 

D 
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