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Our purpose is to discuss some recent progress in the area of monotone operators and nonlinear semigroups as well as some applications to nonlinear partial differential equations. The first papers on this subject (by G. Minty, F. Browder, J. Leray and J. L. Lions, M. Visik; see [3], [8], [13] for a complete bibliography) were mainly concerned with the question of existence of a solution for nonlinear equations of Hammerstein type or elliptic type or parabolic type. These existence results are by now well known and I would like to describe further properties.

Essentially we are going to consider operators in a real Hilbert space $H$ (for the latest news in Banach spaces, the reader is referred to the article of M. Crandall). Let $A$ be a multivalued mapping from $H$ into $H$, i.e., for every $u \in H$, $Au$ is a subset of $H$; let $D(A) = \{u \in H; Au \neq \emptyset \}$ and $R(A) = \bigcup_{u \in H} Au$. $A$ is monotone if

$$(f_1 - f_2, u_1 - u_2) \geq 0, \quad f_1 \in Au_1, \quad f_2 \in Au_2,$$

and maximal monotone if $A$ has no proper monotone extension. A characterization due to G. Minty asserts that a monotone operator $A$ is maximal monotone iff $(I + \lambda A)$ is surjective for every $\lambda > 0$, in which case $J_\lambda = (I + \lambda A)^{-1}$ (the resolvent of $A$) is an everywhere defined contraction on $H$.

A fundamental class of maximal monotone operators consists of subdifferentials of convex functions. Let $\phi : H \to (-\infty, +\infty]$ be a convex l.s.c. function such that $\phi \neq +\infty$; let $D(\phi) = \{u \in H; \phi(u) < +\infty \}$ and for $u \in D(\phi)$ let $\partial \phi(u) = \{f \in H; \phi(v) - \phi(u) \geq (f, v - u), \forall v \in H \}$. Then $\partial \phi$ is maximal monotone.

We recall that when $A$ is maximal monotone then, for every $u \in D(A)$, $Au$ is closed and convex ($A^0 u$ denotes the projection of 0 on $Au$) and also $\overline{D(A)}$ is a convex set.
1. A strange property of \( R(A + B) \). Let \( A \) and \( B \) be maximal monotone operators; we have always \( R(A + B) \subset R(A) + R(B) \) and in general \( R(A) + R(B) \) is a much larger set. However it turns out that in many cases we have "almost" equality. Here is a typical result in that direction.

**Theorem 1.** Let \( A \) be maximal monotone and let \( B = \partial \phi \). Assume that

\[
\phi((I + \lambda A)^{-1}u) \leq \phi(u), \quad \lambda > 0, \ u \in H.
\]

Then \( \text{Int } [R(A + B)] = \text{Int } [R(A) + R(B)] \) and \( \bar{R}(A + B) = \bar{R}(A) + \bar{R}(B) \).

**Sketch of the Proof.** Given \( f \in \text{Int } [R(A) + R(B)] \) we would like to solve \( Au + Bu \ni f \). It follows from (1) that \( A + B \) is maximal monotone (see [2]). Therefore there exists \( u_\varepsilon \) such that \( \varepsilon u_\varepsilon + Au_\varepsilon + Bu_\varepsilon \ni f \).

Using (1) it is easy to verify that \( |Au_\varepsilon| \leq C, |Bu_\varepsilon| \leq C \) with \( C \) independent of \( \varepsilon \). We have now to show that \( |u_\varepsilon| \) remains bounded as \( \varepsilon \to 0 \). Instead of obtaining a bound on \( u_\varepsilon \) (as usually done) we rely on the uniform boundedness principle. Let \( r > 0 \) be such that \( B(f, r) \subset R(A) + R(B) \). Given \( h \in H \) with \( |h| < r \) we have \( f + h \in Av + Bw \). By the monotonicity of \( A \) and \( B \) we get

\[
(Au_\varepsilon - Av, u_\varepsilon - v) \geq 0, \quad (Bu_\varepsilon - Bw, u_\varepsilon - w) \geq 0.
\]

Therefore \( (h, u_\varepsilon) \leq (Av - Au_\varepsilon, v) + (Bw - Bu_\varepsilon, w) \leq C' \) and so \( |u_\varepsilon| \) remains bounded.

In case we assume just \( f \in R(A) + R(B) \), then we can only prove that \( \sqrt{\varepsilon} |u_\varepsilon| \) remains bounded and at the limit \( f \in R(A + B) \).

**Remark.** The conclusion of Theorem 1 still holds true if (1) is replaced by one of the following assumptions:

(2) Both \( A \) and \( B \) are subdifferentials of convex functions and \( A + B \) is maximal monotone.

(3) \( D(B) = H \).

The last result can be used to solve equations of Hammerstein type. Let \( K \) be a maximal monotone operator with \( D(K) = H \) and let \( B = \partial \phi \) with \( D(B) = H \); then \( R(I + KB) = H \). Indeed for \( f \in H \), the equation \( u + KBu \ni f \) can be written as \( Au + Bu \ni 0 \) where \( Au = -K^{-1}(u - f) \) and \( R(A) = H \). So \( \text{Int } [R(A) + R(B)] = \text{Int } [R(A) + R(B)] = H \). A similar result has been proved in [5] for mappings in Banach spaces.

We now illustrate Theorem 1 by two examples.

**Example 1.** Consider a periodic evolution equation of the form

\[
du/dt + Bu = f(t) \quad \text{on } (0, T) \text{ with } u(0) = u(T)
\]

where \( u(t) \) takes its values in a Hilbert space \( \mathcal{H} \) and \( B \) is the subdifferential of a convex function in \( \mathcal{H} \). It is clear that if (4) has a solution, then necessarily

\[
\frac{1}{T} \int_0^T f(t) \ dt \in \overline{\text{conv } R(B)} = \bar{R(B)}.
\]

Conversely we have
**Theorem 2 (Haraux).** Suppose

\[ \frac{1}{T} \int_0^T f(t) \, dt \in \text{Int } R(\mathcal{A}); \]

then (4) has a solution.

It suffices to apply Theorem 1 with \( H = L^2(0, T; \mathcal{H}) \), \( Au = du/dt, \; D(A) = \{ u \in H; \ u' \in H \text{ and } u(0) = u(T) \} \) and \( B \) is the canonical extension of \( \mathcal{A} \) to \( H \). It is clear that \( R(A) + R(B) = \{ f \in H; \ T^{-1} \int_0^T f(t) \, dt \in R(\mathcal{A}) \} \).

**Example 2.** Consider the nonlinear boundary value problem

\[ \Delta u = 0 \quad \text{on } \Omega, \quad \partial u/\partial n + \beta(u) \ni f \quad \text{on } \partial \Omega, \]

where \( \Omega \) is a smooth bounded domain and \( \beta \) is a maximal monotone graph in \( R \times R \). It is clear that if (5) has a solution then \( |\partial \Omega|^{-1} \int_{\partial \Omega} f(\sigma) \, d\sigma \in R(\beta) \). Conversely we have

**Theorem 3 (Schatzman, Hess).** Suppose

\[ \frac{1}{|\partial \Omega|} \int_{\partial \Omega} f(\sigma) \, d\sigma \in \text{Int } R(\beta); \]

then (5) has a solution.

**Remarks.** (1) In case \( D(\beta) = [0, + \infty) \), \( \beta(r) = 0 \) for \( r > 0 \), \( \beta(0) = (-\infty, 0] \), the boundary condition in (5) can be written \( u \geq 0, \partial u/\partial n - f \geq 0, \partial u/\partial n - f > 0 \) on \( \partial \Omega \) and a solution exists provided \( \int_{\partial \Omega} f(\sigma) \, d\sigma < 0 \) (a similar result can be found in [15]).

(2) Theorems 2 and 3 are comparable to some results of Landesman and Lazer and L. Nirenberg (see [16]). However the techniques are totally different.

**2. Evolution equations and nonlinear semigroups.** Let \( A \) be a maximal monotone operator and consider the evolution equation

\[ du/dt + Au \ni 0 \quad \text{on } [0, + \infty), \; u(0) = u_0. \]

We recall first a well-known result

**Theorem 4 (Kato [11], Komura [12]).** Given \( u_0 \in D(A) \), there exists a unique solution of (6) such that \( u(t) \in D(A) \) for all \( t \geq 0 \) and \( u \) is Lipschitz continuous on \([0, + \infty)\).

**Remark.** The same method can be used to solve \( du/dt + Au \ni f(t), \; u(0) = u_0, \) provided \( f \) is smooth enough. In addition \( u(t) \) is differentiable from the right at every \( t \geq 0 \) and \( d^+u/dt + A^0u = 0 \) for all \( t \geq 0 \) (see Kato [11], Crandall and Pazy [9], Dorroh [10]). If \( u_0, \; \hat{u}_0 \in D(A) \), the corresponding solutions \( u(t) \) and \( \hat{u}(t) \) satisfy \( |u(t) - \hat{u}(t)| \leq |u_0 - \hat{u}_0| \) for all \( t \geq 0 \). Thus the mapping \( u_0 \to u(t) \) can be extended by continuity to \( D(A) \). We denote the extension by \( S(t); \; S(t) \) is called the semigroup generated by \( -A \).

A number of results about linear semigroups are still valid for nonlinear semigroups. For instance we have nonlinear analogues of the theorems of Hille-Yosida-Phillips and Trotter-Kato-Neveu.
Theorem 5 (Komura [12], Crandall and Pazy [9]). Let \( C \) be a closed convex set in \( H \) and let \( S(t) \) be a semigroup of contractions on \( C \) (i.e., \( S(0) = I, S(t_1 + t_2) = S(t_1) \circ S(t_2), |S(t)u - S(t)v| \leq |u - v| \) and \( |S(t)u - u| \to 0 \) as \( t \to 0 \)). Then there exists a unique maximal monotone operator \( A \) such that \( D(A) = C \) and \( S(t) \) coincides with the semigroup generated by \(-A\).

Theorem 6. Let \( A_n \), \( A \) be maximal monotone operators and let \( S_n(t), S(t) \) be the corresponding semigroups. The following properties are equivalent:

1. \( \forall \ x \in D(A), \exists \ x_n \in D(A_n) \) such that \( x_n \to x \) and \( S_n(t)x_n \to S(t)x \) uniformly on bounded \( t \) intervals.
2. \( \forall \ x \in D(A), \forall \ \lambda > 0, (I + \lambda A_n)^{-1}x \to (I + \lambda A)^{-1}x \).
3. \( \forall \ x \in D(A), \exists \ x_n \in D(A_n) \) such that \( x_n \to x \) and \( A_n^0x_n \to A^0x \).

Related results were obtained by Miyadera and Oharu, Brezis and Pazy, Benilan, Goldstein, Kurtz, etc.

3. Smoothing action and asymptotic behavior of semigroups generated by subdifferentials. In general when \( u_0 \in D(A), (6) \) has no "real" solution and \( S(t)u_0 \) represents a generalized solution of (6). But in case \( A = \partial \phi, S(t)u_0 \) turns out to be a "classical" solution of (6) even for \( u_0 \in D(A) \). More precisely

Theorem 7. Let \( A = \partial \phi \) and let \( u_0 \in D(A) \). Then \( u(t) = S(t)u_0 \in D(A) \) for all \( t > 0 \), \( u(t) \) is Lipschitz continuous on every interval \([\delta, +\infty) (\delta > 0)\) and \( u(t) \) satisfies (6). In addition one has

\[
|A^0S(t)u_0| = \left| \frac{d^+u}{dt}(t) \right| \leq \frac{1}{t} |u_0 - u(t)| \quad \text{for all} \ t > 0.
\]

For the proof see [2] (estimate (10) is new).

Since \( S(t) \) maps \( D(A) \) into \( D(A) \) for positive \( t \) we can say that \( S(t) \) has a smoothing action on the initial data. To illustrate the smoothing action, consider the following nonlinear heat equation

\[
\partial u/\partial t - \Delta u + \beta(u) \geq 0 \text{ on } \Omega x(0, +\infty),
\]

\[
u = 0 \text{ on } \partial \Omega x(0, +\infty), \quad u(x, 0) = u_0(x) \text{ on } \Omega,
\]

where \( \beta \) is a monotone function (or graph). Given \( u_0 \in L^2(\Omega) \), the solution \( u(\cdot, t) \) lies in the Sobolev space \( H^2(\Omega) \) for every \( t > 0 \).

Remarks. (1) In fact (11) has a stronger smoothing action. Starting with \( u_0 \in L^1(\Omega) \) one can show that \( u(\cdot, t) \in W^{2,p}(\Omega) \) for every \( p < +\infty \) and \( t > 0 \). The proof is quite technical and is not a consequence of an abstract result about smoothing action in Banach spaces.

(2) When \( \beta \) is not smooth there is also an "unsmoothing" action of \( S(t) \) (a typically nonlinear phenomenon, well known in variational inequalities): Even if \( u_0 \in C^\infty \), it may happen that \( u(\cdot, t) \notin C^2 \).

Suppose now \( \phi \) achieves its minimum and let \( K = \{ v \in H; \phi(v) = \text{Min } \phi \} \). The trajectories \( S(t)u_0 \) are orthogonal to the level curves of \( \phi \) (as in the steepest descent method) and it is natural to conjecture that \( S(t)u_0 \) converges to some limit in \( K \)
as \( t \to +\infty \). So far it is not known whether the strong limit exists. There are only partial answers:

(a) For every \( u_0 \in \overline{D(A)} \), \( S(t)u_0 \) converges weakly as \( t \to +\infty \) to some limit in \( K \) (R. Bruck).

(b) If \((I + A)^{-1}\) is compact (i.e., maps bounded sets into compact sets), then \( S(t)u_0 \) converges strongly as \( t \to +\infty \).

(c) If \( \phi \) is even, then \( S(t)u_0 \) converges strongly as \( t \to +\infty \) (R. Bruck).

4. Interpolation classes. Let \( A \) be maximal monotone; for \( 0 < \alpha \leq 1 \) and \( 1 \leq p \leq +\infty \) define

\[
\mathcal{B}_{\alpha, p} = \left\{ u_0 \in \overline{D(A)}; \left\| \frac{(I + tA)^{-1}u_0 - u_0}{t^\alpha} \right\|_{L^p} = \mathcal{L} \left( 0, 1; \frac{dt}{t} \right) \right\}.
\]

When \( A \) is a linear operator the \( \mathcal{B}_{\alpha, p} \)'s coincide with the interpolation spaces between \( D(A) \) and \( H \) of Lions and Peetre [14]. These intermediate classes (not spaces!) can be characterized in various ways (D. Brezis [1]):

(a) The trace method.

\[
\mathcal{B}_{\alpha, p} = \{ v(0); v \in C([0, 1]; H) \text{ with } t^{1-\alpha} \left| \frac{dv}{dt} \right| \in L^p, t^{1-\alpha} |A^0v| \in L^p \}.
\]

(b) The method K. Let \( K(t, u_0) = \inf_{v \in \overline{D(A)}} \{ |v - u_0| + t |A^0v| \} \); then

\[
\mathcal{B}_{\alpha, p} = \{ u_0 \in \overline{D(A)}; t^{-\alpha}K(t, u_0) \in L^p \}.
\]

(c) The semigroup method. Let \( S(t) \) be the semigroup generated by \( -A \); then

\[
\mathcal{B}_{\alpha, p} = \left\{ u_0 \in \overline{D(A)}; \left| \frac{S(t)u_0 - u_0}{t^\alpha} \right| \in L^p \right\}.
\]

To prove the last result one can use the following simple inequalities:

\[
|S(t)u_0 - u_0| \leq 3 |J_tu_0 - u_0|,
\]

\[
|J_tu_0 - u_0| \leq 2 \int_0^t |S(\tau)u_0 - u_0| \, d\tau.
\]

In case \( A = \partial \phi \) one has also

\[
|J_tu_0 - u_0| \leq (1 + 2^{-1/2}) |S(t)u_0 - u_0|.
\]

Rephrasing this fact we can say that if we consider the singular perturbation problem \( u_\varepsilon + \varepsilon Au_\varepsilon = u_0 \) and the evolution problem \( du/dt + Au = 0, u(0) = u_0 \), then the rate of convergence of \( |u_\varepsilon(t) - u_0| \) as \( \varepsilon \to 0 \) is the same as the rate of \( |u(t) - u_0| \) as \( t \to 0 \). When \( Au = -\Delta u + |u|^k \text{ sign } u \) one can describe \( \mathcal{B}_{\alpha, p} \) in terms of Besov and Lorentz spaces.

5. Compact supports. We conclude with a surprising property which is specific to nonlinear problems and has no analogue in the linear theory. Consider the evolution equation

\[
du/dt + Au \ni f \quad \text{on } (0, +\infty), \quad u(0) = u_0.
\]
**Question.** Under what conditions does \( u \) have a compact support, i.e., \( u(t) \equiv 0 \) for \( t \geq T \)? A necessary condition is that \( f(t) \in A0 \) for \( t \geq T \), but in general this is not a sufficient condition. If \( A \) is linear it just means that \( f \) has a compact support, and of course this will not imply that \( u \) has a compact support. When \( A \) is multivalued one can give a sufficient condition which is very close to the necessary condition.

**Theorem 8.** Suppose there is some \( \rho(t) \geq 0 \) such that \( B(f(t), \rho(t)) \subset A0 \) for \( t \geq t_0 \) and \( \int_t^{t_0} \rho(t) \, dt = \infty \). Then the solution of (14) has a compact support.

We illustrate this fact by an example. Suppose \( g(t) \) is the given trajectory of a gangster chased by a policeman \( p(t) \). The strategy of the policeman is simple: He runs with speed \( V \) (as fast as he can!) towards \( g(t) \). Thus we have

\[
\frac{dp}{dt} = V \frac{g(t) - p(t)}{|g(t) - p(t)|}
\]

as long as \( p(t) \neq g(t) \), i.e., \( dp/dt \in A(g(t) - p(t)) \) where \( Av = Vv/|v| \) for \( v \neq 0 \) and \( A0 = \emptyset \) (so that \( A \) is maximal monotone). Let \( u(t) = g(t) - p(t) \), and we get \( du/dt + Au \ni dg/dt \).

Here Theorem 8 tells us that if \( |dg(t)/dt| \leq V \) and \( \int_0^{\infty} V - |dg(t)/dt| \, dt = + \infty \), then \( p \) reaches \( g \) in a finite time.

A similar property holds true in nonlinear parabolic equations even though we cannot apply Theorem 8. Consider for example

\[
\frac{\partial t}{\partial u} - \Delta u + \beta(u) \ni f \quad \text{on} \quad \mathbb{R}^n \times (0, + \infty), \quad u(x, 0) = u_0(x) \quad \text{on} \quad \mathbb{R}^n,
\]

where \( \beta \) is a monotone function with a jump at 0, \( \beta(0) = [\tau^-, \tau^+] \).

In [6] we show that if \( \tau^- + \epsilon \leq f \leq \tau^+ - \epsilon \) for some \( \epsilon > 0 \), and if \( u_0 \) has a compact support, then (15) has a solution with compact support (both in \( x \) and \( t \)). If \( u_0 \) does not have a compact support, but \( u_0 \to 0 \) at infinity then, for every \( t > 0 \), \( u(\cdot, t) \) has a compact support in \( x \). In other words the support of \( u \) "shrinks" instantaneously (in sharp contrast with what happens for the linear heat equation!).

Similar results for elliptic problems are considered in [4]. The original motivation for looking at the compact support property came from the study of the flow past a given profile. In [7] we show that in the hodograph plane the problem can be stated as a free boundary value problem which turns out to be solvable by the techniques of variational inequalities. The size of the support corresponds to the maximum velocity of the flow and plays an important role.
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